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Résumé

Le contrdle de I’aimantation, et donc du spin, aux échelles de temps ultra courtes, est un sujet
d’importance fondamentale pour I’élaboration de systemes qui peuvent stocker de I’information
beaucoup plus rapidement. La possibilité d’écrire de 1’information avec des pulses laser fem-
toseconde sur des métaux magnétiques tels que GdFeCo ou MnRuGa en quelques picosecondes
fut une étape conséquente pour pouvoir réaliser ce progres technologique. Cependant, le ren-
versement de I’aimantation observé dans ces matériaux apres les avoir irradiés avec un unique
pulse laser, appelé retournement tout optique indépendent de 1’hélicité (AO-HIS pour All Op-
tical Helicity Independent Switching en anglais), est toujours limité a une petite catégorie de
matériaux ferrimagnétiques et sa description physique n’est toujours pas entieérement comprise.

Dans cette theése, nous étudions I’AO-HIS dans des films minces composés d’une ou deux
couches d’alliages de GdFeCo de différentes compositions. Nous montrons que ces couches
génerent des courants de spin qui peuvent modifier ’AO-HIS de ces matériaux. En particulier,
nous montrons qu’il est possible d’utiliser ces courants de spin pour renverser 1’aimantation
des différentes multicouches ferromagnétiques, avec un seul pulse laser femtoseconde, qui ne
subiraient qu'une désaimantation et ne se retourneraient donc pas autrement. En changeant la
composition de ’alliage de GdFeCo et la température de Curie du matériau ferromagnétique,
nous pouvons modifier I’énergie nécessaire pour engendrer le renversement magnétique de la
multicouche ferromagnétique avec un pulse de lumiere. De plus, nous montrons que ’AO-
HIS de I’alliage de GdFeCo n’est en réalité pas nécessaire ainsi que 1’illumination directe de
la couche ferromagnétique par la lumiere laser. Il est donc possible de retourner 1’aimantation
d’un matériau ferromagnétique en utilisant uniquement des courants ultra courts de chaleur et
de spin qui sont créés par la désaimantation ultra rapide partielle de I’alliage de GdFeCo et
transportés jusqu’a la couche ferromagnétique via une couche de cuivre. Ces expériences sont
comprises grace a un modele de transport semi classique dans un systeme contenant des élec-
trons, des phonons et des spins quantiques et qui est basé sur I’échange de moment cinétique
entre des spins localisés et itinérants.

Enfin, nous avons mesuré la dynamique du renversement de 1’aimantation de ce systeme
ferromagnétique. Nous montrons que ce retournement se passe en moins d’une picoseconde,
ce qui est le retournement d’aimantation le plus rapide jamais observé. Nous montrons que le

courant de spin provenant de I’alliage de GdFeCo a un pouvoir réfrigérant sur I’aimantation, déja



visible en moins d’une picoseconde, et qui peut augmenter 1’aimantation transitoire du systéme
jusqu’a trente pourcents. Ces résultats sont également compris dans le cadre de notre modele de

transport de chaleur et de moment cinétique.

Mots-clés: Aimantation, Hors équilibre, Courants de spin, Pulses laser femtoseconde.

Abstract

The control of magnetization, and thus spin, at the shortest timescale, is a fundamental sub-
ject for the development of faster data storage devices. The capability to encode information with
femtosecond laser pulses on magnetic metals such as GdFeCo or MnRuGa within a few picosec-
onds was a significant step towards the realization of such a technology. However, the reversal of
magnetization observed in these materials upon a single laser pulse irradiation, called All Op-
tical Helicity Independent Switching (AO-HIS), is still limited to a small class of ferrimagnetic
materials and its physical mechanism is not completely understood.

In this work, we study AO-HIS in magnetic thin films composed of a single or two GdFeCo
layers with different alloy compositions. We show that these layers generate spin currents that
can affect the AO-HIS of these materials. In particular, we can use such spin currents to reverse
the magnetization of various ferromagnetic multilayers, with a single femtosecond laser pulse,
which would otherwise only demagnetize and never switch. Playing with the GdFeCo alloy con-
centration and the ferromagnetic multilayer Curie temperature, we can tune the energy required
to observe single shot reversal of the ferromagnet. In addition, we show that neither AO-HIS
of the GdFeCo layer is actually required nor direct light illumination of the ferromagnetic mul-
tilayer. It is then possible to reverse the magnetization of ferromagnets using only ultrashort
heat and spin currents which are generated by the partial ultrafast demagnetization of GdFeCo
and transported via a thick metallic copper spacer. These experimental results were successfully
understood using semiclassical transport equations for electrons, phonons and quantum spins
based on exchange of angular momentum between localized and itinerant spins.

Finally, we were able to measure the dynamics of the ferromagnetic multilayer magnetization
reversal which is shown to happen in less than a picosecond, being the fastest magnetization
reversal ever observed. The action of the external spin current is shown to have an ultrafast
cooling effect on the spin which is visible at the sub-picosecond timescale and which can enhance
the transient magnetization by up to thirty percent. These results are also understood using our

model of heat and angular momentum transport.

Keywords: Magnetization, Non-equilibrium, Spin currents, Femtosecond laser pulses.
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Chapter 1

Introduction

Progress in physics is often achieved by reaching new extremes: studying bigger and smaller
spatial scales, shorter or longer times scales, higher energies, stronger interactions, higher or
lower temperatures and pressures, etc. This ultimately resulted in the technological develop-
ments and all their consequences that we know today as well as a still increasing knowledge in all
of science. Progress also often requires to go faster, mostly faster computation and communica-
tion. In this context, it is crucial to understand the fastest processes of what supports information.
One promising such support, whether regarding traditional hard drives or the much-publicized

quantum computers', is the spin that certain physical systems can carry.

It is then fundamental to study the dynamics of spin, and more generally angular momentum,
in such condensed matter, low energy, systems. It was first attempted to understand the dynamics
of magnetization, the quantity that is related to the angular momentum of particles that have an
electric charge, in an external magnetic field such as what notoriously happens when one puts
a compass in Earth’s magnetic field. This was first done by Landau and Lifshitz> and later by
Gilbert which led to the so called Landau-Lifchitz-Gilbert (LLG) equation®. This equation rig-
orously takes into account the effect of an external magnetic field on a magnetic moment but the
complex interactions that lead to the relaxation of the magnetization inside the condensed matter
system are only treated phenomenologically and are still studied nowadays*. In order to store
information using spins for classical computing, it is required to be able to switch those spins
between two stable states. It was shown that reversing magnetization with an external magnetic
field pulse cannot be done deterministically for pulse durations of 2.3 picoseconds or lower’.
Therefore, speeding up computation and communication will require another type of interaction

between spin and an external leverage. It was very recently discovered that such an external mean
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could be either light in the form of ultrashort (picosecond down to the femtosecond/attosecond
timescale) laser pulses or even ultrashort (picosecond) electron pulses. These two methods are
now widely studied whether it concerns the fundamental questions this new physics raises or the

possible applications for faster storage devices®.
This thesis is organized as follow:

In Chapter 2, we shortly review some of the basic physical concepts that are involved for
a complete understanding of the ultrafast dynamics of spins and which will serve as a thread
for the remaining discussions of the thesis. This includes a discussion regarding conserved
quantities (energy, angular momentum, etc.) and their transport equations, interactions between
these quantities and their origin.

Chapter 3 covers in detail the experimental and theoretical study of magnetization dynamics
in metals at the ultrashort (femtosecond to picosecond) timescale after an electromagnetic or
electronic excitation. We start with non equilibrium light-matter interaction in normal metals
followed by the traditional theory of magnetization dynamics in spintronics. Then we expose
the combined physics of laser induced ultrafast magnetization dynamics by reviewing ultrafast
demagnetization and spin injection as well as the two magnetization reversal processes known
as All Optical Helicity Dependent Switching (AO-HDS) and All Optical Helicity Independent
Switching (AO-HIS). Then we will focus on the ultrafast magnetization dynamics induced by
ultrashort hot electron pulses before concluding this review section with a particular combination
of ultrafast demagnetization and ultrashort spin current pulses.

Chapter 4 introduces the different experimental techniques that have been used in the work
shown in this thesis. A short introduction is made regarding sample growth, especially to in-
troduce the different thin film architectures. A second part is devoted to the description of our
femtosecond laser setup as well as the ultrashort pulses characterization methods. Most of the
magnetic (static or dynamic) characterization of the grown samples relied on the Magneto-Optic
Kerr Effect (MOKE). This phenomenon will be reviewed as well as how it was concretely used.
The traditional polar MOKE with a continuous wave (cw) laser was used to measure magnetic
hysteresis loops of the magnetic samples. A MOKE microscope was used to monitor domain
formation after laser irradiation or application of an external magnetic field. Time Resolved
MOKE (TR-MOKE) was used to obtain the magnetization dynamics. We also discuss to what
extent TR-MOKE is actually able to measure magnetization and not some other non equilib-
rium electronic properties that depend on the initial orientation of the sample’s magnetization.
Finally, we also present TR-MOKE microscopy which has been used for the results presented in

the last chapter.
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The physics studied in this work is not completely understood yet. Ab initio techniques re-
quire an enormous amount of computation resources” and do not necessarily provide a lot of
insight about the physical mechanisms at play. Any other type of model inevitably lacks pre-
dictivity as it requires extra parameters that must be adjusted so as to reproduce experiments.
In chapter 5, we detail such a parametric model which has the required ingredients to provide a
qualitative understanding of the processes surveyed in the following chapters. First, we extend
the well-known Transfer Matrix Method (TMM) used to calculate light absorption in multilay-
ered structures in order to get the true time dependence of light absorption and take chromatic
dispersion into account. Then a Two Temperature Model (2TM) in multilayered structures is
introduced together with its numerical implementation. To introduce magnetization dynamics,
we discuss Gridnev’s model of AO-HIS which is used in chapter 6. Finally, we introduce the s-d
model of Beens et al. and discuss why it is suitable and necessary for a qualitative understanding
of the experiments presented in the next chapters.

Chapter 6 focuses on the long time behavior of GdFeCo and GdFeCo/Cu/GdFeCo structures
after exposition to a sequence of femtosecond laser pulses. We show that a wide variety of
behaviors can be observed. Most importantly, magnetic layers that do not exhibit AO-HIS in a
structure by themselves can exhibit it when they are in a bilayer structure. This fact is explained
in terms of an ultrafast spin current generated by the ultrafast demagnetization of GdFeCo. The
role of magnetic interactions of dipolar origin or such as the Ruderman-Kittel-Kasuya-Yoshida
(RKKY) coupling are discussed. The influence of capping layers and laser irradiation direction
is also studied.

Chapter 7 concerns similar bilayer (spin valve) structures as in chapter 6 except that one of the
layers is replaced by a ferromagnetic [Co/Pt] or [CoNi/Pt] multilayer. We study heterostructures
with different such multilayers in order to get more insight on the physical process that leads to
the magnetization reversal of that ferromagnetic layer after irradiation with a single laser pulse.
We also change the alloy concentration and the laser pulse duration to control the amount of
angular momentum that is transferred from GdFeCo to the [Co/Pt] multilayer. We show that it is
even possible to achieve magnetization reversal of the ferromagnetic multilayer without observ-
ing the magnetization reversal of the ferrimagnet. Finally, we reproduce similar experiments for
different copper thicknesses and GdFeCo concentrations. It is shown that a higher Gd concen-

tration in the alloy helps the magnetization reversal of the [Co/Pt] multilayer and that the later

*The current state of the art real time-Time Dependent Density Functional Theory is used to model tens of
atoms for up to a few hundreds of femtoseconds’-®. In order to model magnetization reversal of disordered systems
such as GdFeCo introduced later, one would need to go to tens of picoseconds’ and around a million of atoms to

capture spatial inhomogeneities effects'’
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is observable for copper thicknesses up to at least 80 nanometers.

Chapter 8 tries to bring further comprehension to the physics of the magnetic structures of
chapter 7 by looking at there magnetization dynamics with TR-MOKE microscopy. We show
that we can retrieve the magnetization dynamics of both magnetic layers as a function of space
and fluence. In particular, we observed a complete magnetization reversal of the ferromagnetic
layer in less than a picosecond, which is the fastest magnetization reversal ever reported. Finally,
we show that this magnetization dynamics is well reproduced by the s-d model of Beens et al.
with a physically realistic spin accumulation source as would be created by GdFeCo.

Finally chapter 9 will conclude the work of this thesis and provide some perspectives.



Chapter 2

General Context

The purpose of this chapter is to lay down the physical basis this work, and the general
field of ultrafast magnetization dynamics, is based upon. It is a low energy physics (without
antiparticles) of electrodynamics for condensed matter systems but where quantum effects play
a fundamental role. We start by discussing the conservation laws that come from the Dirac
Lagrangian for electrons. The angular momentum and magnetic moment of the electron is then
naturally introduced. We then also consider nuclei and review the low energy limit that is used in
condensed matter physics. Next, we discuss the statistical approaches generally used to deal with
the many body problem. Finally, magnetization is introduced in the context of the macroscopic

Maxwell equations.

2.1 Classical conservation laws

Even though we are only interested in low energy physics, it is convenient to start with a
more general approach that encodes all the symmetries required to describe the conservation
laws of condensed matter systems interacting with the electromagnetic field. Those symmetries
are space-time translations and Lorentz invariance together with a local U(1) gauge symmetry.

For a massive fermionic field with spin 1/2, this leads to the following Lagrangian density''~'3:

_ 1
L= (ihcw"@u —qcy' A, — ch) P — 4—FWF“” (2.1)
Ho

Where 1) is the fermionic complex bispinor field representing electrons, y* are the gamma ma-

trices®, 1 = ¥'4? is the Dirac conjugate of ¥, F,, = 9,A, — 9,A, where A, is the (real)

*Spinor indices are omitted as is customary but one should be aware that bispinor fields have four components

5
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electromagnetic four-vector potential, 4 = 0, 1, 2 or 3, and any occurence to the time coordinate
w1 = 0 is multiplied by the velocity of light (e.g. Jy = %@). Space-time variable dependency
of the fields has been omitted, the Einstein summation convention with Minkowski metric g,,,,
(with goo = 1) isused and 0, = (0, V). m and ¢ = —|e| are the mass and the electric charge of
the electron respectively. From this Lagrangian density, one can obtain the equation of motion

for both electron and electromagnetic fields:

(iﬁcv“@u — ch) Y =qey" A (2.2)

OA* = pocqpy™y (2.3)

Equation 2.2 is the Dirac equation for an electron coupled to the electromagnetic field A,,.
Equation 2.3 is Maxwell’s equations where we chose Lorenz gauge. Compared to the standard
electrodynamics result, equation 2.3 contains spin angular momentum in its source term as will
be shown below*. These equations are only valid if one assumes that the Least Action Principle
(LAP) is satisfied. When this is the case, the resulting theory is said to be a theory of classical
fields i.e. wave mechanics. It is still a quantum theory (leading for instance to uncertainty
relations) but is fundamentally only capable of describing a single electron interacting with an
electromagnetic field. Considering many electrons requires second quantization of the fields
and the LAP is no longer satisfied'>~!>. We stick to classical fields in this section. For what is
considered in this thesis, it is always sufficient to consider the electromagnetic field as classical.

The symmetries mentioned above are encoded in the Lagrangian density. This signifies that
the action, the space-time integral of the Lagrangian density, is invariant under transformations
of the fields associated with these symmetries'*. Based on the LAP, Noether’s theorem'*!* then
states that there exists a conserved quantity for each global symmetry of the action. This leads to
four different quantities that are the building blocks of any quantity that can be measured in con-
densed matter physics. Those quantities are the energy, the momentum, the angular momentum
and the charge of the system. Space-time symmetries (i.e. space-time translation and Lorentz

invariance) lead to the following conservation laws:

8,T" =0 (2.4)

and gamma matrices are four by four matrices. In particular, gamma matrices do not commute with fermionic fields

but they do with electromagnetic fields.
*One may retrieve the standard form of Maxwell’s equations by defining (¢/c, —A%, —AY, —A*) = A, the

magnetic induction B = V x A and the electric field E = — V¢ — 0;A.

6
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Where T is Belinfante’s energy-momentum tensor which is symmetric contrary to the canon-
ical energy momentum tensor given by translation invariance only'*. This immediately leads to
another conservation law:

o, M"" =0 (2.5)

Where M#" = x¥TH — x"T'" . An explicit expression of these tensors can be obtained from

the Lagrangian density'"!*1©:
v 1 po v 1 n% aff the— w v 128 oY) Y A YN
L A Ty —i—Tw[’yD 4D — Dyt — D] (2.6)

Where DV = (0% + igA" /h), D" = (9" — iqA*/h) and the left arrow indicates that the partial
derivatives act on the Dirac conjugated fermionic field on the left. The local U(1) symmetry

implies a global U(1) symmetry which leads to the following conservation law:
oJ" =0 2.7)

Where J* = cqiy*1) is the charge four-current density. Taking the spatial integral of (2.4),

(2.5) and (2.7) shows that the following quantities are conserved in time:

E = / T3 = / E <50E2 + ]3—2) + 1 (ihoy — q¢) ¢] da? (2.8a)
0

v / T g — / Fi + % (@N (—ihd; — gAYy — ot (—méi + in> @z))} dz® (2.8b)

C

ji = z—ﬂc’“ / (/T — 2*T%) dz® = jgm + je (2.8¢)
IO 2 3
QE/?dl’ :/q|¢| dx (2.8d)

Where latin letters” can take values 1,2 and 3, S = (E x B)/y is Poynting’s vector and &,
is the totally antisymmetric tensor with €153 = 1 which is used to transform the spatial part of
the time independent and antisymmetric tensor M** = [ (z*T% — z"T%")da? into a spatial

pseudo-vector’. One then recognizes the energy £, momentum p;, angular momentum j; and

*Whether latin letters are subscripts or superscripts does not matter in these expressions as they would in any

non covariant equation.
"The time components of M* are time independent but they explicitly depend on the time coordinate, thus

they do not commute with the Hamiltonian as quantum operators'*. They are associated with the conservation of

the velocity of the center of mass.
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charge @ of the system. jgy* and j. are given by'®:

1 , . 1
Hoc? Hoc?

o= 3 [0 (10 = oAy — o (i +gAW) art+ 5 [ wiavas @ob)

Where r is the position vector and & = o ® I is the four by four version of the Pauli matrices
vector. One important conclusion can be drawn from equation (2.6) regarding the energy, mo-
mentum and angular momentum of the system. In the cases of a free electromagnetic field or
non interacting electrons, equation (2.6) reduces to its first or second term respectively. Then,
one can unambiguously define the energy, momentum and angular momentum of the electro-
magnetic field and the electrons. However, this is generally not true (because of the fact that
D* depends on A*) and the only quantities that are conserved and that can thus be reasonably
defined are the energy, momentum and angular momentum of the total system. Any attempt
to separate, say, momentum from light and matter, would be devoted of any physical sense’.
This is a well-known problem for energy conservation’’. An electron being charged, it always
generates an electromagnetic field. This field will in turn interact with the electron. If the total
energy of the system is not considered, such as what is done in Poynting’s theorem (conserva-
tion of energy of the electromagnetic field in the presence of charges, as derived from Maxwell
equations only), divergences arise and one must artificially remove the electric field generated
by electrons®’. Still, we define the "angular momentum" of light as jgy and the "angular mo-
mentum" of an electron as j.. The first term in each equation is the orbital angular momentum
while the second term is the spin angular momentum, being independent on the choice of spatial
origin. The electronic spin term arises from a term in 7% which vanishes when it is integrated
over all space, thus not appearing in the expression of p’. Angular momentum is a flux of en-
ergy that rotates just as momentum is a flux of energy that goes in a straight line'® as can be
seen from equation (2.8). Thus, one can get angular momentum and momentum dynamics from
the equations that govern energy dynamics, which is what is usually done. Analogously, mag-

netic moment is associated with a flux of charge that rotates. By definition (because this is what

*Note that the expression for jgy is identical to the expression for the pseudo-angular momentum of phonons'’,
which makes sense because both phonons and photons are vector fields and pseudo-angular momentum and angular

momentum are identical in vacuum. Pseudo-angular momentum is introduced below.
"This is at the heart of the Abraham-Minkowski controversy at macroscopic scales. We will be confronted

with a similar issue in chapter 5 but the Abraham-Minkowski controversy is beyond the scope of this thesis. The

interested reader can find more information in reference 19.



2.1. CLASSICAL CONSERVATION LAWS

couples with the magnetic field in the Hamiltonian) the magnetic moment m is given by:

m = %/(xxJ)dx3 (2.10)

In order to progress, one decomposes the charge four-current density JJ# using the Gordon iden-
tity'®. Because charge is the coupling between light and matter, one should use the Gordon

identity in the presence of an electromagnetic field. We obtain for the spatial part:

J= % @(—mv — gAY — B(—ihV + qA)¢>
h o [ —iqh @11
+V % (§—mw*v°&w> + = (%ZC www)

Where - is the vector formed by the spatial v matrices. All three terms contribute to the magnetic
moment. The first term is the charge current density in the presence of a vector potential, the
second term is a magnetic dipole or spin current density and the last term is an electric dipole
or polarization current density. Thus the first term of equation (2.11) produces orbital magnetic
moment while the second one produces spin magnetic moment. The third term is negligible in
the non-relativistic limit'®. One then obtains:

m=-L [xx U(—ihV — gAY — P(—ihV + gAY ) d 3+@ I epdad (2.12)

= q ) qA)Y ) dz 5 v oypdr .

Thus we obtain the well known relation™:

m=-Lip L 0g (2.13)
2m m

Where an operator 6 associated with a quantity o is here definedas o = | YTopda®, 1is the orbital
part of j. while s is the spin part. This equation is valid for the specific separation of angular mo-
mentum between light and matter that we chose above but is always true for an isolated electron.
Because the spin angular momentum does not depend on the frame of reference, it is conserved
separately for free electrons and then the orbital angular momentum is also conserved sepa-
rately’. Thus in this case, magnetic moment is also conserved. In the general interacting case,
only the total angular momentum of the system is conserved and thus magnetic moment is not
always conserved. Indeed, an electron can for instance exchange spin angular momentum with a

magnetic field pulse. The electromagnetic field gains this angular momentum but no magnetic

*It is important to note that for electrons ¢ = —|e| where e is the electric charge, thus magnetic moment and

angular momentum have opposite directions.
TA free electron actually has zero orbital angular momentum because it has a linear motion. In condensed

matter, orbital angular momentum is not zero but it is not conserved in general because of, for instance, spin-orbit

coupling.
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moment because it has no charge. In the absence of an electromagnetic field, the expectation
value of the electronic angular momentum and magnetic moment operators are proportional to
each other via Landé’s g-factor’'. The ~" factor will change the sign of the antiparticle part of
the fermionic field which is negligible at low energies.

The conservation laws are often written as'*:

A, H —0 (2.14a)
H ff': —0 (2.14b)
H] —0 (2.14¢)
HQ —0 (2.14d)

Where H is the Hamiltonian of the system i.e. the quantum operator associated with the energy
E and all the other quantities are the quantum operators associated with the other corresponding
conserved quantities. The triviality of equation (2.14a) resides in the fact that exp(—zf[ t/h) is
the time translation operator. This statement is equivalent to the general form of Schrodinger
equation ihd = H ¢ for a state ¢ in Schrodinger’s picture. In order to take into account decoher-
ence and dissipations in a system due to interactions with another large external system, one can
generalize Schrodinger equation and describe the system with a density matrix p and the time
evolution of the system is provided by Von Neumann equation®’:
op

ih = [H ﬁ(t)} (2.15)

We note that this equation is the most general equation describing the evolution of any system.
The density matrix and the Hamiltonian must correspond to the complete universe in princi-
ple, meaning the system of interest plus all its surrounding, for light and matter in general.
Using this equation plus the fact that the expectation value of any measurable quantity (such
as the conserved ones above) described by a quantum operator O in Schrodinger’s picture is
Tr(p(t)O)/Tr(j(t)), one can obtain the (exact) quantum equivalent of equations (2.4), (2.5) and
(2.7). These kind of equations are known as quantum kinetic equations while (2.4), (2.5) and
(2.7) are classical. Direct second quantization of the fields allows to retrieve similar quantum
kinetic equations from (2.4), (2.5) and (2.7) except that the formulation with a density matrix
(which also requires second quantification) allows us to include mixed states in the mathematical
formalism. In practice however, equation (2.15) is impossible to solve and one must resort to

approximations.
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2.2 Low energy limit

To proceed further, we first simplify the Hamiltonian. The theory presented so far is valid
for high energies, which is not required in the context of this work”’. In the low energy regime,
particle number is conserved, meaning that the antiparticle part of the fermionic fields v is
negligible!!->*>. Then, a Foldy-Wouthuysen transformation may be performed on the electronic
part ih0, — q¢* of the Hamiltonian to achieve this simplification??>~2%, In Coulomb gauge'"?’,

the total Hamiltonian then takes the form:

F[:Z(pz_;]Arl _Zq Z|qgluB (rz)+V

i ql h
q
=Y s [Br) < (b~ qA(r) - (b~ gA(r)) x E(r)] (2.16)
1 B?
— O,A)? + — | da?
+/2(50(t ) +u0> .
Where we included several electrons with position vectors r; and momentum p;, = —ihV,,

rij = |r; —r;| and pp = |e|h/(2m) is Bohr magneton. The magnetic moment of the electron in
the low energy approximation is now —pug(l; + gs;)/h with 1; the usual orbital angular momen-
tum operator, s; = ho; /2 the spin angular momentum operator and we take ¢ = 2. This Hamil-
tonian is an operator that acts on many body electronic states that are now represented as spinors
instead of bispinors. Second quantization is performed in a standard way>**" by defining single
particle field operators as 1(r) = ), ca¢x(r) where ¢, are annihilation operators satisfying
fermionic or bosonic commutation relations and ¢, (r) are wave functions that form a complete
basis indexed by A. Single particle operators require a single field operator ( | w(ri)Télw(ri)dri)
while two particle operators need two field operators ( [ 1(r;) 14 (r;)TOgt(r;)1b(r;)dr;dr;). The
integration in the last term of (2.16) remains because the electromagnetic field is not quantized.
The first term is the usual kinetic energy in the presence of an electromagnetic field. In the case
of a uniform external magnetic field, it gives the coupling between the magnetic field and orbital
angular momentum as well as the diamagnetic energy. The second term is the Coulombian inter-
action that comes from the (V ¢)? term when expanding E* = (—V ¢ — 9;A)?. The cross term

disappears because of Coulomb gauge. Because the electric potential ¢ has been integrated out,

*The electronic Hamiltonian is ¢hd; — q¢ and not ihdJ;, where the differentiation acts only on matter fields.
The Coulomb interaction comes from the electromagnetic part upon use of the equation of motion (2.3). The other
equation of motion (2.2) is used to transform ¢hJ; — g¢ which thus does not contain the electrostatic potential term.

However, this does not affect the Foldy-Wouthuysen transformation procedure.

11
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the Coulombian interaction depends on two particles while the original Dirac Hamiltonian only
contains interactions with a single electron®. The third term is the Zeeman energy describing
the coupling between any magnetic field with spin angular momentum. The fifth term is the
spin-orbit coupling. We included the most general form such that the Hamiltonian is still her-

23,26-28 " a5 it should. Note that p does not commute with the electric field such that both

mitian
terms in the second line are indeed different. In particular, the second term of the spin-orbit
coupling term includes a V x E term where the differentiation only acts on the electric field and
not on the wave function. We neglect other relativistic corrections. The last term is the energy
of the electromagnetic field if it was free. When we write E, B and A, we always mean the total
fields due to external radiation (transverse) and fields generated by matter (one may thus include
uniform external fields). What has been discussed so far does not include nuclei. In condensed
matter physics, nuclei are modeled as wave functions for bound states which carry mass, charge
and spin. Here the effect of nuclei is included in the forth term V' which includes kinetic energy
of the nuclei, all possible Coulombian interactions between nuclei and electrons as well as any
other possible interaction due to magnetic and electric multipoles nuclei may have.

The most important terms are Coulombian interactions which are responsible for many body

21.29.31-34 "1t Jeads for instance to the exchange interaction between localized spins®', spin

31,35

effects
dependent or independent electron-phonon coupling?®!:*3, electron-magnon coupling®’ as well
as many other interactions involving various quasi-particles or collective modes. These interac-
tion terms often rely themselves on approximations based on, for instance, the fact that nuclei
masses are large compared to the electron mass (Born-Oppenheimer approximation) or that core
electrons together with the nucleus may be considered as a bound state that has a localized spin,
charge and mass. Another important many body effect in magnetism is the magnetic dipole in-
teractions (between electrons, nuclei or atoms depending on the approximations) which comes
into play when one intregrates out the magnetic field generated by magnetic dipoles®'*°. We
will come back to the role of these interactions in ultrafast magnetization dynamics in the next
chapter.

We note however that the standard treatment in which these interactions appear relies on a
Foldy-Wouthuysen transformation for time independent electromagnetic fields such as the one
generated by a nucleus at rest. It is however possible to perform a Foldy-Wouthuysen transforma-

23,28

tion for time dependent electromagnetic fields which significantly increases the complexity

of the problem.

*This is why this term contains four creation/annihilation operators in second quantization while there are only

two fields v in equation (2.8a).
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Once one deals with low energy condensed matter systems with nuclei, and thus with a lattice
of nuclei, there is another important concept that has been very recently highlighted. This is the
concept of pseudo-conserved quantities, especially the already well-known pseudo-momentum
and much more interesting in the discussions of this work, pseudo-angular momentum'’. Con-
served quantities result from a global invariance of the action (which can sometimes be translated
into an invariance of the Lagrangian) or more concretely an invariance of the total system in all
of time and space under a certain symmetry as explained above. Pseudo-conserved quantities
on the other hand result from an invariance of the Lagrangian, that describes a part of the total
system, under a field transformation. In the context of this work, the fields under considerations
are usually phonons and magnons fields because of the presence of a lattice of charges and spins.
The Lagrangian describing these fields is then invariant under certain translations and rotations
of both those fields” but the Lagrangian of the total system is not in general. This is because
the lattice itself is not affected by those transformations. The resulting pseudo-momentum and
pseudo-angular momentum of phonons and magnons are not conserved but they are still the
quantities that are mostly used in condensed matter physics. The reason for this is because one
usually applies periodic boundary conditions, which prevents any non trivial rotation or transla-
tion of the lattice. These boundary conditions make physical sense because the studied samples
in experiments are fixed to a sample holder. This means however that one should consider the
sample holder, and everything connected to it, in order to take conservation of momentum and
angular momentum into account'’. Considering this much bigger system would considerably
increase the complexity of the problem and cannot be solved. In this thesis, pseudo-conserved
quantities are referred to as their corresponding conserved quantities to simplify discussions

where this concept is not relevant.

2.3 Semiclassical and alternative approaches

The framework mentioned so far is still too complicated to be solved. The two main problems
are (i) the fact that even an isolated system implies solving a many body problem but (ii) on top
of this one needs to consider correlations with an external environment.

This may be treated using ab initio techniques such as Density Functional Theory (DFT) for

ground state calculations or real time Time Dependent Density Functional Theory (rt-TDDFT)

*The case of rotation invariance in lattices is mostly useful in cases where the material can be considered as

isotropic or when one focuses only on long wavelength excitations.
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more generally. As already mentioned, the computational cost does not allow to model systems
on long time and spatial scales even though some serious progress have been made in this di-
rection’’. A simple and common framework to study large systems on a long timescale is the
semiclassical approach. Here, one uses the postulate of random phases where the density ma-
trix p is assumed to be diagonal®®*°. This can be justified from quantum field theory*’. This
postulate introduces decoherence which eventually leads to the H-theorem and so the second

principle of thermodynamics*’*!

. The resulting conservation laws contain distribution func-
tions that describe correctly fermions and bosons at equilibrium and interactions are considered
as quantum transitions rates. The latter are often computed using Fermi’s golden rule which
neglects memory effects (Markov approximation) and assumes conservation of energy (secular
approximation), which contradicts the time-energy uncertainty relation. A major drawback of
this approach is that the conservation laws™ are only valid close to equilibrium, when the distri-
bution functions are close enough to Fermi-Dirac or Bose-Einstein distributions for fermions and
bosons respectively. This approach is used in this thesis and some more details will be provided
in chapters 3 and 5.

The semiclassical approximations can however be relaxed to consider more quantum ef-
fects and non-equilibrium conditions'>***, No matter which approximation is used, one still
wants to solve a many body problem meaning that the computation of any correlation func-
tion (including any expectation value or response function such as a conductivity) involves
the computation of correlation functions of higher order, a problem known as the Bogoli-
ubov-Born-Green—Kirkwood—Yvon hierarchy?®. The problem is made even harder in the study
of non-equilibrium induced by pulsed stimuli because even more correlations need to be con-
sidered in order to take into account permanent interactions on top of transient ones*”**. In the
restricted context of Keldysh formalism*>**, this can be seen from the fluctuation dissipation
theorem, only valid in thermal equilibrium, which provides an equation relating fluctuations
(related to the distribution function of the semiclassical theory'®) to dissipations (related to re-
tarded and advanced Green’s functions). Out of equilibrium this relation is no longer true and
one needs a more general relation instead in order to obtain a closed system of equations.

Finally, we note that there is another class of models that are commonly used in magnetism.
Those are thermodynamic models based on the minimization of energy’ or more commonly
minimization of free energy when temperature is fixed. In all models considered in ultrafast

magnetization dynamics, the system is always assumed to be in thermal equilibrium before it

*Or more generally Boltzmann’s equation from which the conservation laws can be obtained*®.
TMinimization of energy at constant entropy is obtained from conservation of energy when the second prin-

ciple of thermodynamics is verified.
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interacts with any external stimuli and thus its energy is minimized. Which approximation should
be used to find a model that: (i) contains all the required ingredients to describe a physical

situation and (ii) is solvable, is the main challenge of the current study of ultrafast magnetism.

2.4 Macroscopic Maxwell equations and magnetization

Magnetization appears in the context of condensed matter physics when one tries to derive
Maxwell’s equations for a macroscopic material system. They are obtained from a careful aver-

aging procedure®. They read:

V-D = p; (2.17a)
VB =0 (2.17b)
VxE = —-0,B (2.17¢)
VxH=J;+09D (2.17d)
D=c¢E+P (2.17¢)
H=B/u—-M (2.17f)

These equations are only valid for a macroscopic medium at rest and all fields are understood to
be macroscopic fields resulting from the averaging of the microscopic ones satisfying equation
(2.3). The last two equations define D and H and equations (2.17b) and (2.17c¢) are identical
to two of the microscopic Maxwell’s equations. Here, p; and J; are the charge and current
densities generated by free charges”. P and M are the polarization and magnetization which
arise from electric and magnetic dipoles’ generated by bound charges, respectively. Higher
multipole moments contribute to the electric displacement field D and magnetic field H but
they are usually neglected. The total current density in the framework of equation (2.17) is
given by:

J=J;,+VxM+0o,P (2.18)

*The right hand side of equation (2.17a) should also contain the charge density coming from the total charge
of free bound states such as ions or charged impurities*>. The same is true for J ;. The individual charges of the

constituents of those bound states are considered to define D and H.
"The derivation presented by Jackson® does not include spin but it can be directly generalized by using the

current density from equation (2.11), without the electric dipole term, instead of the standard charge current density

J = 3L (P(—ihV — gAY — P(—ihV + qA)Y).

2m
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CHAPTER 2. GENERAL CONTEXT

This current density should be introduced in the definition (2.10) to obtain the magnetic moment.
As explained by Landau and Lifshitz*°, magnetization can be understood as magnetic moment
per unit volume m = [ Mdz® only if J = V x M. Free charges having linear motion, the latter

46 show this is no

equality is verified if the 0;,P term can be neglected. Landau and Lifshitz
longer the case when the considered electromagnetic fields have optical wavelengths or lower.
In this case, one should set the magnetic permeability p defined by B(x, w) = p(w)H(x,w)’
to 1o. This means that at sufficiently high electromagnetic energies, the charges contributing to
M (at low energies) cannot be considered as bound charges anymore and magnetization is then
ill-defined. Thus B and joH are essentially the same quantity. The same remarks hold for the
electric counterpart of the electromagnetic field except that the electric permittivity € defined by
D(x,w) = e(w)E(x,w) is equal to £y when electromagnetic wavelengths are much smaller than
atomic dimensions. Thus, for light with optical wavelengths, it is sufficient to know the electric
permittivity of the medium to calculate how light will propagate inside this medium. This is the
approach used in section 5.1.

One should be aware that this approach is mostly suited to calculate the dynamics of elec-
tromagnetic fields in a medium. It is generally not possible to rigorously infer the behavior of
matter under the influence of an electromagnetic field in this framework. Also, in the field of
ultrafast magnetization dynamics, the quantity of interest is the magnetic moment per unit vol-
ume, which includes the magnetic moment of free charges. However, it is still referred to as

magnetization.

2.5 Conclusion

In this introductory chapter, we showed how the general conservation laws of condensed
matter physics naturally emerge from symmetries encoded in a Lagrangian. In particular, using
Belinfante’s tensor which includes Lorentz invariance on top of space-time translations (which

only leads to the standard stress-energy tensor) we show how spin angular momentum of the

*When considering spin, the spin current term in equation 2.11 will be contained in J ¢ and also needs to be
negligible. It is usually not included/discussed in classical electrodynamics. However, this spin current has the
form V x f so one may redefine magnetization as M := M + f and keep the same equations. In the low energy
limit, f = (qh)/(2m)y o) and so the newly defined magnetization contains magnetization due to bound states

(whenever this qualification makes sense) as well as free charges.
"This formula does not consider any potential spatial dispersion. Also, we assumed time homogeneity y(t,t') =

wu(t — t') and took the Fourier transform with respect to time.

16



2.5. CONCLUSION

electron appears in the theory. Going to the low energy regime permits to retrieve the usual
Hamiltonian of solid state physics which should also contain the energy of the electromagnetic
field in order to satisfy energy conservation in the most general case. General methods to find
approximate solutions to the many body and out of equilibrium problem that we are interested in
were introduced. Finally, because the main quantity of interest, in this thesis and the related ex-
periments, is magnetization, we introduced it from the framework of the macroscopic Maxwell’s
equations. We reviewed, in particular, the condition under which magnetization can be seen as

the density of magnetic moment.
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Chapter 3

State of the Art

The previous chapter laid the ground to understand the different approaches used to under-
stand the main topic of this work: ultrafast magnetization dynamics. Ultrafast processes are
always generated using ultrashort stimuli and the most common one is an ultrashort laser pulse.
Thus, we first start this chapter by reviewing some basic material regarding the response of met-
als to ultrashort laser pulses. In particular, this will introduce the 2TM which is the simplest
model required to understand non equilibrium processes induced by a laser pulse. Then, we
move on to the study of magnetic materials. First we review the basic theories of magnetism,
various means to trigger magnetization motion and provide a general point of view of transport
equations when it includes spin. The next section focuses on the laser pulse induced ultrafast
demagnetization and the conservation of angular momentum in such processes. Finally, we dis-
cuss the various ways one can completely reverse magnetization using laser pulses. This last

part includes AO-HDS, AO-HIS as well as more exotic means.
3.1 Laser induced out of equilibrium dynamics in metals

In metals, optical electromagnetic radiation mostly interacts with electrons. Thus, it is pos-
sible that a sufficiently short electromagnetic pulse may transfer its energy to the electronic sys-
tem before much of that energy is transferred to the lattice. As a consequence, the temperature
reached by the electrons might be significantly higher than the lattice or phonon temperature.
The relaxation between electrons and phonons was first considered by Kaganov et al.*’ and the

2TM in the case of laser pulse excitations was first used by Anisimov et al.**. The idea of such a
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model is essentially based on the time component of equation (2.4), i.e. conservation of energy,
where one separates the energy of electrons and phonons, and assuming that the laser pulse only

acts as an energy source term:

ou ou ou
‘+VvV-J. = ( e) + ( e) (3.1a)
at 6t e-p at e-photon
Ouy Ou,
W+v.Jp_—(6t)e_p (3.1b)

" n

Where u refers to energy density, J refers to a heat current density and "e" and "p" refer to elec-
trons and phonons respectively. Note that summing both equations and neglecting the electro-
magnetic source term, one retrieves conservation of the total energy £ = E. + E,. At this stage,
equations (3.1) are still rather general, even considering quantum effects, but they are not valid
too far from equilibrium, being equivalent to what one obtains from Boltzmann equation®®#%-°
if it is not coupled to other equations for other correlation functions'>2%4>=**_ In principle, these
equations (3.1) are also coupled to the other conservation equations and thus one performs var-
ious approximations to end up with only two equations. This leads to several variants of the
2TM* which can for instance take into account deviations from Fourier’s law. The traditional

approximations, used later in this work are the following:

The electronic bath is assumed to be at equilibrium at all times due to the efficiency of electron-
. : . Ou

electron scattering and can then be described by a temperature 7. satisfying 8_Te = C,
€

where C, is the electronic heat capacity and Sommerfeld’s model®' is assumed to be cor-

rect, meaning that C, = 7.

Similarly, phonons are assumed to always be at equilibrium and described by a temperature

Ju
T, satisfying G_Tp = C, where (), is the phonon heat capacity.
P
The heat current density for electrons is evaluated using a generalized Fourier’s law>’

T,
J. = —nefeVTe where k. is the electronic heat conductivity measured at equilibrium

p
(when T, = Tp).

Phonons heat conductivity is given by Fourier’s law J, = —r,V'I}, where «, is the phononic

heat conductivity.

The electron-phonon scattering term is evaluated using Fermi’s Golden rule®?, or more pre-

cisely application of Markov and the secular approximations (i.e. neglecting memory
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effects and having conservation of energy; see references 22, 39 for more details) in ei-
ther an equation of motion®*, a density matrix® or Green’s function® technique for the
electron-phonon interaction in metals. In the case where temperatures are larger than De-
bye’s temperature, this term takes the form —g..,(7: —7},) where g.., is the electron-phonon

coupling constant which is assumed to be constant.
e One often studies thin film samples, thus equation (3.1) is usually solved in one dimension.

e The electromagnetic source term is usually assumed to be a simple gaussian function in time
such that its amplitude corresponds to a certain energy density and its full width at half
maximum corresponds to the pulse duration. On top of this, one can multiply this func-
tion by an absorption profile in order to consider spatial dependence of the source term.

)>* for mul-

This absorption profile is calculated using the Transfer Matrix Method (TMM
tilayer structures. This method of calculating the source term is also based on several

approximations. These will be discussed and relaxed in chapter 5.

The temperature dependence of the electron-phonon coupling and electronic heat capacities
and conductivities have also been computed form ab initio calculations®. Similar calculations
have also been carried out for magnetic materials®®. Equation (3.1) contains, in principle, the
energy of non thermal electrons that have directly interacted with the external electromagnetic
field’’. One cannot define a temperature for such electrons but they will exchange energy with
the "thermal" electrons that have not been excited by the external field, and with phonons. It is
possible to extend the 2TM to consider these non-thermal electrons by including a non-thermal
distribution of electrons and considering the electron-electron interaction in simplified mod-
els’®!. Also, it has been realized that the phonon bath may not be at equilibrium before tens of
picoseconds. It is then possible to further improve the 2TM by including temperature for sev-
eral phonon subsystems each having a different wavelength and possibly belonging to different

62,63

branches™"’. However, the 2TM still proved to be in very good agreement with time depen-

dent reflectivity measurements in noble metals®*%

and it can still provide qualitative insights
for other materials. Nevertheless, we note that the 2TM may drastically overestimate (in terms
of speed and temperature change) the electron temperature dynamics in metals such as Co and
Fe®. The phonon temperature given by the 2TM, however, is in very good agreement with the
average of the various phonon temperatures.

Finally, one notes that the assumptions above include a diffusive transport of heat. At the
sub-picosecond timescale and in thin films however, the theory of diffusion is no longer correct

because durations and distances may be shorter than the relaxation time and mean free path
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respectively. Thus, at very short timescale, particles may move without colliding with other
particles and the transport is said to be ballistic. One can easily incorporate ballistic transport
of electrons in the 2TM in thin films by modifying the penetration depth of the electromagnetic
source term®-°®, This method is no longer realizable in multilayer structures because the absorp-
tion profile is not simply given as a Beer-Lambert law. At longer timescales, the transport will
progressively become diffusive. In between, the transport is said to be superdiffusive®’. These
notions of transport apply to any conserved quantity but the corresponding characteristic scales

may differ.

3.2 Standard magnetization dynamics

Before tackling magnetization dynamics, we briefly review the main theories that can explain
the formation of magnetic order. In general, magnetic order appears due to the Coulomb interac-
tion between electrons and may thus be accurately predicted with ab initio techniques. One can
however provide more details about the origin of magnetism by considering simpler problems.
First, we note that the existence of any response of a material to an external magnetic field
at a macroscopic scale is a purely quantum effect as shown by Bohr-van Leeuwen theorem?'.
From a microscopic point of view, quantum mechanics is involved in magnetic ordering be-
cause of the many body nature of the problem. Because electrons are indistinguishable from
one another, the total wave function of the system must be antisymmetric with respect to inter-
change of two particles for fermions (and symmetric for bosons). This leads on the one hand to
the Pauli exclusion principle for fermions and to the existence of exchange integrals on the other
hand. Those two facts will lead to spin dependent effects, even though Coulomb interaction does
not depend on spin, and eventually to spontaneous magnetization at a given temperature if the
material satisfies other conditions such as a suitable band structure or sufficiently high exchange
integrals.

Exchange integrals are important to understand magnetism in materials where spin angular

momentum”® mostly comes from localized orbitals such as rare-earth atoms. In this case, the

*The contribution of orbital angular momentum to magnetization is sometimes negligible as it is quenched by
the so called crystal-field®® (see also reference 69). This is what is assumed in most of the works mentioned in this
thesis and thus we shall use h = —%2 g8 with g = 2 and where up = % is Bohr magneton. Orbital angular
momentum plays an important role in the magnetization dynamics of materials containing rare earth elements such

as terbium.
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relevant part of the Hamiltonian to describe magnetism is the Heisenberg Hamiltonian?!:

H=— Z JiSi-S; = — Z Jij (SFST + SYSY + 8757)
i#j i#j
, (3.2)
==> {5 (SFS; +878F) + 575;
i#j

Where J;; are the exchange integrals"- "

, S, is the spin operator, representing atomic spin, at
lattice site i verifying the usual angular momentum commutation relations and S5 = S? 4457,
One can obtain this Hamiltonian for localized single particle wave functions having a spin of one
half and extend it to any value S of spin thanks to Wigner-Eckart theorem. This Hamiltonian
can be used to model ferromagnetism (one spin lattice or several spin sublattices with the same
direction), antiferromagnetism (two equivalent spin sublattices with opposite direction) and fer-
rimagnetism (two different spin sublattices with opposite direction) depending on the values of
the individual J;;. Considering spins greater than one half is a simplification in the sense that
one does not have to consider all the individual electrons that contribute to this localized spin
in the Hamiltonian. However, because angular momentum commutation relations are different
from fermionic or bosonic commutation relations, the usual techniques of second quantization

cannot be applied. One usually resorts to the Holstein-Primakoff transformation which is at the

basis of the theory of spin waves®':

S? = h(S —dlay) (3.3a)

)

S = h\/2S —ala; a; (3.3b)
ST = hal\/2S — dla; (3.3¢)

Where q; is a bosonic annihilation operator. However, this transformation is usually performed
together with a Taylor expansion of the square root which is valid either for very small deviation
of spins (suitable at small temperatures) or for large values of spins. The Dyson-Maléev transfor-
mation avoids this issue but the resulting Hamiltonian is no longer hermitian®'. A transformation

that avoids all these issues is the Schwinger bosons transformation’!:

h

S = 5 (ala; — bjby) (3.42)
S* = halb, (3.4b)

*Or numbers that depend on these exchange integrals in certain models such as Heitler-London model.
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S= = hbla, (3.4¢)
25 = ala; + blb; (3.4d)

Where a; and b; are two bosonic annihilation operators. They may be seen as operators that

control the number of electrons with spin projection +1/2 (for a;) and —1/2 (for b;) on site .
T

The number operators a,a; and b}bi provide the number of electrons with spin +1/2 and —1/2
respectively. The sum of this two numbers should of course be equal to 2S. This transformation
is very close to the natural form of the exchange interaction between two spins with S = 1/22!:%

which is still of the form (3.2) with:

h h
Si=3 ol = §(CI¢CiT —cljei) (3.52)
+ h T+ T
S = 5 Cis0 g5 Cis’ = hcncii (3.5b)
- _hy - i
Si = 5 CisOss Cis’ = h CiJ,CiT (350)

Where c;; is the usual fermionic annihilation operator for an electron at site ¢ and spin projec-
tion s. We defined 0= = 0% % io?. Even though the Hamiltonian provided by equation (3.2)
is a great simplification, it is still not exactly solvable. There are two important type of ap-
proximation that can be performed to this model. First is the molecular field approximation,
or Weiss model®'. In this framework, one neglects all fluctuations of the spin operators i.e.
ASY = \/((S” — (5¥))?) = 0 where v can be z, + or —. For instance for ferromagnets, the

Hamiltonian takes the form (up to a certain temperature dependent c-number)>'*:

H=-2](5)>5; (3.6)

Where one assumes that all lattice sites are equivalent i.e. (S%) = (S7)and J = J; = > . J;;
and the average is understood to be the quantum thermal average at a temperature 7’ given by
(O) = Tr(ﬁ@) /Tr(p). The canonical ensemble density matrix is given by its element p,,,,, =
Smne PPn with 8 = 1/(kgT) and E,, is the eigenvalue of H in a quantum level n°*. This
Hamiltonian describes a system of spins in an effective magnetic (molecular) field of magnitude
B,, = 2Jh{(S*) /(gup) and the corresponding magnetization is given by the solution of the

following self-consistent equation:

M(T) = —ng=E (57) = M(T = 0)Bs (Bgy55B,0) (3.7)

*One sometimes writes the Hamiltonian [ = A >, S7 where A is the exchange splitting (with the dimension
of an energy) and S7 := S7 /I
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And M(T = 0) = —ngupsS is the magnetization at zero Kelvin, n is the number den-
sity and Bg is Brillouin function®. The magnetization vanishes at the Curie temperature
T, = 2R*JS(S + 1)/(3kp). Because this model neglects fluctuations, the only way energy
(and thus magnetization) can be modified is by individually changing the spin projection ("flip-
ping" a spin) of each atomic spin. Fluctuations actually allow excitations of much lower energies
that are therefore important at low temperature. These excitations, known as spin waves, can be
seen as a quantum superposition of states where a single atom has a spin flipped, for all atoms of
the lattice and with a certain phase difference between each state”. The method known as Tyab-
likov decoupling allows one to consider spin waves on top of spin flips and thus is suitable for a
description of ferromagnetism at low temperatures (7' ~ 0 Kelvin) as well as high temperature

(around 7, and above)?:"2. In this approximation, the system magnetization is given by:

(S —n(T))(L+n(T))*™ 4+ (1 + S +n(T))n(T)**!

M(T) = —ngpz (L (1) — n(T)5H (3.82)
1 1
k
E(K) = 2k (S?) (J — J(K)) (3.8¢)

Where J(k) = (1/N)>_,.; Jijexp(ik - (r; — r;)), n(T) is the number of excited spin waves
at temperature 7" and E(k) is the energy of spin waves with wavevector k. The Heisenberg
Hamiltonian can also be used to model exchange interaction between conduction electrons and
localized spins (such as impurities or rare-earth spins)*'+>*’". These models are known as sp-d’?,
s-d*" or s-f?! models, dependending on the bands the electrons that carry the different spins

belong to. In the case of a single conduction band, the Hamiltonian is*:
H=-7>s;-S, (3.9)

Where s; is the conduction electron spin operator given by equation (3.5). Contrary to the
Heisenberg Hamiltonian, the exchange of angular momentum is local (i.e. it happens on a lat-

tice site and not between different lattice sites) even though the origin of these two Hamiltonians

25 11 25 +1 1 z
“Bg(z) = h ~ = coth ().
s(x) = —5g— cot ( 25 x) 25 (25)

"For instance, a single magnon state with wave vector k, the quantum of spin waves, is |k) =

hv2SN

|0) is the state with all spins parallel. e~?T is the phase factor at site i and S; |0) is the state where the spin

>, e~™Ti§=|0) where N is the number of lattice sites, r; is the position vector of lattice site i and

projection number at site ¢ is reduced by one unit.
This form of the Hamiltonian is actually based on the assumption that the exchange integrals in wave vector

space can be approximated by J =~ J exp(i(k — k') - r;)/N°.
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is fundamentally the same i.e. the presence of exchange integrals due to Coulomb interaction.
This model can be used to model interactions between electrons and magnons in the system of
localized spins. These type of models are still sometimes crude approximations of the complete
Hamiltonian because they consider that the localized electrons belong to a band which is well
below the Fermi level or in general in a band that is completely separated from the "local" spin
band (i.e. no hybridization is allowed)’’. Those electrons are then fully polarized* and usually
described by an Heisenberg Hamiltonian. This is of course not realistic for magnetic materials
such as transition metals. The Hamiltonian (3.9) predicts an indirect exchange between different
localized spins S; known as Ruderman-Kittel-Kasuya-Yoshida (RKKY) coupling”'. A localized
spin can indeed transfer some angular momentum to conduction electrons which can then trans-
fer it back to another localized spin. It is then an effect of second order in the interaction and can
be calculated using time independent perturbation theory at the second order. It is then shown
that the computed energy corrections are identical to the ones one would obtain from a first order
perturbation theory starting from an Heisenberg Hamiltonian if the exchange parameter is given

by':

J?ES 2
RKKY __ F

Where kr and €p are the Fermi wave vector and energy respectively, n is the localized spin
density, R;; is the distance between localized spins 7 and j and the function F' is given by F'(z) =
(sin(z) — x cos(x))/z*. This interaction has then the remarkable property that it changes sign
as the distance between localized spins vary.

In the case of transition metals, where the electrons that contribute to magnetism are less
localized, typically of d character (hybridized with sp bands), one usually use another approxi-
mation which is Hubbard model. The general form of this model is derived from the following

Hamiltonian that considers only on-site Coulomb interaction for electrons on a static lattice”"+*’:

A 1
T Tyt s S Updudhotrie GID

ij; ;s Buvp'v';ss’!
Where 7, are the hopping matrix elements and U+ are the coulombian matrix elements
for electrons on different orbitals u, v, ¢/ and v/. The standard Hubbard model only keeps the
largest of these matrix elements U, which corresponds to the standard coulombian repulsion.

Interestingly, the exchange integral U,,,,,, is usually neglected and is not required for magnetic

*The spin quantum number S of this electronic band is fixed but not the projection mg.
"This specific form the RKKY coupling is only true at zero Kelvin and for parabolic electronic dispersion

relations?!.
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ordering. In many cases, one also focuses on the single s band:

o= Z Tijclcis + % Z NisTis (3.12)
ijs iss

Where s denotes the spin projection opposite to s and n;s = clscis. This Hamiltonian cannot be
solved exactly in general and thus one resorts to approximations similarly to what is done with
Heisenberg model. First one can make a mean field approximation, known as Stoner model,
which neglects fluctuations in the number operators n;;. In wave vector space, this takes the

form (up to a temperature dependent c-number)?':

H =Y (E(k) + Uns)cf,cis (3.13)
k;s

Where 71, is the average number of electron with spin projection s on a lattice site and F(k)
is the energy of the tight-binding part of the Hubbard Hamiltonian. Similarly to Weiss model,
magnetism in Stoner model is due to an effective field of magnitude U7iz/up that splits both
bands of up and down spin. The exchange splitting is A = U(ny — n;) = Um where m is the
electronic polarization related to magnetization by M = —pupgm. Noting that both m and the
electronic density 7 depend on the exchange splitting, one realizes that the electronic polarization

is given by the following self consistent equation:

o (BUmY [ D(B)
m(T,7) = sinh ( 2 ) /_OO cosh (8 (E + 1Un — p)) + cosh (38Um) e .19

Where 1 is the system chemical potential and D is the function giving the density of state in
the absence of exchange splitting. The simplest approximation beyond the mean field approx-
imation, which then considers fluctuations of the wave vector dependent electronic polariza-
tion m(q) = Y b, ot Okt — ch, . Cil s the random phase approximation (RPA)*"*. One then
looks at the spin susceptibility x(g,w), which is roughly speaking a certain correlation function

(m(q,t)m(—q,0)) and takes the well-known form:

XO(CLW; A)
s\g, W) = 3.15
(g w) = 7 Uxo(q,w; A) G-

Where xo(q,w; A) is the Pauli spin susceptibility. For certain values of the Pauli spin suscep-
tibility, the spin susceptibility may diverge. The specific value of frequency and wave vector
where this happens gives the allowed magnetic excitations of the system. Ferromagnetism exists
when the infinite wavelength ¢ = 0,w = 0 mode exists. In this case, one finds that the spin

susceptibility diverges if the equality of Stoner criterion D(Er)U > 1 is verified, where Er
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is the Fermi level. The divergence for ¢ # 0,w # 0 give the excitations which can be divided
into two general categories at sufficiently high wavelength, when the dispersion relations of both
kinds are well separated. First, one has Stoner excitations, already considered by Stoner model,
corresponding to a spin flip of an electron, possibly accompanied with a change of its wave
vector. Second, one has what are also usually called magnons’* and which are modes that are
characterized by a gapless dispersion relation for an Hamiltonian without anisotropy. Those are
the excitations which are neglected by Stoner model. Because they have a gapless dispersion
relation, they usually have a much lower energy than Stoner excitations (at least for excitations
with a small wave vector) and therefore may be preferred excitations™. This is similar to what
one has in Heisenberg model. In fact, in the case of a perfectly half filled band, one can show
that the Hubbard model is equivalent to a Heisenberg model’®. Going beyond the RPA allows
to consider electron-magnon coupling’. We note that in transition metals, magnetic order van-
ishes mostly due to excitation of magnons. Indeed, Stoner model predicts critical temperatures,
Stoner temperatures, that are much higher than what is experimentally observed™°.

Both Heisenberg and Hubbard models are based on the Coulomb interaction i.e. a purely
electric effect between electrons. As explained in section 2.2, one also has magnetic effects.

Those include?':

e The Zeeman interaction: interaction between magnetic dipoles m; and a magnetic induction
B: H; =—-) . m; B(r;).

m;-m;—3(m;-e;;)(m;-ei;)
Iriz |3

e The magnetic dipolar interaction Hp =t > 4

8

e;; is the unit vector with the same direction as r;;. This term may also include contact

with ry,;, =r,—Tr; and

terms when the particles carrying the magnetic moment are overlapping. The usual lattice
constants render the magnetic dipolar energy too small to explain the measured Curie tem-
peratures. However it has significant effects on a macroscopic scale due to its long range.
It is responsible for shape anisotropy (demagnetizing field), stray fields and contributes to
the formation of a gap in the dispersion relation of magnons together with other sources
of anisotropy®”. This latter point is fundamental since it means that the ground state of
magnetic materials at 0 Kelvin is actually not the state with all perfectly aligned magnetic

moments>’.

*Investigation of the spin susceptibility shows that magnons are here correlated electron-hole (interacting)
pairs with opposite spins. They are also collective excitations, as in Heisenberg model, which can be seen as a
superposition of spin flips. Stoner excitations are uncorrelated electron-hole pairs with opposite spin. See also
reference 75 for a more detailed discussion about spin wave excitations in itinerant ferromagnetism and the relation

between Stoner excitations and magnons.
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e The spin-orbit coupling Hso = Mso >:S; - L; which is responsible for many effects such as
crystalline anisotropy, spin relaxation to the lattice and interfacial effects such as Rashba
and Edelstein effects. We note however that the given form of the provided spin-orbit
interaction is not the most general as it neglects, in its derivation, interaction between the

spin of an electron and the orbital angular momentum of another electron.

e There are also several other interactions that exist due to the existence of multipoles of higher
orders, especially with nuclei and not only electrons themselves. However those interac-

tions are always neglected in the works mentioned in this thesis.

e The lattice is usually assumed to be rigid in the models presented above as lattice vibrations are
not necessary to explain the rise of magnetic order. However, many terms in the equations
above depend on lattice positions, such as for instance exchange integrals. Including lattice

77,78

vibrations can give rise to magnon-phonon interaction or spin dependent electron-

phonon interaction®”. It is also often included as magnetoelastic coupling in continuous

media models*®.
Crystalline anisotropy, Zeeman and demagnetizing energies can be included in a Weiss model
in order to model magnetic hysteresis loops and magnetization versus temperature curves more
accurately”’. Another famous model that includes these contributions, based on energy mini-
mization is the macrospin Stoner—Wohlfarth model®’. It is valid at 0 Kelvin but can be extended
to non-zero temperatures®'. More realistic calculations can be made by considering individual
atomic spins and all the interactions mentioned above (except nuclear interactions according to
our knowledge) in micromagnetic simulations®>.

Now let us focus on magnetization dynamics. The most general way to obtain magnetiza-
tion/magnetic moment dynamics is to calculate (m) (¢) = Tr(5(¢)m)/Tr (p(¢)) with the use of
equation (2.15) for a given Hamiltonian that represents the system of interest. This can provide
the full transient out of equilibrium dynamics but this is usually too difficult to do as already
discussed above. Not too far from equilibrium, when Boltzmann equation is still approximately
correct, magnetic moment dynamics is obtained from angular momentum dynamics given by

equation (2.5) for the spatial part of M*:
Ot + 0,0 =0 (3.16)

One then notes that the angular momentum current density Jj is here a (non symmetric) tensor.

This is analog to the stress tensor (which is symmetric) for the momentum continuity equation.
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In the low energy case when one only considers electronic spin angular momentum, one has®’:

Ops' + 0;J7 #0 (3.17a)
st =laty (3.17b)
- h .
JY9 =Im (w —0" j¢> (3.17¢c)
m

Where 1) are spinors that depend on space and time and which are to be second quantized.
The inequality sign in equation (3.17a) comes from the fact that spin angular momentum is
not conserved, only the total angular momentum is. This is fundamental and it is one of the
main objective of this chapter to discuss how spin angular momentum can be lost (meaning
transformed into another form of angular momentum). The simplest way is magnetic moment
dynamics generated by an external (or effective) classical magnetic field (induction). In this case
the Hamiltonian is H = (gup/h)S-B =~S-B = —m - B where v > 0 is the gyromagnetic

ratio, and direct application of equation (2.15) gives™:

% =-—YM x B (3.18)
Where we now consider magnetization M as usual. This is valid for a single spin or for coherent
rotation of several spins. It is remarkable that equation (3.18) is exact including for any time
dependence of the magnetic induction. However this Hamiltonian is describing an isolated sys-
tem so it conserves energy (the Hamiltonian of the total system obviously commutes with the
Zeeman Hamiltonian) even though angular momentum is not conserved (the spin operator does
not commute with the Zeeman Hamiltonian). This prevents the magnetic moment from aligning
its direction with the magnetic field, which is probably the most well known experimental fact
of magnetism. In models such as Stoner-Wohlfart, even though one does not generally focus
on dynamics, this alignment is always verified because the model is based on minimization of
energy and not its conservation. To include this effect, one needs to consider that the spin degree
of freedom (one does not consider orbital angular momentum here) is coupled to an external en-
vironment which will lead to dissipations. Introducing these dissipations phenomenologically,
it is shown that equation (3.18) becomes LLG equation®™*:

dM o (AM  d°M
M x (Her— 1
a X( “ 'yM(dt +Tdt2)) (3.19)

d (m?
*Using the cyclic invariance of the trace and the angular momentum commutation relations, one gets: <dt ) =

Snr(p(m’) = TS - BLA(0S) = BB T[S, 7)) = e BITH(p(1)5°) = (B x m),
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Where ngyHey = —0H /dS is an effective magnetic field* which can contain terms due to
magnetic effects introduced above depending on the terms included in the Hamiltonian H, o
is Gilbert damping and 7 is the angular momentum relaxation time. The last term of equation
(3.19) is an inertial term that causes nutation of the dynamics on top of the usual precession
and relaxation. It has been theoretically predicted and recently observed*. The relaxation time
is believed to be around the picosecond timescale and may thus become important for ultrafast
magnetization dynamics, but this has not been studied yet. It is fundamental to realize that
dissipation is actually always present®’, even in, say, an isolated magnetic atom, because of the
coupling of spin with V x E = —9,B = —puo(1 + x;')9;M". This leads to intrinsic Gilbert
damping?’.

The LLG equation is also only valid for a single (classical i.e. which can point in any direc-
tion) spin or macrospins because the amplitude of the magnetization remains the same. There
are various ways to consider changes of the magnetization amplitude. The main reason for a
diminution of the amplitude is a disorder in the atomic magnetic moment directions, gener-
ally because of temperature. The amplitude of the atomic magnetic moment does not change
much with temperature but this change may be obtained from ab initio calculations. In order to
consider temperature fluctuations of the atomic magnetic moment direction, one can resort to
atomistic spin simulations®. The idea is to obtain Langevin dynamics by coupling the system
to a thermal bath and taking the classical limit'>. This is conveniently done in the framework of
path integrals because fluctuations can then be seen as deviations from the equations of motions
(obtained from the LAP which neglects those deviations). In this case, the partition function 2

becomes ' *:
7 = / DI¢]emr /€ / D[M]6 (8;M — A(M) — B(M)¢) (3.20)

Where 7' is the thermal bath temperature, 7 is a certain constant that characterizes the coupling
with the thermal bath, M and the fluctuation field £ are functions of time and atomic site, A is a
vector and B is a tensor in atomic site space. The expression of the latter two quantities are given

in reference 85 for LLG equation. The inner path integration shows that, among all the possible

*One usually writes it H and call it magnetic field but it actually is magnetic induction if [y] = (Ts)~! as in

for instance references 4, 84.
"We note however a flaw in the derivation of reference 27 as the performed Foldy-Wouthuysen transformation

is for time independent electromagnetic fields.
#The partition function is Z = Tr(Ucp(—00))/Tr(p(—o0)) where C is the integration contour which is —oo —

oo — —oo in Keldysh formalism. Inserting an observable at an instant ¢ in this time contour, by separating the
evolution operator U¢ into two evolution operators, gives the expectation value of that observable at ¢. The partial

derivative with respect to time must be performed in Ito regularization scheme in order to have Z = 1.
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trajectories for M, only those that satisfy the Langevin equations 9,M = A(M) + B(M)&(t)
actually happen. The latter equation is basically equivalent to equation (3.19) if one adds the
stochastic field £(¢) to the effective field Heg. The stochastic field is fully characterized by the
partition function. What the partition function says is that the actual dynamics is an average of
solutions of the Langevin equations with a weight e~ mr J €W for ) possible noises. It is also
equivalent to say that the stochastic field is fully characterized by its first and second statistical

moments:

/D t)e mr €W _ (3.21a)

(&(t)E /D 1&(t)E(t)e™ € =20T6,;0(t —t) (3.21b)

For atomic sites ¢ and j. The resulting stochastic LLG is strictly speaking only valid at equi-
librium (locally) because it satisfies the fluctuation dissipation theorem'®. This comes from the
fact that the bath the magnetic system is coupled to is itself assumed to be at equilibrium. One
can supplement this model with a model for the thermal bath temperature dynamics but it is still
only rigorously valid for equilibrium because the thermal bath are at equilibrium by definition.
It is also possible to add more thermal baths™.

The stochastic LLG requires to consider each atomic magnetic moment of the system. How-
ever, the partition function (3.20) contains all the information required to calculate the average

magnetization of the system:
/ Dg]e—ir /€War / DIM]M(1)5 (M — A(M) — B(M)¢)  (3.22)

Then, one may then just integrate over the magnetization paths in (3.20) that lead to a cer-
tain magnetization vector M at a time ¢ to obtain the distribution function f(M,¢) such that
(M) (t) = [Mf(M,t)dM. One can then show that such distribution function obeys the
Fokker—Planck equation'® which may be seen as the classical analog of equation (2.15). This
procedure leads to the Landau-Lifshitz-Bloch (LLB) equation®*%’:

dM M - Hs)M M x (M x H,
_:_VMXHeff""O‘H( szf) —al (Mz v

T (3.23)

This equation includes longitudinal as well as transverse relaxation parametrized by the suscep-
tibilities o and «; . This model depends on several parameters that we will not discuss®. One

may obtain these parameters from the stochastic LLG, and the parameters in the Hamiltonian

*If a system has several temperatures, it is not strictly speaking at equilibrium but in the stochastic LLG, each

spin is at equilibrium with the thermal bath even though the complete spin system may not be at equilibrium itself*°.
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of the stochastic LLG may be obtained from ab initio calculation, thus performing a complete
multiscale calculation of the magnetization dynamics®**°. An older equation that also includes

longitudinal and transverse relaxation is the Bloch equation®:

dM M
L — _~(Mx B), — —= .24
p v(M x B), T (3.24a)
dM, M,
= —~MxB), — =Y 24
dM M, — MY
=M xB), - —~=2—= 3.24
T V(M x B) T (3.240)

Where 77 and 75 are relaxation times that characterize relaxations and M 2 is the equilibrium
magnetization.

If one starts from the full quantum equation (2.15) (without going to the classical limit)
instead of using the Fokker-Planck equation, the quantum LLB (qLLB) equation is obtained®*"".
It is also "quantum" in the sense that it considers finite spin values (while classical approaches
are equivalent to an infinite spin value) contrary to LLG, the stochastic version of LLG and
LLB. The difference only arises in terms not proportional to M x H such that equation (3.18)
is quantum, as shown by the derivation, but still identical to the classical case. This equation
also uses Markov and the secular approximation and so is not valid too far from equilibrium®.
We also note the existence of a different equation, the self-consistent Bloch equation, that has

similarities with the LLB equation in references 94 and 95.

3.3 Ultrafast demagnetization and spin transport

From a fundamental point of view, ultrafast magnetization dynamics differs from the previ-
ously presented theories of magnetization dynamics (apart from qLLB) in that it is dynamics
for a system that is possibly strongly out of equilibrium”®. This is has been observed experi-
mentally using time resolved MOKE®’, Second-Harmonic Generation (SHG)*®*”, two-photon
photoemission'” and later X-ray Magnetic Circular Dichroism (XMCD)'°'. Magnetization was
shown to rapidly quench to reach its minimum value (which can be 0°°) in a few hundreds of

198

femtoseconds for experiments with sufficient time resolution. Hohlfeld er al.” probed the re-

sponse of a bulk polycrystalline ferromagnetic nickel sample, after irradiation with a 150 fs

*We note that performing these two approximations does not make the non-diagonal elements of the density
matrix vanish as in a semiclassical approach’>*’. However in some models shown below, one only considers

diagonal elements and the equation they obey does not depend on the non-diagonal ones’°%%3,
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laser pulse with a wavelength of 800 nm, using SHG. This technique allows them to obtain the
electronic temperature 7, from AI™ and the normalized magnetization M from AI~ where
AT*(t) = (I*(t) — IF(t))/15(t) is the relative change of I* compared to the signal ;= at
negative pump-probe delay. I is obtained from the sum or difference of the SHG signal. The
fundamental requirement to safely correlate AI* to T, or M is that the electrons are thermal-
ized. For delays greater than 0.3ps, figure 3.1 (a) shows that the obtained temperatures and
magnetizations agree really well with the Weiss model, thus proving that the electronic system
is at equilibrium for these delays. Figure 3.1 (b) shows the same result but for only three flu-
ences and also for pump-probe delays smaller than 0.3ps. One can then see a strong deviation
from Weiss model at this timescale, thus showing that the electron system is no longer at equilib-
rium. This agrees with the previously mentioned work by Fann et al.>’ in paramagnetic gold and
shows that ultrafast demagnetization is indeed accompanied with non equilibrium dynamics. Al-
though it was already well understood that a non equilibrium state could exist at the picosecond

47,48

timescale due to different temperatures for electrons and phonons and that electrons could

become non thermalized at the subpicosecond timescale”’, it was still expected that magnetic

moment or spin would react very slowly (around the nanosecond timescale) to such stimuli'??,

l. 97

The results of Beaurepaire et al.”’ were thus very unexpected. Similar results of observation of

non-equilibrium of magnetization were already obtained in 1991 by Vaterlaus et al. for gadolin-

ium using two-photon photoemission '

. However, they found that the spin relaxation time was
100£80ps. This is much higher than the spin relaxation time in nickel but still lower than the
predicted value for nickel around two nanoseconds. These results for gadolinium were later con-
firmed, with greater accuracy'®'%. Wietstruk et al. found a spin relaxation time of 40410ps
in agreement with Vaterlaus er al.. However, Wietstruk et al. observed that the demagnetiza-
tion proceeded in two steps. In a first step, they found that the magnetization was reduced by
30% in a characteristic time of 0.76ps while it was further reduced of 25% in a characteristic
time of 40ps. This two step ultrafast demagnetization was actually already observed in nickel

in the experiments of Scholl et al.'”

, suggesting at the time a reconciliation for the disagree-
ment between the results of Vaterlauser al. and those of Beaurepaire ef al. and Hohlfeld et al..
Interestingly, Wietstruk et al. also studied the ultrafast demagnetization of terbium and found
a similar spin relaxation time of 0.74ps for the first step of the demagnetization while the sec-
ond one was happening much faster than for gadolinium with a characteristic time of 8ps. This
shows that, even though ultrafast demagnetization might indeed be a very general phenomenon
resulting from the generation of an out of equilibrium state of the magnetic material, the de-

tails of the process of ultrafast demagnetization depend strongly on the material. The difference
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Figure 3.1: Relative SHG signal AI* where I+ is the sum or difference of the SHG signal obtained for
opposite magnetization direction of the polished polycrystalline bulk nickel sample. The sum of the signal
is used to obtain the electronic temperature 7, while the difference is related to the magnetization M.
Figure (a) is obtained for various fluences but at a pump-probe delay greater than 0.3ps when the electrons
are thermalized. Figure (b) gives the results at three different fluences, calibrated by 1 ~ 6mJ/cm?, but for
all pump-probe delays. In both figures, the solid line is obtained from a Weiss model expansion around

the Curie temperature. Figure taken from reference 98.

between gadolinium and terbium, apart from an additional 5d electron in gadolinium, is the fill-
ing of the 4f shell which has seven electrons in gadolinium and nine electrons in terbium. This
leads to a slightly smaller spin angular momentum for terbium but more significantly, a zero
orbital angular momentum for gadolinium while it has a value of three in terbium. This means
that there cannot be any exchange of angular momentum between the spin and orbital part of
the angular momentum in gadolinium because the spin-orbit coupling term of the Hamiltonian
will be zero at each instant®. The spin angular momentum - orbital angular momentum - lattice

angular momentum channel is believed to be the fundamental cause of the different ultrafast de-

*Provided that there is no build up of orbital angular momentum because gadolinium would not be in its ground
state, following Hund’s rules, anymore. However we note that this change should be accompanied with a change of

angular momentum which might then come from the lattice.
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magnetization dynamics in gadolinium and terbium even though the details and interpretation
of the observed dynamics also strongly depends on the experiment itself'"> %, The fact that the
demagnetization can happen in one or two steps also depends on the material properties, but the
general reasons why a second step may exist can already been understood from qualitative ar-
guments and just focusing on the electron-phonon and magnetization (spin) relaxation time'"’.
The first reason, which is the main cause for this second step in rare-earth metals, is that the
spin relaxation time may be longer than the electron-phonon relaxation time. Then, when the
electrons are still very hot, the induced demagnetization can be very fast, while once the elec-
trons and phonons are at equilibrium, the electron temperature is much lower, slowing down the
demagnetization, but still high enough such that the magnetization itself is not at equilibrium
with the electron-phonon system. The second reason is critical slowdown of magnetization as
it gets closer to zero®*!”’. This may happen in transition metals if one increases the laser flu-
ence such that almost a complete demagnetization occurs. The reason for this slowdown may
be understood from the point of view of conservation and transfer of angular momentum. In an
Hamiltonian, transfer of angular momentum happens because of terms of the form JS - j where
S is the angular momentum that will generate the observed magnetization, j is another source of
angular momentum which is not usually measured (for instance because it is quickly dissipated
or because it is a magnetic field) and J the coupling (assumed here to be constant in time and
with temperature). If the contribution of S is small, then the transfer will be small because less
interaction events will happen and thus the dynamics is slowed down. This is seen in equation
(3.18) with j = B, when M is small, so is its derivative with respect to time. This is also the case
with the LLG equation® and is also a feature of LLB® as well as all the other models of transfer
of angular momentum introduced below. Interestingly, it is a feature of the self-consistent Bloch
equation® but not the original Bloch equation (3.24) because when M, is small, M? remains
the same in the Bloch equation while this term depends on the instantaneous magnetization in
the self consistent version.

In order to discuss the origin of ultrafast demagnetization, we go back to the general equa-
tions of angular momentum conservation (2.5) or (3.17a). What those equations say is that a
local loss of angular momentum, say spin angular momentum, is due to a local transfer of an-
gular momentum to another reservoir or to a transport of this angular momentum to another
location (transport which is influenced by interactions due to separate equations in general). We

will first focus on the local transfer of angular momentum and pursue with the transport of angu-

*This is best seen in the Landau-Lifshitz form of LLG®. Damping can be seen as a case where j = dM/dt as

can be seen in reference 27.
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lar momentum afterwards. We note that, according to section 3.2, the loss of magnetic moment
can manifest itself into two different magnetic excitations: either a spin flip (the fact that a lo-
calized spin changes its spin projection sharply as in a Weiss model, or a Stoner excitation in
itinerant ferromagnetism models such as Stoner model), or a magnon (or a mixture of spin flips
and magnons). These modes can be excited due to a local interaction and they can then prop-
agate, which transports angular momentum, if they have a non zero wave vector. In terms of
band structures, these two types of excitations lead to two different kinds of modification. Spin
flips lead to a reduction of the exchange splitting while magnons lead to band mirroring!®®. A
reduction of exchange splitting happens because Stoner excitations imply that majority electrons
will start populating minority bands thus leading to energy shifts of the bands in order to keep a
constant chemical potential for spin up and spin down electrons. Band mirroring is the fact that
electron with ,say, a spin up, will become a superposition of electronic wavefunctions with spin
up and down because of the creation of a magnon®. The density of state of spin up electrons
is then mirrored, possibly with a smaller amplitude, on the spin down density of state and vice

versa. Both effects are illustrated in figure 3.2.

Exchange split hands Collapse of
minority/majority exchange splitting

Band mirroring

Fermi
level

Stoner-like Heisenberg-like

Figure 3.2: Illustration of the reduction of exchange splitting and band mirroring as explained in the text.

A F is the exchange splitting. Figure taken from reference 108.

Local transfer of angular momentum

The conservation of angular momentum in ultrafast demagnetization dynamics has already

*This fact is usually explained by the fact that one can obtain an effective Heisenberg Hamiltonian that repro-
duces magnetic properties obtained from ab initio calculations'””-!'’. Then a magnon can be seen as a coherent

rotation of atomic spins i.e. change of spin projection.
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been discussed several times by Fihnle and his coworkers'''='*., Here we will review the dif-
ferent local mechanisms of transfer of angular momentum following the discussion of reference
113 and we refer to the references cited in this paper for the numerous studies that have been
done before 2013. From equation (2.8c), one may argue that the total angular momentum of
any system that is considered here is made up of the spin and orbital angular momentum of the
electromagnetic field and electrons plus the orbital angular momentum of the static lattice and
spin angular momentum of phonons'’. Provided that the laws governing the system are truly in-
variant under rotation, meaning that the action describing the system is invariant under rotation,
angular momentum should be conserved. However as noted by Fihnle ef al.''” and Streib!’,
samples are fixed to sample holders meaning that one would need to consider the sample holder
and everything connected to it in order to keep rotation invariance. Fihnle er al. argued that
the resulting non conservation of angular momentum may be neglected because the transfer of
angular momentum to the lattice might happen in a timescale of hundreds of picosecond. How-
ever, this argument has now been refuted since the observation of the ultrafast Einstein-de Haas
effect''> where a transfer of 80% of the angular momentum lost during the ultrafast demagnetiza-
tion of an iron thin film was observed to be transferred to the lattice within a characteristic time
of 200fs. However, using periodic boundary conditions, and thus pseudo-angular momentum
instead of angular momentum as the quantity of interest, Streib claims that the angular momen-
tum transferred to the lattice will be absorbed by the boundary conditions. Then one just has to
consider the spin of phonons and it can be assumed that any angular momentum in the phonons
will be transferred out of the sample very quickly''>*.

In this case, one needs to consider the following possible local interactions''?:

e An interaction between the laser pulse electromagnetic field and the electrons could possibly
transfer angular momentum to the system. However this effect was shown to be very

small'"?,

e An interaction between the sample and the vacuum electromagnetic field i.e. through emis-
sion of photons. It was shown that ultrafast demagnetization indeed leads to an emis-
sion of photons, as can be seen through the simple general relation V x E = —0,B =

—po(1+4 x31)9;M, which is experimentally observed as the emission of THz electromag-

*Similarly to pseudo-momentum, pseudo-angular momentum is conserved up to a certain "reciprocal angle" m
such that '™ is the factor that a wavefunction of the system will acquire when the system is rotated by an angle ¢
that leaves the lattice invariant. In theories reported below where this concept has been useful, the lattice was always
supposed to be a continuous isotropic medium. This simplifies the problem, because in this case pseudo-angular

momentum is conserved.
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netic waves. In general, this radiation can be due to a direct change of magnetization or in-
directly because of a combination of the generation of a spin current and Inverse Spin Hall
Effect (ISHE)''°. However, the emitted THz pulse were always observed to be linearly po-
larized, thus not showing any transfer of angular momentum to the electromagnetic field.
This linearly polarized electromagnetic radiation is a signature of a longitudinal change
of magnetization. A precessional motion of magnetization can however lead to circularly
polarized THz emission'!”. However, this does not prove that no angular momentum is
transferred to the electromagnetic field because the observation of THz emission is per-
formed in the far field. It is a priori possible that angular momentum may be dissipated

in the near field. Fihnle et al. argue that this effect may be small''?.

e An interaction between electrons and phonons may lead to a transfer of angular momentum.
This was first considered in metals by Elliott''® and Yafet'' hence the name Elliott-Yafet
scattering. The reason why angular momentum may be transferred during such an inter-
action is twofold and always due to spin-orbit coupling. First, spin-orbit coupling is the
cause of a spin dependent term in the Hamiltonian Ago > ; S; - L; which can lead to a
transfer of angular momentum, as explained above, if there exist some spin and orbital
angular momentum®. Second, the spin-orbit coupling term in the Hamiltonian does not
commute with either S; or L; and thus the orbital and spin angular momentum quantum
numbers are no longer good quantum numbers. This implies that S; (and L;) is not di-
agonal in the basis that diagonalizes the Hamiltonian of the system and the eigenstates
of this Hamiltonian, used to calculate transition rates, become a superposition of a wave
function with spin up and another one with spin down. This spin mixing appears math-
ematically as another way to transfer angular momentum because spin diagonal terms in
the Hamiltonian will then also lead to transfer of angular momentum. As explained in ref-
erence 35, there is actually no transfer of angular momentum due to spin diagonal terms
in the Hamiltonian because this transfer is only due to spin-orbit coupling. However the
combined effect of spin-orbit coupling with other (spin diagonal) interactions lead to ad-
ditional transfer of angular momentum channels. For the sole case of electron-phonon
interaction, it has been shown that it can indeed participate to the ultrafast demagnetiza-
tion but cannot be the only interaction that needs to be considered because the predicted

demagnetization amplitudes are smaller than the ones experimentally observed. As for the

*This explains why the orbital angular momentum remains zero in gadolinium in a GdFeCo alloy'?’. The
orbital angular momentum of gadolinium is zero and so it will remain like this provided that it remains in its lower

energy level as already mentioned.
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e As

other mechanisms that eventually lead to transfer of angular momentum to the lattice, the
spin angular momentum is first transferred to the orbital angular momentum of electrons
before being transferred to the spin of phonons. A theory that completely considers this
transfer from orbital angular momentum to phonon spin angular momentum for crystals
(due to electron-phonon coupling) is still missing according to our knowledge. In the case
of anisotropic media or when the crystalline structure of the sample can be neglected,

some serious improvements have been achieved®”!>!-123

. For crystalline structures, we
note the work of Fihnle et al.'** which was not able to reproduce the observed transfer of
angular momentum to the lattice and also the work of Chen and Wang’. In the latter work,
the authors used a modified rt-TDDFT that takes nucleus motion into account. They were
able to show transfer of angular momentum from the electronic degrees of freedom to the
lattice. We note however that they do not have an exact conservation of angular momen-
tum even after the laser pulse is no longer effective. This could be due to the fact, as the
authors note, that there could be some (very small) transfer of angular momentum to the
electromagnetic field*. As noted by Illg et al.''?, if the angular momentum is transferred
to the lattice through orbital angular momentum, the latter quantity must be quenched in
less than around 50 femtosecond, the time resolution of current experiments, because an

increase of orbital angular momentum has never been observed (see the references in 109

as well as the work of Bergeard ef al.'”® and Hennecke et al.'”).

explained in the previous case, in the presence of spin-orbit coupling, even terms in the
Hamiltonian that do not depend on spin can lead to a transfer of angular momentum to
the lattice. Thus electron-electron scattering may participate and is believed to be one
of the most important contributions. By electron-electron scattering, we mean the direct

electron-electron interaction i.e. without exchange terms as in the work of reference 126.

e Another important contribution is the electron-magnon interaction. It also does not transfer

angular momentum to the lattice without spin-orbit coupling as can be seen from the s-d
model Hamiltonian for electron-magnon scattering —J ) . s; - S;. It is also obvisous from
the fact that the electron-magnon interaction is fundamentally a contribution of Coulomb
interaction (which does not depend on spin). Haag et al.'”’ performed such (ab initio)

calculations and showed that even though it might contribute to the ultrafast demagnetiza-

*We also note that when the laser pulse is effective, the total angular momentum is also not conserved. We

believe this is related to the same effect seen for energy in section 5.1, also already mentioned in chapter 2, where

the only angular momentum that makes physical sense in the presence of an external source of electromagnetic

radiation is the total angular momentum of the system with matter and the electromagnetic field.
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tion process, it is not sufficient. However a combination of electron-phonon and electron-
magnon interactions may agree with experiments. We also note the works based on the
s-d model Hamiltonian of Manchon et al.”* for thermalized magnons and Tveten et al.'”®
for out of equilibrium magnons. One can also consider an electron-spin interaction as in
the models of references 73 for semiconductors and 93 for metals. Those models rely on
the same s-d Hamiltonian except that they neglect magnons in the spin system by using a

mean field approximation.

Electron interaction with defects or interfaces may lead to a transfer of angular momentum.

lllg et al.'®®

argue that these effects nearly do not affect ultrafast demagnetization. How-
ever this may not be the case when angular momentum is transported through an interface
into another layer as for instance modeled in reference 128 but we will come back to this

issue later when considering transport of angular momentum.

Illg et al. also discuss the possible role of phonon-phonon interaction as a possible way to

evacuate the angular momentum into the lattice as a global rotation, and thought at the

time that this effect would be too small. Although as we now know, this effect is probably

really important as discussed previously'!”.

Magnon-phonon interaction is another possible mechanism which has been discussed in var-

ious contexts’"'?>!?*, However so far the role of this mechanism is not clear and Illg et
al.'"® believe it is a small effect. As for the electron-magnon interaction, one could also

consider spin-phonon scattering.

There could be any other kind of higher order interaction coming for instance from the ex-

pansion in lattice displacement of the Hamiltonian, the Holstein-Primakoff transformation
or more generally by considering more correlations. However because these effects imply
more particles or quasi-particles, they are generally believed to be small. We note however
that such considerations come from a perturbative point of view while non-perturbative
effects may sometimes lead to significant contributions. In particular we note that this
may be the case with all interactions involving magnons in the Heisenberg sense because
the Holstein-Primakoff expansion is most likely a bad approximation for ultrafast demag-
netization when atomic spins strongly deviate from a parallel alignment. Also, Mentink e?
al.” showed that considering non perturbative effects in the electron-phonon interaction
leads to a transfer of angular momentum at the femtosecond timescale due to an external

oscillating magnetic field while such effects are usually thought to be small.
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e Up to here the discussion focused on materials made of a single element, mostly iron, cobalt

120-133 o

and nickel. However, additional mechanism may exist in alloys and multilayers
pecially Optical Intersite Spin Transfer (OISTR) where a laser impulsion may induce a
spin flip of an electron by transporting it from one element to another. In FM/Pt multi-
layers and FMPt alloys (where FM can be iron, cobalt or nickel) the additional source of
spin-orbit coupling from platinum together with OISTR leads to larger demagnetization

amplitudes as well as slightly shorter demagnetization times'*'.

When those interactions happen, they will cause the reduction of the average magnetization
due to either a spin flip and/or a magnon as explained above. For instance Elliott-Yafet and
electron-electron scattering events will reduce the magnetization because of a spin flip while an
electron-magnon scattering event will create a magnon (together with a spin flip in such a way
that some angular momentum is transferred to the lattice because of spin-orbit coupling). In or-
der to investigate which interactions might effectively be dominant during ultrafast demagnetiza-
tion, it is then natural to experimentally observe if magnetization is reduced because of magnon
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generation or Stoner excitations. Shokeen et a argued that ultrafast demagnetization is due to

spin flips (plus some spin superdiffusion) while most of the other studies!?% 116133

claim magnons
is the most important contribution. Especially, Turgut et al.'*> found that magnons account for
two thirds of the observed demagnetization and are generated at shorter timescale (subpicosec-
ond) than spin flips. Spin flips however last for several picoseconds which may be understood
by the fact that the generated magnons are expected to have high energies'*® which may decay
efficiently into Stoner excitations’>. We note however that in those time resolved experiments,
a restricted part of the Brillouin zone is probed such that other mechanisms may contribute at
different wave vectors. Static photoemission experiments show that electron-magnon interac-

tion is indeed an important mechanism for an element such as iron'?’

. A direct consequence
of the reduction of magnetization is a change of the band structure of the material. It has been
shown that this change must be considered in order to reproduce the experimentally observed
amplitudes'*®. Indeed, spin flips, for instance, lead to a reduction of exchange splitting which
in turns lead to a difference of chemical potential for spin up and spin down electrons (i.e. a
spin accumulation). This spin accumulation will tend to disappear which will also reduce the
exchange splitting. This feedback effect'**'*° can enhance the demagnetization. However it has
been shown that this effect alone is not sufficient for electron-phonon scattering'!'® but including
electron-magnon scattering'?’ (and so magnons) may reproduce the experimentally observed
demagnetization amplitudes. This is in agreement with the experimental fact that magnons are

generated during ultrafast demagnetization. Then a simple reduction of exchange splitting due
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to spin flip is not sufficient (although it most likely contributes to the demagnetization) but a

138

band-mirroring effect, which can be reproduced by localized spin models'”°, needs to be con-

sidered. The fact that the reduction of magnetization is mostly in the form of magnons has been
theoretically predicted by Tows and Pastor'*! from exact resolution of the many body problem

on a small system.

Most of the calculations performed in the works previously mentioned in this section are

based on the Boltzmann equation (without transport) with Fermi’s golden rule for transition

tll4 l.l42

rates. One may thus wonder if this simple approximation is sufficien consid-

114

. Weng et a

ered some '* of the correlations that are neglected by Fermi’s golden rule and observed that it

only added some oscillations to the magnetization dynamics. However, it has been shown’- 4!+ 143
that electronic correlations and memory effect can actually have a significant effect as well as
initial spin correlations (disorder)’. Such spin disorder can only be properly taken into account
in large systems (otherwise periodic boundary conditions maintain too much order) and thus
requires specific techniques to be modeled. Most of the works also consider that the system is
not too far from equilibrium, even though the particle or quasi-particle distribution functions
are not assumed to be the thermal ones (see for instance references 61,116,128, 139, 144). Real
time TDDFT calculations’-®'**!%5 can consider the full out of equilibrium problem with all cor-
relations, in principle, but apart from reference 7 they neglect nuclei motion. This may cast

% Secchi et al.'**'** considered all the non equi-

some doubts on the validity of their results
librium correlations analytically with a path integral technique but they also neglected nuclei
motion. This theory is much more complex than the previously mentioned theories because of
all the correlations that need to be considered and it has not been applied to compute ultrafast

magnetization dynamics in metals according to our knowledge.

Before introducing spin transport, we highlight the fact that ultrafast magnetization dynamics
for transition and rare-earth metals has been modeled using the stochastic LLG equation®® 96149,
relying on damping parameters, as well as the LLB equation®*®’ coupled with a 2TM. Those
models however cannot bring insights concerning the microscopic mechanism of ultrafast de-
magnetization and are more suitable to study effects that may appear in systems of greater sizes
that would require too much computation time for ab initio techniques. The quantum version
of LLB'* is similar to Boltzmann equation plus Fermi’s golden rule techniques and can then

also model ultrafast demagnetization. Molecular dynamics methods'! 1>

can provide Langevin
equations for the coupled system of spin, electrons and lattice. They are classical methods that
can also reproduce ultrafast demagnetization dynamics provided that one uses the appropriate

input parameters. One advantage of such techniques compared to the stochastic LLG equation
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is that one does not need Gilbert damping and it already contains the dynamics of electrons and

phonons.

Angular momentum transport

We now also consider the possibility of transport/non-local effects in ultrafast demagneti-
zation. We will focus on collinear effects, meaning that the average of angular momentum (of
electrons) has the same direction in all locations of the considered system. Non-collinear ef-

fects'>* lead to torques on the average angular momentum such as in spin transfer torque'>* >

156.157 "We note that spin transfer torque also exists in

which still exist at an ultrashort timescale
collinear structure'*® because at finite temperature, atomic spins are never parallel to each other.
As we will see, they also exist at an ultrashort timescale but will not appear as a torque in the
formalism because we do not use a macrospin formulation (invalid at high temperatures) and
consider the (average) magnetization.

Transport is characterized by the presence of non zero current densities which have the gen-
eral form J(r) = Im(¢)"(r)Ov(r))* for some single particle operator O which is a linear com-
bination of operators of the form A0; with A an hermitian operator, see for instance equations
(2.8b) (2.11) and (3.17c¢). If one quantizes the fields ¢ (r) = >, , ¢k 1Pk, (1), where k refers
to the wave vector and A\ to the other indices that characterize the wave functions of a com-
plete basis, the components of current density operators in direction ¢ contain terms of the form
D kAN k';cL/\cng Re(gbL/\(r)Agbk@X(r)). Neglecting coherence® and using Bloch waves
¢r(r) = ux(r) exp(ik - r), the average of such terms become »_, , k; fix Re(u} (r) Auy(r))
with fy ) the average occupation number. The average of current density operators is therefore
different from zero only if 3, fi. Re(u! (r) Auy(r)) is different for certain wave vectors of op-
posite directions. This happens if there is some anisotropy in the average occupation number
Jxx # f-x and there can be further contributions if the average occupation numbers for an
identical wave vector are different for different A. This is for instance what is the cause of spin
currents when A is a Pauli matrix. In a Boltzmann theory’, the average occupation numbers be-
come distribution functions f(r, k,t) and such anisotropy arises from spatial® gradients. Valet

9
tlS)

and Fert'>” made such a theory for diffusive transport and spin impurity scattering (neglecting

electron-magnon scattering) considering anisotropy in wave vector due to the presence of an

*We wrote the spatial dependence while the time dependence depends on the quantum picture as usual.
In the full quantum picture, one needs to work with a Wigner distribution function F(r, k,¢,w) instead of a
Boltzmann distribution function'>?,

Gradients in wave vector contribute in the presence of external forces which usually come from spatial gradi-

ents of a certain potential.
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electric field and spin asymmetry, leading to the presence of charge and spin currents. Close to
equilibrium, there can be gradients in the temperatures of electrons with up or down spin and the
lattice as well as in chemical potentials for electrons with up and down spins and electric poten-
tial*. Writing down conservation equations for energy and charge, one may then obtain various
generalizations of the 2TM depending on the thermal baths and gradients that are considered. In

the case where exchange of energy and charge is linear in the various involved thermodynamic

quantities, and for diffusive transport, the set of equations describing the system is'*’-1¢0:
dX — _
Oﬁgzv-wwu3+ax+s (3.25)

Where X is a vector storing the considered thermodynamic quantities, C' is a matrix storing
partial derivatives of energy and charge number density (capacities), /i and G are matrices
storing transport and coupling coefficients and .S is a source term. The capacities and coupling
coefficients are the same as in a local theory while K can be calculated from a linear response
theory?’ or from a relaxation time approximation in a Boltzmann theory®”. We are only interested
in the case where there are gradients in the direction of the magnetization (we do not consider

effects such as the anomalous Nernst effect). Then the various current densities in the direction

z of the magnetization are'®"-'%%:
. O-S —
Js = —Ozls — Ss050.T (3.26a)
e
SS STS —
qs = — 0. Ts + ’ az,us (3.26b)
Gy = —#p0:T, (3.26¢)

Where j refers to charge current density, ¢ to heat current density, s can be spin up or down, o and
S are conductivities and Seebeck coefficients, e is the (positive) electric charge and fiy = s —e¢
with p referring to chemical potential and ¢ is the electric potential. The first term of equa-
tion (3.26a) is just Ohm’s law while the second term gives the Spin Dependent Seebeck Ef-
fect (SDSE). The second term of equation (3.26b) gives the spin dependent Peltier effect which
can be neglected'®. To be more precise, the SDSE is the fact that the generated electric field
E; = —5,0.T depends on spin through the spin dependence of the Seebeck coefficient. Thus
a spin current density j; — j; may be generated due the SDSE but it can also be created due

to the standard Seebeck effect because conductivities are different for different spin directions

*This list is not exhaustive but contains the most important ones for our discussion. One could in general also
consider gradients in magnon temperature (when magnons can be separated from electrons), density, chemical

content, electric polarization, etc.
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or also because temperature gradients for up and down spins may be different. The fact that
the temperature for up and down spins may be different is called the spin heat accumulation
and may be generated due to spin dependent interaction, for instance if electrons with different
spins interact differently with phonons. Kimling and Cahill'®” argue that the presence of a spin
heat accumulation may significantly enhance spin currents. One is also often interested in the
spin accumulation p+ — ) rather than the spin current itself because it gives information about
the spin polarization of conduction electrons at a specific location. In open circuit conditions

such as in a thin film, charge currents relax after a few attoseconds'®

and lead to a charge ac-
cumulation. Kimling and Choi argue that this charge accumulation does not contribute much
to the generated spin accumulation via the spin dependence of conductivities. However a spin
accumulation can still exist in general due to spin currents (or local effects such as demagneti-
zation?®). In steady state, this spin accumulation will be mostly localized at the interfaces just
as charge accumulation. This is shown in figure 3.3 in the presence of a temperature gradient™.
The spin accumulation reduces exponentially as one goes away from the interface in a charac-
teristic length [ called the spin diffusion length (noted A in the figure). In the ferromagnet, the
spin accumulation has different signs on each side of the layer just like the charge accumulation
due to the normal Seebeck effect. Because of the continuity of the spin dependent chemical
potential at interfaces, there is a spin accumulation in a neighboring layer even if it is not fer-
romagnetic itself'>’. That way spin may be injected in a normal metal. In general, spin can
not only be injected by conduction electrons as considered here but it can also be transported

128,165,166 or even phonons'®. It

by magnons because of interfacial electron-magnon scattering
has been predicted that phonons can transport spin over very long distances (millimeter length
scale) in insulators but the authors argue that the amplitude of the corresponding spin current
might be small at room temperature'®’. This has never been investigated experimentally yet.
Choi and his coworkers measured the spin accumulation created in copper in various Fer-
romagnet(ferrimagnet)/Cu structures as a function of time after the ferromagnet was irradiated
by a single (pump) laser pulse with duration around a picosecond'®>'%-170 " The copper layer
have thicknesses of at least one hundred nanometers such that the light from the probe pulse
cannot reach the ferromagnetic layer, but it is still smaller than the spin diffusion length of cop-
per (around 400nm'®) such that a signal can be observed. The diffusive transport of the spin
current in the copper layer can still change the amplitude and shape of the observed spin accumu-

lation as a function of time'®. The results are shown in figure 3.4. Choi and coworkers showed

*In this figure, the Seebeck coeflicients have opposite signs in FM and NM. The heat flow is continuous at the
interface but because the heat conductivities of both materials are different, this leads to a different temperature

gradient at the interface and thus a difference of chemical potential Ay due to the Seebeck effect.
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Figure 3.3: Representation of the spin dependent chemical potentials in a structure where a ferromagnetic
metal (FM) is in contact with a non magnetic metal (NM) in the presence of a heat current () = —x0, 7.

Ar and Ay are the spin diffusion lengths of FM and NM respectively. Figure taken from reference 163.

that the observed spin accumulation is mostly due to bulk spin generation because of electron-
magnon scattering'?® (which can also be understood in a theory of electron-spin scattering where
magnons are neglected’>°?). Then a spin accumulation is generated in the ferromagnet at a rate
proportional to dM/dt where M is the magnetic layer magnetization amplitude. This spin ac-
cumulation is then assumed to obey a diffusive transport equation because the copper layer is
thicker than the mean free path of copper (around 40nm'’?). They show that there is a smaller
contribution due to SDSE but which lasts for hundreds of picoseconds that can be used to ex-
ert a torque on a magnetic layer'®. The measured spin accumulation then has a positive peak
at first due to the ultrafast demagnetization, followed by a second peak of opposite sign due to
the remagnetization of the layer. In ferrimagnetic samples, one needs to consider two contribu-
tions to the magnetization. They showed that, for GdFeCo, the second peak cannot be only due
to SDSE or remagnetization, but rather to the continuing slower demagnetization of gadolin-
ium!'%. This is further evidenced by the fact that increasing the gadolinium concentration of the
alloy, the amplitude of the second peak is increasing. We note that, doing so, the amplitude of
the first positive peak is slightly reduced, possibly because gadolinium starts demagnetizing at
the same time as iron and cobalt, thus counteracting the effect of these two components. Similar
agreements were also obtained for iron, nickel and cobalt, thus further supporting the significant

165 We note that in the measure-

role of electron-magnon scattering in ultrafast demagnetization
ments of Choi and Min presented in figure 3.4 (b), the second peak seems to reach its minimum

(maximum amplitude) around 3 ps. This is because the spin accumulation measurements are
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Figure 3.4: Kerr rotation measured on the copper side of various ferromagnetic(ferrimagnetic)/copper
samples as shown in (a). The pump excites the magnetic layer while the spin accumulation is probed on the
other side of the sample. Figure (b) is for ferromagnetic multilayers [Co/Ni] and [Co/Pt] as indicated while
figure (c) is for ferrimagnetic layers TbogFeg2Co1g (black squares), GdaoFegs 5Cog 5 (red circles) and
GdasFegs.6Cog 4 (blue triangles). Solid lines are calculations considering both SDSE and spin currents
due to ultrafast demagnetization in figure (b) while in figure (c) only the SDSE is considered for various
SDSE coefficients. The spin accumulation due to the ultrafast demagnetization can be obtained from the
change of magnetization as a function of time but this cannot be observed for GdFeCo alloys because one

only probes the magnetization of Fe and Co'”!. Figures taken from references 169 and 170.

performed on the other side of the thick copper layer where spin transport is occurring. Choi
and Min'”" actually estimate that the minimum of the second peak of the spin generation in the
ferrimagnetic layer happens at around 1 ps.

Because of the thick layers (thicknesses are greater than the mean free paths'®’) and the
relatively long laser pulse duration (~1ps) used by Choi and his coworkers, it is reasonable to
consider that electrons are thermalized (it is not necessarily so reasonable for phonons®’) and
that the transport is diffusive. However, in many cases, one uses laser pulses with a duration
of around fifty femtoseconds and thin films thinner than the mean free path. In such cases, one

t!73:17% or solving the Boltzmann equation

may resort to the theory of superdiffusive spin transpor
with less restrictive approximations'’>!7® (such as thermalized distribution functions, or close
to the thermalized ones, relaxation time approximations, etc.). We highlight again the fact that
these approaches are fundamentally semiclassical, even though one may include quantum ef-
fects. In particular, they are not correct too far from equilibrium, especially for fast changes in

time*. Both approaches rely on a transport equation for a distribution function, scattering ampli-

*The Boltzmann equation may be retrieved from the correct quantum kinetic equations if one performs the
gradient approximation of the Wigner distribution function'>2*?, This approximation is correct when the Wigner
distribution function is a slow function of time and space. Of course one may cast some doubts regarding this

approximation for ultrafast dynamics.
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tudes and group velocities that depend on spin and energy, and can consider electron cascades.
For small systems and short period of times after the laser excitation (up to a few hundreds of
femtoseconds) one can also use fully quantum calculations based on rt-TDDFT'”” or a density
matrix approach!’® but we note that these approaches have not been able to include nuclei cor-
rectly yet. Here we note that these two works modeled a cobalt/copper interface. They were able
to simulate the ultrafast injection of spin from the ferromagnetic layer into copper and it is also
remarkable that both approaches predicted a backflow of minority spin from the copper layer

into the cobalt layer.

It had been argued by Eschenlohr et al.'” that this transport of angular momentum out of
the magnetic sample could be sufficient to explain the observed laser induced ultrafast demag-
netization. In their experiment, they compared the demagnetization of a nickel layer which was
either capped with a thin platinum layer or by a thick gold layer such that it would significantly
reduce light absorption in the magnetic layer. They could reproduce their experiments using the
theory of spin superdiffusion notwithstanding with a smaller demagnetization amplitude. How-
ever, this mechanism cannot possibly be the only contribution to ultrafast demagnetization as
demagnetization is also observed if the magnetic layer is sandwiched in between two insulating
layers (see for instance reference 180). Nonetheless, this mechanism definitely plays a significant
role as such ultrafast transport of angular momentum (or its consequences) has been observed
on multiple occasions'"-!%¢_ It is however worth mentioning that this mechanism is faster than
the local transfer of angular momentum as one can reach demagnetization times around 40fs for
nickel'® and it has been shown that such transport dominates the demagnetization process at
earlier times'®’. Finally, it has also been shown that light itself is not directly required. This was
already expected from the results of Eschenlohr ez al. (where seven percent of the light was still

absorbed by the magnetic layer) but was clarified by Bergeard et al.'®’

in samples with a thick
copper layer (from 80 to 300nm) on top of a [Co/Pt] multilayer. That way the light absorption
in the magnetic layer is already reduced by two orders of magnitude with 80nm of copper but
an ultrafast demagnetization (with different amplitudes) was still observed up to 300nm of cop-
per. Thus, what matters for ultrafast demagnetization is not the light itself but only the ultrafast

transfer of energy to the electrons, no matter what the stimulus is.

To conclude this part, we argue that ultrafast demagnetization is a combination of spin de-
pendent electronic transport (including OISTR), magnon generation due to electron-magnon
interaction (in the presence of spin-orbit coupling) and various spin flip scattering mechanism,
mostly due to direct electron-electron and electron-phonon interactions (also in the presence

of spin-orbit coupling). Transport effects are the fastest, followed by magnon generation and
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then spin flip mechanism. The angular momentum eventually ends up in the lattice even though
not necessarily in a few hundreds of femtoseconds as measured in reference 115 for iron. This
may depend on the material itself as it was observed in GdFeCo alloys that the total electronic
angular momentum is conserved for more than a picosecond'?’. Also we note that transfer of
angular momentum to or from the electromagnetic field itself is negligible although its effect
may be visible for several laser pulses or on a sample that is almost completely demagnetized.
Nevertheless, there are still some open questions'®® and the difficulty now resides in a better

experimental and theoretical characterization of these various mechanisms.

3.4 Ultrafast magnetization reversal

Ultrafast magnetization reversal due to an ultrashort laser pulse excitation was first observed
by Stanciu et al.'®®. In their work, they were able to reverse the magnetization of a ferrimagnetic
GdFeCo alloy depending on the polarization of the laser pulse. Magnetization would reverse
for one circular polarization and not for the other while linear polarization would only induce
the formation of a multidomain parttern (for multiple laser shots). This AO-HDS was also later
observed in a variety of other ferromagnetic and ferrimagnetic materials with perpendicular
magnetic anisotropy'**!°!. A typical experiment for a [Co/Tb] multilayer is shown in figure 3.5.

1923

However, it was realized that there are actually two different mechanisms ”“* one where only a

single pulse of any polarization is required (AO-HIS) and one where multiple pulses of circu-
larly polarized light are necessary (AO-HDS). GdFeCo can actually exhibit both mechanisms'*>
but in the case of the experiments of Stanciu et al.'®, where a single pulse was sufficient, it was
demonstrated that the dependence on light polarization is due to Magnetic Circular Dichroism
(MCD)'“® i.e. that fact that a material with a given magnetization absorbs more or less light de-
pending on the polarization of the light (or equivalently the magnetization direction for a fixed
light polarization). AO-HDS could also be explained in terms of MCD for granular media'®’
and thin films'*®. Another commonly proposed mechanism for AO-HDS is the Inverse Faraday
Effect (IFE) which was already demonstrated as a way to alter magnetization dynamics in mate-

199+

rials with low absorption " '. Different theoretical approaches have been used to model IFE in

*We only consider magnetic materials with perpendicular magnetic anisotropy. It was discovered in 2017'%3
that single pulse change of magnetization direction, which depends on the polarization axis of linearly polarized
light, can be achieved in YIG:Co which has four easy magnetization axes. Also it was very recently observed that

laser excitation of longitudinal optical phonons in YIG can also change the magnetization direction'**.

"The standard theory of IFE is only valid in a non absorbing medium.
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Figure 3.5: Magnetization of a [Co/Tb] multilayer observed using MOKE microscopy. A laser beam was
swept on the sample, sending multiple pulses at a repetition rate of 1kHz and a given light polarization as
indicated in the figure (cF, 0~ and L denote right circular polarization, left circular polarization and linear
polarization respectively). Dark and light contrasts are due to the different orientation of magnetization.

Figure taken from reference 190.

magnetic metals, either solely relying on the fact that IFE will produce an effective field**%-?"!

or by classical’’>?** and quantum?*—%

microscopic calculations. We also note recent ab ini-
tio t-TDDFT calculations?”” where it is predicted that on top of the IFE, that only lasts during
the direct interaction between light and the magnetic sample, there is another helicity depen-
dent contribution due to absorption of the light by the material. AO-HDS is still investigated
and in particular it is not clear yet, from an experimental point of view, what the exact effect
of helicity is?°*?%°. Finally, in the context of transfer of angular momentum discussed all along
this thesis, it is also not clear whether AO-HDS is due to a transfer of angular momentum be-
tween the laser light and the magnetic material or not. It could be that helicity allows specific
electronic transitions, which is what is considered in the quantum microscopic models, without
actually transferring angular momentum to the system. Indeed, an electromagnetic wave with
some helicity does not necessarily have angular momentum because plane waves can have he-
licity without carrying angular momentum?>2!%-2!! - Actual laser pulses have a gaussian spatial
profile and so do carry angular momentum if they have a circular polarization, but the (spin)

202

angular momentum is proportional to the derivative of the intensity profile="~ as can be obtained

from equation (2.9b)'®. In this context where angular momentum would be transferred from the
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laser pulse to the magnetic system, it is predicted that the orbital angular momentum of light
could induce IFE*?.

From now on, we will no longer be concerned by the helicity of light and so only focus on
linearly polarized light. This seriously constrains the possibility of observing magnetization re-
versal. Indeed, because of conservation of angular momentum and because we argued that there
is a negligible amount of angular momentum that is transferred to the electromagnetic field, the
source of angular momentum that permits the magnetization reversal must come from the ma-
terial itself. AO-HIS is then only expected in materials that possess two magnetic sublattices
with opposite direction i.e. ferrimagnetic materials®. However, the mechanism is expected to
be much faster than for AO-HDS in general, because only a single pulse of light is required.
For several years, AO-HIS had only been observed in magnetic structures composed of gadolin-
ium and some transition metals such as in Gd/Co bilayers?'>. It has now been observed for
Mn,yRu,Ga?"? and [Tb/Co] multilayers deposited on Ta/CoFeB?'*. We will shortly discuss the
case of Mn,yRu,Ga below because there is evidence that the AO-HIS mechanism in this material
might share the same fundamental origin as gadolinium based ferrimagnetic structures. How-
ever, we will not discuss the case of [Tb/Co]/Ta/CoFeB because too little work has been done
as of yet. There is some theoretical work based on the stochastic LLG equation which predicts
a reversal of [Tb/Co] multilayers®'> but as for previous works in TbCo alloys>'®, the predicted
threshold fluences are too high to explain the experiments. Rather, we believe that there may be
a spin current generated in the CoFeB (coupled antiferromagnetically to the [Tb/Co] by RKKY)
that may cross the very thin (0.2nm) tantalum layer and cause the reversal of the multilayer as
explained at the end of this section for GdFeCo/Cu/[Co/Pt] structures.

Rare Earth (RE) Transition Metals (TM) ferrimagnetic alloys, and notably GdFeCo, have
been studied for a long time in the context of magneto-optical recording media due to their large
MOKE signal®!’. They are amorphous alloys which exhibit perpendicular magnetic anisotropy.
For RE such as terbium who have a non zero orbital angular momentum, this anisotropy is usu-
ally explained in terms of spin-orbit coupling due to the RE but for GdFeCo this explanation
cannot hold and as far as we know, there is still not a complete explanation for this behavior?'®.
An important feature of these ferrimagnetic alloys is that, because of the antiferromagnetic cou-

pling between both sublattices, they can exhibit compensation temperatures (if they have certain

*Antiferromagnetic materials (regarding reversal of the Néel vector) can also be excluded because a reversal
requires sublattices that are not equivalent. Indeed, from symmetry requirements, one sublattice has to be different
in order to drive the reversal of the other sublattice. If both sublattices are equivalent, they will transfer angular
momentum (to the other sublattice, phonons, etc.) in the same way and at best only a complete demagnetization can

be achieved. In this case, an external source of angular momentum (coming from phonons, light, etc.) is required.
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compositions) where angular momentum (at the angular momentum compensation temperature
T'4) or magnetization (at the magnetization compensation temperature 7)) is zero. Below these
temperatures, the total angular momentum or magnetization is dominated by the RE sublattice
while above it it is dominated by the TM sublattice. Similarly, at a fixed temperature, these alloys
may have compensation compositions. This implies that by changing composition or tempera-
ture, one can tune the magnetization (or angular momentum) and bring it very close to zero*.
This feature has been used to modify the Gilbert damping as well as the precession frequency
of the magnetization’'”. Both quantities were shown to diverge at the angular momentum tem-
perature compensation, which is different from the magnetization compensation temperature
because the RE and TM have different Landé g-factors. It was also suggested®? that crossing
the compensation temperature locally, due to a focused laser beam, could generate a demag-
netization field of opposite direction (due to the reversed magnetization when the temperature
exceeds 7)) to deterministically create magnetic domains and reverse them back. As far as we
know, this exact mechanism has never been observed but we note that the demagnetizing field
was successfully used to reverse a magnetic domain in TbFeCo with 7T, close to room tem-
perature’’!. This reversal mechanism is however rather slow (around a nanosecond), strongly
depends on the energy of the pulse and does not allow the erasing of the magnetic domain with
a second pulse (although, see reference 222). Faster reversal was obtained in GdFeCo due to
a single laser pulse in the presence of an external magnetic field (around 200 picoseconds)’*’.
For GdFeCo, the fastest way to reverse the magnetization was using single laser pulses without
an external magnetic field'®” where it was shown’, for GdasyFegs 6Cog.4, that the TM and RE
sublattices demagnetizatize in around 100 and 400 femtoseconds respectively and the reversal is
achieved with characteristic times of around 0.9 and 28 picoseconds respectively. Extrapolating
the fitting function of Radu et al., this leads to the total magnetization crossing zero in around 71
picoseconds and a complete reversal in around 150 picoseconds. This qualitatively agrees with
the recent results of Wang et al.>**. The experimental dynamics of GdFeCo observed by Radu
et al. using Xray MCD (XMCD) is shown in figure 3.6. The observed different dynamics for

225 is fundamental for

both magnetization sublattices, also estimated to happen in MnyRu,Ga
the magnetization reversal because it prevents a loss of memory of the original spin orientation
and so permits the deterministic character of the reversal mechanism. It is sometimes charac-
terized in terms of the relaxation time 7z = p/(2avkpT)**° of each sublattice, where y is the

atomic magnetic moment, o determines the loss of angular momentum to the lattice via all pos-

*In practical situations, chemical inhomogeneities will lead to the formation of areas where the composition is

above the compensation point while in other it will be below.
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Figure 3.6: Magnetization dynamics of both sublattices of a GdFeCo alloy as observed using XMCD for

a short timescale (a) and a longer one (b). Figure taken from reference 9.

sible mechanisms (i.e. Gilbert damping) and + is the gyromagnetic ratio. What this essentially
means, and it is confirmed from theoretical calculations using stochastic LLG’, is that angular
momentum is lost faster if the effective coupling to the lattice is higher and if there is less angular
momentum to dissipate. It is then also often argued that in the very early stage of the AO-HIS
dynamics (first few hundreds of femtoseconds), in either Mn,Ru, Ga*?’ or GdFeCo?**>?%, both
magnetic sublattices essentially demagnetize independently and angular momentum is then lost
in the lattice. Although we agree that the demagnetization rate is fundamentally different for
both sublattices because of their different atomic magnetic moments and differents couplings,
we argue that both demagnetizations are not independent and that angular momentum mostly
remains in the electronic degree of freedom. Indeed, it was measured by Bergeard et al.'*’ that
the total electronic angular momentum in a GdCo alloy (close to its angular momentum compen-
sation) is conserved for at least a picosecond while it is lost in less than a picosecond for a TbCo

alloy, potentially due to its greater spin-orbit coupling®. Hennecke et al.'”

performed similar
measurements for GdFeCo and concluded that a complete transfer of the total electronic angu-
lar momentum to the lattice is achieved within the first few hundreds of femtoseconds because
of the higher spin-orbit coupling of cobalt compared to iron. Their argumentation is based on
the assumption that there is no transfer of angular momentum between gadolinium and the TM

sublattice at these timescales'”>>. However it has been observed that such an exchange of angular

*This could explain why AO-HIS has never been observed in such materials excepted transiently’>’.
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momentum happens within the first picosecond'*?*’. So we believe their argumentation is not
valid and conclude that one cannot directly generalize the results of Dornes et al.'"® to another
material than pure iron because other interactions and transfer of angular momentum channels
might come into play. Rather we will argue that in GdFeCo and also probably in MnsRu,Ga,
the total electronic angular momentum is mostly conserved at this timescale. In this context,
and because of the results of Choi and Min'” which show that conduction electrons are being
spin polarized by both magnetic sublattices, it seems necessary to include explicitly conduc-
tion electrons and their exchange of angular momentum with localized spins. This seems even
more plausible considering that the ultrafast demagnetization happening right before the rever-
sal might share the same nature than ferromagnetic materials, where, as we argued, electron-
magnon scattering plays a significant role. This has been considered theoretically in several
works’>%31-234 " In such models, one considers both magnetic sublattices as originating from lo-
calized spins (except in reference 231) which are then coupled to conduction electrons via an
Hamiltonian given by equation (3.9). For GdFeCo, different coupling parameters and different
values of spin are used. Typically J is greater for TM compared to gadolinium because of their
less localized nature. The other interactions are also considered, typically the spin independent
electron-phonon interaction which leads to a modified 2TM now that electrons can also exchange
energy with localized spins>*®, and other interactions that lead to spin transfer from conduction
electrons to the lattice (Elliott-Yafet scattering, direct electron-electron scattering in the pres-
ence of spin-orbit coupling, impurity scattering, etc.) are treated phenomenologically through
a spin-lattice relaxation time 75;. Then the conservation equation for angular momentum of the
conduction electrons is**:
ie
is;: Vg - _% st ;32 (t)

Where s, is the spin angular momentum™ of the conduction electrons along the magnetization

(3.27)

direction z, S is the total spin angular momentum of localized spins and s(¢) is the (instanta-
neous) value of s, if the conduction electrons were at equilibrium (x4 = p) at the electronic
temperature 7, (¢) at a given instant ¢. The last term is then similar to what one has in the self-

consistent Bloch equation®**>

except that it is introduced phenomenologically here. We also
added a current term which exists in general®*. Because the spin value of the localized spin may
be different than one half, there is not in general a single conservation equation for the localized
spins. This will be discussed in some detail in chapter 5. The general picture of such models is

depicted in figure 3.7 in the absence of current (local model). A laser pulse may heat up the con-

*Orbital angular momentum of the TM is neglected in these theories (although see reference 234 for a discus-

sion).
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Figure 3.7: Representation of the transfers of energy and angular momentum for a model of AO-HIS in
GdFeCo. A laser pulse transfers energy to conduction electrons (middle) which can then exchange energy
and angular momentum with the lattice (left) and localized spins (right). The light blue arrow represents
the fact that energy and angular momentum transfer with non electronic degrees of freedom is smaller
than with localized spin (An exchange energy of around ¢ = 10~2! joules’ leads to a characteristic time
of h/e ~100 femtoseconds while the electron-phonon relaxation time is usually around a picosecond®).
The transfer with TM is greater than with gadolinium because the magnetic d electrons of the transition

metals are less localized.

duction electrons very quickly which will allow certain transitions to happen, transferring energy
and angular momentum to the lattice and the localized spins. The transfer of angular momentum
to the localized spin is given by —dS/d¢ and the one to the lattice is — (s, (t) — s°(t))/(7s). Be-
cause s-d Hamiltonians conserve the total angular momentum (it commutes with >, SRE™ 5,),
it is necessary to consider a mechanism to dissipates angular momentum, i.e. the transfer of an-
gular momentum to the lattice, otherwise the model cannot reproduce magnetization reversal.
However, at a short timescale (say a few hundreds of femtoseconds), this is not relevant to de-
scribe the magnetization dynamics®**. Gridnev shows that at these timescales, neglecting the
spin-lattice relaxation time that is set to 0.1ps, the spin angular momentum in the conduction
electrons remains almost constant. Also, even though this spin-lattice relaxation time is small
(and in agreement with the conclusions of Hennecke et al.'>>) most of the angular momentum
still remains in the electronic system before 1 ps in these simulations’?**%3*, This means that
the angular momentum in one sublattice is almost directly transferred to the other sublattice
dSRE/dt ~ —dS™/dt. Then, below the compensation temperature 74, when there is more
angular momentum in RE than in TM, the rare earth demagnetizes slower only because it has
more angular momentum and not so much because the coupling parameters are different. The
opposite is then expected above T'4. As noticed by Gridney, this is not in disagreement with the

results of Radu et al. because in the latter work, they observed the magnetization dynamics be-
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low the compensation temperature. As far as we know, magnetization dynamics of the reversal
of GdFeCo above its compensation point has never been reported although it has been reported
that the magnetization reversal is more difficult above the compensation temperature than below
it, and the required energy to achieve reversal is lower close to the compensation®*>>*° (see also
references 233,234 for an explanation in this framework). It is also understood that gadolinium
can in general demagnetize faster than TM, even in models that do not consider conduction elec-
trons**®%%7, In all cases, one may reach a transient ferromagnetic like state as observed in figure
3.6 but it does not necessarily leads to a reversal of the total magnetization.

On longer timescales when spin dissipation becomes important, Gridnev shows”* that re-
versal of the magnetization does occur. But it occurs above the compensation temperature only
in a range of temperature that is higher for smaller values of 7, (but it also depends on the
other parameters of the model***). With a spin-lattice relaxation time of 0.1ps, Gridnev shows
that one can reverse magnetization for temperatures up to 70 Kelvins higher than the compen-

227 For

sation temperature, which qualitatively agrees with what is observed experimentally
Mn,Ru,Ga, 7, is estimated to be around 10ps®*’ which is then two orders of magnitude higher
than for GdFeCo?**. This could explain why no AO-HIS of this material is observed above its
compensation temperature. We note that Baral and Schneider”’! used a similar model, without
resorting to the Markov and secular approximations, and considering TM electrons as completely
itinerant. They found that a criterion for magnetization reversal is the existence of a compensa-
tion temperature but do not discuss the importance of the initial temperature compared to this
compensation temperature.

Earlier models of AO-HIS did not include the conduction electrons but only a direct exchange

between localized spins® 323241

. We note however that the different couplings between spins
of different nature was already taken into account and judged of importance in reference 241. An
ultrafast magnetization reversal was also modeled but we believe that the microscopic mecha-
nism was not sufficient because it cannot explain, for instance, the generation of spin currents'’".
However, even the current models including the role of conduction electrons are still not com-
plete because they do not take several important effects into account such as the direct spin lattice
coupling for localized spins in ferrimagnetic materials containing terbium (see the discussion in
reference 92). Nevertheless, the role of direct exchange interaction between the less localized
spins of TM is not clear and has been required to model magnetization reversal in multilayers®***.

It was quickly understood that, just as in ultrafast demagnetization, the main role of the light

*Of course the problem is more complicated for TM because of the hybridization between sp and d bands.
But if one wants to model such materials with a localized picture of spins, it seems reasonable to include a direct

exchange interaction.
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pulse is to quickly heat up the system to bring it out of equilibrium?*. It was shown however
that femtosecond laser pulses were not a requirement but that laser pulses with durations in
the picosecond range are sufficient®*®>**. Also it was predicted*** that one could reverse back
the magnetization in GdFeCo with a second femtosecond laser pulse if it is delayed by a few
picoseconds with respect to the first one, i.e. before the system reaches thermal equilibrium.
However, so far, the minimum delay required between those two pulses to create a magnetic
domain and reverse it back is 300ps”**. In MnyRu,Ga, however, this delay is much shorter and
around 10ps>*.

Because fast heating is the only requirement for ultrafast magnetization reversal to happen
in GdFeCo, it is actually not required to have a direct interaction between light and the magnetic
material, similarly to ultrafast demagnetization. It was then observed that one could reverse
the magnetization of GdFeCo using electronic pulses generated by laser induced hot electron

236,246 h247

generation”™ in a metallic layer or using a photoswitch™’. At the same time, it was also

discovered that one could reverse a ferromagnetic [Co/Pt] multilayer with a single pulse of light
by depositing it on a GdFeCo layer, taking advantage of the AO-HIS of the latter material**®.
Both magnetic materials were still strongly coupled thus such a reversal was not unexpected.
However, lihama et al.>* discovered that one could reverse a ferromagnetic [Co/Pt] multilayer
using the combined action of ultrafast heating and a spin current. The spin current can be gen-
erated during the AO-HIS of GdFeCo layer as observed by Choi and Min'”’ which is deposited
on top of a Cu(10nm)/[Co/Pt] structure (number in parenthesis always mean thicknesses). The
ten nanometers of copper ensures that the observed reversal of the [Co/Pt] multilayer cannot be
due to some magnetic coupling (such as RKKY or from dipolar origin). The mechanism for the
single laser pulse magnetization reversal of the ferromagnetic multilayer may be explained by
a combination of AO-HIS of GdFeCo’*?%:?%*, spin transport in copper and spin transfer in the

ferromagnetic layer experiencing ultrafast demagnetization®'?®, This is summarized in figure

3.8 and will be discussed extensively throughout this thesis.

3.5 Conclusion

We started this chapter by reviewing out of equilibrium phenomena in non magnetic metals

*Because charge currents disappear at the attosecond time scale, it might be more accurate to talk about heat
pulses even though this heat pulse is composed of a charge current of hot electrons in one direction and a charge

current of cold electrons in the other.
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and how one can model these problems using the 2TM or its generalizations. We then moved
on to an introduction of the basic concepts of magnetism and how one usually describes mag-
netization dynamics when the system is at equilibrium with an external reservoir. In particular,
the stochastic LLG assumes that each (classical) atomic spin is at equilibrium even though the
complete spin system is not at equilibrium. We then reviewed ultrafast magnetization dynamics
where such approaches to magnetization dynamics is not sufficient for a complete description of
the physics at play. We also reviewed the potential local angular momentum transfer channels
that can explain ultrafast demagnetization and concluded that electron-magnon scattering has a
predominant role in this phenomenon, together with other interactions involving electrons and
phonons in the presence of spin-orbit coupling. However, we also reviewed other causes of ultra-
fast demagnetization which involves ultrafast transport of spin angular momentum such as spin
superdiffusion or OISTR. Finally, we reviewed how magnetization can be very quickly reversed
using either laser pulses, hot electrons or ultrafast demagnetization plus spin currents. In the case
of ultrafast magnetization reversal induced by heating only, in ferrimagnets, we showed that one
can understand the actual results in GdFeCo and MnRuGa using a theoretical approach®” that
involves conduction electrons through itinerant/localized spin coupling. In particular, we cast
some doubts on the fact that most of the angular momentum may leak into the lattice for these
two systems at the timescale of a few hundreds of femtosecond, supporting the view of Bergeard
et al."”® and not the one of Hennecke et al.'>> (even though the spin-lattice relaxation time might

be shorter in GdFeCo compared to GdCo).
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Figure 3.8: Representation of the transfers of energy and angular momentum for a model of AO-HIS
(GdFeCo) and single pulse magnetization reversal of a ferromagnetic layer (Co/Pt). The color code is the
same as in figure 3.7 except that there are two additional layer: a metallic (Cu) layer in which there is only
spin transport (also possibly with some losses of angular momentum in the lattice if the layer thickness
is not negligible compared to the spin diffusion length of the material) and a ferromagnetic layer (Co/Pt)
where the mechanism is similar to the one for the ferrimagnetic layer except that there is only one magnetic
lattice. The main angular momentum transport channel that explains the magnetization reversal of the

ferromagnetic layer is highlighted by the open purple arrow.
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Chapter 4

Experimental Methods

In this chapter, we will present the experimental setups and methods that have been used in
the context of this thesis. We first start by a brief description of the types of samples that were
used and we continue by the description of the optical setups that have been used to excite and

probe the magnetization of our samples.
4.1 Samples characterization

The studied samples were grown using physical vapor deposition by Michel Hehn and Jean-
Lois Bello. The substrates were glass for all measurements except for the dynamics measure-
ment presented in chapter 8 where double sided polished sapphire (1120) substrates were used
instead. Five nanometer of tantalum are always deposited first on the substrate as a buffer layer
and five nanometers of platinum or tantalum are always deposited at the end as a capping layer
to prevent oxidation of the materials. The magnetic materials that were grown were either
Gd,.(Fegos,Co10%)1—. alloys where subscripts indicate the atomic concentrations in percent, or
[ComNi(l_I) (a)/ Pt(b)] ,, multilayers where a and b indicate thicknesses in nanometers and n is
the number of repetition of the bilayers. An additional cobalt layer is usually grown on top of
the multilayer itself such that the material at the top and bottom of the multilayer is cobalt.

GdFeCo usually had a thickness fixed to five nanometers and was always deposited in be-
tween at least five nanometers of copper. It was realized that this configuration helps providing
perpendicular magnetic anisotropy (PMA) to such thin layers and for alloy concentrations x

between twenty to thirty four percents.
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The ferromagnetic properties (anisotropy, magnetization and Curie temperature) can be
tuned by changing the thicknesses b of platinum and the ferromagnetic alloy composition x
and thickness a**>°*. In the ferromagnetic multilayer, PMA mainly originates from interfa-
cial anisotropy due to the induced magnetization in platinum by the ferromagnetic atoms at the
interface”™.

The static magnetic properties where monitored using MOKE (introduced below) to obtain
the coercive fields and verify that the sample indeed has PMA. When we needed magnetization
or the Curie temperature, we used vibrating-sample magnetometry. Typical hysteresis loops
obtained for GdFeCo and [Co/Pt] multilayers obtained with MOKE are shown in figure 4.1.
The hysteresis loop on the left for Gdy; 30, FeCo(5) has a rather high coercive field compared to
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Figure 4.1: Magnetic hysteresis loops of three different magnetic samples obtained using MOKE. The
measured Kerr rotation signal fk, proportional to the magnetization of the sample, has been normalized.
The samples are (a): Glass / Ta(5) / Cu(5) / Gdyy 30,FeCo(5) / Cu(5) / Ta(5); (b): Glass / Ta(5) / Cu(5)/
Gds39,FeCo(5) / Cu(5) / Ta(5); (c): Glass / Ta(5) / Pt(4) / Cu(10) / [Co(0.6)/Pt(1)], / Ta(5). Thicknesses

in nanometers are indicated in parenthesis.

Gdss FeCo(5) in the middle because the alloy composition is very close to the compensation
composition**® which was found to be around 27% in these samples with copper interfaces.
The hysteresis loop in the middle is inverted because the alloy magnetization is dominated by

gadolinium which is not probed at optical wavelenghts.

4.2 Laser pulse characterization

Three different sources of laser light were used in this work. A cw helium neon laser (633nm
wavelength), a Ti:sapphire femtosecond laser source with regenerative amplifier and an Yb fem-

tosecond fiber laser with regenerative amplifier and optical parametric amplifiers (OPA). Not

62



4.2. LASER PULSE CHARACTERIZATION

much characterization is required regarding the cw laser because we only need to adjust its in-
tensity with a neutral density filter and set its polarization with a polarizer. Regarding the pulsed
laser we need to characterize its spatial and temporal profile. A pulse of laser light does not have
a sharp location in time and space thus the uncertainty relations tell us that it also has a certain
distribution in energy and wave vector. In order to obtain the electromagnetic field that corre-
sponds to a beam (i.e. a mode with a spatially restricted distribution and a preferred direction
of propagation) such as what is generated by a laser, one needs to find solutions to Maxwell’s
equations with a direction of propagation that is not sharp, meaning that the beam does not
have a well defined wave vector (contrary to a plane wave). However, it is still required that
the uncertainty on the wave vector is still rather small such as to allow us to perform a paraxial

256,257

approximation . In this case, one sees that at lowest order in \/wy, the electric field of

such beam with wavelength A\ (and thus sharp energy) and waist radius w, propagating in the 2

direction at an instant ¢ in vacuum is:

2 k2
E, (r,z1) = Eoewu(}Z) exp <w(£)2) exp (z (kz —wt + 21{&2) — arctan (i))) “4.1)

Where r = /22 + 32 is the distance from the axis of propagation, Fj is the electric field

amplitude, e is its polarization direction perpendicular to the propagation vector z, w(z) =
wor/1+ (2/2r)%, k =21/, w = ke, R(2) = 2(1+ (2r/2)?) and zg = kw?/2. Thus the elec-
tric field is transverse and gaussian at lowest order. However, because the beam is not a plane

wave (unless wy — 00), there must be a longitudinal component to the electric field which is

—2ir
kwow(z)

order in \/wy. The transverse component perpendicular to e is at least of second order. For

given by E_(r, z,t) =

exp(—iarctan(z/zg))E, (r, z,t)z". However this term is of first

our experimental setups, we have a waist radius around 50 micrometers and the wavelength is
800 nanometers. Thus A/wy = 0.016 is indeed sufficiently small such that we may consider
that the electric field is purely transverse. Actually, the electric field is a superposition of plane
waves with the same energy but different wave vector directions. The time averaged intensity

of this electromagnetic field, as obtained from Poynting’s vector in the direction of the beam

I(r,2) = I (%) : exp <%§;) 4.2)

Where Iy = g9EZ/2p0 is the time averaged intensity at the center of the beam and at the focal

propagation, is:

point. At any distance z from the focal point z = 0 and at a distance w(z) away from the

propagation axis, I (w(z), z) = I(0, z)e~2. Thus, it is natural to define experimentally the radius

*These electric fields are given in complex notation and one should take the real part of these fields to obtain

the physical fields.
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of a beam spot as the distance from the center of the beam where the intensity is divided by e2.
This is the convention that is taken in this work. The intensity of the beam as it would appear

in a dusty environment is shown in figure 4.2 (a). A typical beam spot, corresponding to a fixed

|
20 pm

Figure 4.2: (a) Gaussian beam as it would be observed in a dusty environment. The defining parameters
of the beam are shown. (b) Beam spot observed with a microscope. The diffraction fringes come from

dust on the optics.

distance z, observed using the microscope setup described in the next section, is shown in figure
4.2 (b). Fitting a profile of this spot in a given direction by a gaussian function (possibly averaged
over different directions or sections) gives the beam diameter of the spot. One can also use a
razor blade and measure the transmitted power as a function of the distance between the razor
blade edge and the center of the spot which should be an error function as given by the integral
of equation (4.2). We also used a third method that we will now introduced and checked the
consistency of these three methods*. The third method is based on the assumption that certain
behaviors happen above a certain threshold fluence’ (or certain threshold pulse energy) such as
the formation of magnetic domains due to AO-HIS here. When a magnetic material with AO-

HIS receives locally more energy than its threshold energy, the magnetization will reverse in

*We use different methods depending on the setup. For setups with camera we verified that using the razor blade
method and a direct measurement with the camera provided similar results, for instance in one set of measurement,
we obtained 86.2 4 3.2 um with the razor blade method and 86.6 4+ 0.2 um with the camera. This very good
agreement comes from the fact that the beam spot was very circular. One may have a slight disagreement between
both methods, for instance, if the beam is slightly elliptical and one does not measure the beam size along the
same direction. The third method we introduce below neglects possible long timescale domain wall motion which
changes the size of the domain. Nevertheless, we find that it also agrees really well with the camera measurement.
For instance, for the static measurements of chapter 8, we find 92.9 £ 0.2 pm with the camera and 96.4 £ 0.7 pm

with the third method.
"The fluence is the intensity integrated over the duration of the experiment i.e. the duration between two instants

sufficiently before and after a laser pulse irradiates a measured sample.
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this region. Because the spatial profile of the beam is gaussian, the material does not receive the
same amount of energy everywhere. Magnetization will only reverse where the energy exceeded

this threshold. This is illustrated in figure 4.3. The power P of the pulsed laser is determined

:
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Figure 4.3: Reversed magnetic domain diameter as a function of the incident laser pulse energy. The
top of the figure illustrates how the magnetic domain size changes when the amplitude of the gaussian

intensity profile increases. The fit in the graph is made using equation (4.3)

using a power meter. Knowing the repetition rate f of the laser, the energy £ of the pulse is
given by E = P/f. The measured fluence F is defined using the beam radius w in the e~2
convention: F' = E/(mw?). The integral of the intensity profile I(r, z) at the distance zq
corresponding to the measurement (i.e. w = w(zp)) over r must give the measured power P.

Thus one obtains (0, 29) = 2P/(mw?) using the gaussian integral. Thus, the fluence profile is
9,2

given by F(r) = 2F exp

>— | and one obtains that the peak fluence is twice the measured
w
(averaged) fluence. The requirement that a magnetic domain is formed when the fluence exceeds

a certain value Fy, = 2F};, gives the magnetic domain diameter d as a function of the beam
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diameter D = 2w, pulse energy and pulse energy threshold Ey,>®:

1 E
d=D 5 In <E_m) (4.3)
Fitting the domain diameter vs pulse energy curve with this function gives the beam diameter
as well as the threshold energy. One can then also get the threshold fluence. It is preferable to
work with energies rather than fluences because there is an additional source of uncertainty in
the fluence as it relies on the measurement of the beam diameter (first measured with another
method) on top of the laser power. Thresholds are then given as measured threshold fluences
and not energies because AO-HIS depends only on the energy density provided to the material
and not the total energy. Getting the energy density as a function of depth in the sample from the
fluence requires knowing how the laser pulse is absorbed by the material. This depends on the
optical indices of the multilayered sample, as will be discussed in the next chapter, and cannot be
simply measured. Thus the interesting quantity is the measured threshold fluence. We note that
the physically relevant quantity should be the threshold fluence Fy, and not the measured one
Fy,. However, it seems that it is the measured fluence that is always reported in the literature,
thus we will also stick with this convention.

Up to know, we have not described the time dependence of pulsed electric fields (we just
needed the repetition rate to convert experimentally measured powers into energy). Just as a
beam emerges from the fact that confinement in space implies a certain distribution of wave
vector (with identical amplitude given by the wavelength), a pulse emerges from confinement
in time and implies a certain distribution in energy. Then just as a beam is a superposition of
plane waves with fixed wavelength but slightly different directions of propagation, a pulse is a
superposition of plane waves with slightly different wavelengths. A pulsed beam should be a
superposition of beams given by equation (4.1) but for simplicity, we will always neglect the
phase shift due to kr?/2R(z) — arctan(z/zr). This is reasonable because, assuming A = 800
nm, a distance z = 10 cm away from the focal point, a maximum distance r = wy = 50um away
from the propagation axis, a distance variation Az = 100 nm given by the maximum thickness
of the samples that were used and a wavelength variation A\ = 0.1 um corresponding to a pulse
duration of around 2 fs, we get A(arctan(z/zg)) =~ 12 and A(kr?/2R(z)) ~ 0.36 which are
much smaller than A(kz) ~ 10°. Then, we can create pulsed laser beams by imagining a fictious
amplification cavity of length L and which amplifies plane waves of pulsation w by the following

gain factor:
W — We

e 992
G - 04 4.4
() v2r Lo, ‘ 44)
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Where o, will be related to the laser pulse duration later and w., is related to the center wavelength
A of the pulsed beam by w. = k.c = 2mc/\.. The cavity is a Fabry-Pérot interferometer and
thus prevents plane waves that do not have a pulsation that is an integer multiple of w¢/L from
being amplified. Thus the electric field of the pulsed laser beam may be reasonably approximated
by:

E(r,z,t) = Eoew(z) exp (w(z)Q) ; G(wn) exp (i (knz — wpt)) 4.5)

Where w,, = k,c = nmc/L. This electric field will give rise to pulses that are separated from
each other with a distance 2L and thus the repetition rate of this unrealistic laser system is f =
¢/2L. When L becomes infinite, their will be only a single pulse and the sum becomes a Fourier
transform. One gets™ after a standard calculation:

2 2 2
_ Wo . % (2 i(kez—wet)
E(r, z,t) = Eoew(z) exp (w(z)Q) exp ( 5 (c t) ) e (4.6)

Thus it is remarkable that the oscillatory part of the electric field is exactly given by a cosine

with a frequency given by the center wavelength. The real factor that depends on 2 and ¢ gives a
gaussian envelope that propagates in time without attenuation or dispersion because we are con-
sidering that light propagates in vacuum (before irradiating the sample). This second gaussian
factor allows us to define the pulse duration as its full width at half maximum. Its standard
deviation is f = 1/0,, where E refers to the electric field. We need to make this differ-
ence because the standard deviation for the intensity is o/ = 1/(y/20,). The pulse duration
7; is defined as the full width at half maximum of the gaussian envelope of the intensity and is
7 = 2y/2In(2)a! = 21/In(2) /0,

This will be useful for modeling but real pulses are not always gaussian. In order to get
information about the temporal evolution of the electric field, we use an optical autocorrelator to
measure the intensity autocorrelation signal. A typical autocorrelation signal is given in figure
4.4. In this case, we found that a lorentzian fits the signal better. The corresponding pulse
duration is around 20 fs but lorentzian fits tend to give smaller pulse duration values. In this
case, one should modify the gain factor to the Fourier transform of a lorentzian. The pulse

duration for the Ti:sapphire laser is around 35 fs while for the Yb laser it is around 70 fs.

*The factor wc/L in the gain factor disappears when the sum becomes an integral: Y %€ f(x,,) = [ f(z)dx
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Figure 4.4: Intensity autocorrelation signal for a laser pulse of the Ti:sapphire laser.

4.3 MOKE and experimental setups

In this section, we present the four main experimental setups that have been used in this work.
Those methods are quite standard and we refer to other works®” for more details regarding the
calculations underlying these methods. We will only cover the basics and the specificities of our
setups. All measurements were performed at room temperature.

The theory of MOKE has been done by Argyres®® and Oppeneer®®!-2¢?

used density func-
tional theory to calculate magneto-optical coefficients. The idea of the theory of Argyres is
to calculate the total current density generated by an electromagnetic radiation, using equation
(2.11), in the presence of spin-orbit coupling and exchange splitting (and thus magnetization).
Even in the presence of exchange splitting, spin-orbit coupling is required to have some MOKE
signal. Then the total current density is calculated in first order in the potential vector and spin-
orbit coupling. It is then found that a current density J = o E+ a0, E is generated by the electric
field where o and « are conductivity and polarizability tensors with off diagonal elements pro-
portional to the magnetization of the sample™. In this work, we are mostly interested in the polar
MOKE geometry where the incident light beam is almost normal to the sample surface and the
magnetization is out of plane. Working through standard electromagnetism in anisotropic me-
dia*®, one finds that the complex index of refraction for left and right circularly polarized light

are different and upon reflection, the light polarization is rotated by a certain angle 6 and ac-

quires a certain ellipticity €. It is a fundamental result that 0 and € are both proportional to

*The term proportional to the electric field should be seen as a free current term while the term proportional to

the time derivative of the electric field should be seen as an electric polarization.
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the magnetization of the sample M. However, the proportionality constants are not necessarily
the same. It is also important to realize that MOKE is derived for equilibrium, thus, there is
no guarantee that the proportionality between M and 0k or € is still valid out of equilibrium,
and if it is, it is also possible that the proportionality constant varies in time. The experimental
methods below are based on measuring either 6 or €. We will discuss below when this allows
us to measure magnetization dynamics in the case of (out of equilibrium) time resolved mea-
surements. At equilibrium, MOKE is sufficient to see whether a sample has PMA or not and
what its coercive field is. However, when we need values of magnetization, vibrating-sample

magnetometry is used.

4.3.1 MOKE magnetometry

We used MOKE magnetometry to measure hysteresis loops as presented for instance in fig-

ure 4.1. The experimental setup is depicted schematically in figure 4.5. The laser beam comes

Figure 4.5: MOKE magnetometry setup with the following elements: electromagnet (EM); polarizer (P);
mirror (M); sample (S); photoelastic modulator (PEM); analyzer (A) and photodetector (Ph).

from a helium neon laser and is linearly s-polarized before being reflected by the sample. The
beam then passes through a photoelastic modulator (PEM) with vibration axis parallel to the

table and an analyzer, at 45° with respect to the PEM axis, before being detected by a photode-
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tector. The PEM frequency is S0kHz and is used as a reference frequency for a lock-in amplifier.
The photodetector signal is fed into the input of the lock-in amplifier. The PEM modulation am-
plitude is set to 3.05 such that the second harmonic signal is optimized to give the Kerr rotation
0. Changing the external magnetic field with an electromagnet allows us to measure hysteresis
loops. The output (complex) signal of the lock-in amplifier is given up to a certain phase. Be-
cause we only retrieve the real part of this signal (the X signal of the lock-in amplifier), one may
change the lock-in internal phase such that the signal is maximized. However, there is a priori
no way to decide if the signal (for a given external magnetic field) should be positive or negative
when we study ferrimagnetic alloys because we only monitor the TM magnetization whereas the
total magnetization may be dominated by either the TM or the RE. Thus in this case, the phase
of the lock-in is calibrated, with a ferromagnetic [Co/Pt] multilayer or a GdFeCo alloy well be-
low its compensation composition, such that the output signal be positive at positive external
magnetic fields. Note that this calibration method relies on the fact that the Kerr rotation of the
measured ferrimagnetic sample has the same Kerr rotation sign as one of the calibration sample.
This is not an issue here because the only ferrimagnetic samples we studied are GdFeCo with

compositions close to each other.

4.3.2 MOKE microscopy with femtosecond laser pulse irradiation

In order to see if a magnetic layer reverses its magnetization upon single pulse irradiation or
not, and if it does, to see at which threshold fluence, we use MOKE microscopy to monitor the
magnetization of the sample as we send laser pulses. The setup configuration is shown in fig-
ure 4.6. A pulse picker is used to send a (previously linearly polarized; not shown) single pulse
through a half wave-plate and a polarizer. This allows us to control the fluence of the laser pulse.
The pulse is then focused on the sample with a lens. Microscopy imaging is performed on the
other side of the sample with a light emitting diode with center wavelength of around 630nm.
A collector (Fresnel lens) sends the light through a field diaphragm which is then collimated
by a lens. The collimated light is linearly polarized by a polarizer and send to the microscope
objective with a beam splitter and a lens. After reflection on the magnetic sample, the light will
acquire some Kerr rotation and ellipticity. It goes back through the objective and lens, partially
crosses the beam splitter and is focused with a lens on the objective; A filter is used to prevent
any laser light from reaching the Charge Coupled Device (CCD). An analyzer is put before the
filter in order to complete the MOKE measurement. The polarizer and analyser must be almost

crossed, such as to prevent any light that has not undergone a Kerr rotation from reaching the
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Figure 4.6: MOKE microscopy setup with single femtosecond laser pulse irradiation. The different opti-
cal elements are: half wave-plate (HWP); polarizer (P); lens (L); sample (S); objective (O); mirror (M);
beam splitter (BS); pin hole (Pn); light emitting diode (LED); analyzer (A); filter (F) and charge coupled
device (CCD). The color of the LED light has been changed for the purpose of illustration.

CCD. If the polarizer and analyzer are perfectly cross, no light will be transmitted to the CCD**.
By making the difference between the light intensity for two opposite magnetizations at a given
pixel of the microscope image, one gets a signal proportional to the magnetization of the sam-
ple. Typical raw images obtained on this setup by either applying an external magnetic field with
a permanent magnet or after sending femtosecond laser pulses on a GdFeCo alloy (exhibiting
AO-HIS) are shown in figure 4.7. The scale bars are determined thanks to a prior calibration
using patterned samples of known dimensions. Because we often work with samples with two
magnetically uncoupled magnetic layers, we need to know the magnetic signal of each magnetic
layer. This is done in the following way: (i) finding the coercive field of individual layers using
MOKE magnetometry on samples with just one magnetic layer and (ii) reproducing an hystere-
sis loop on the MOKE microscope setup for the bilayer structure. The change of signal obtained
at a given coercive field is then proportional to the magnetization of the magnetic layer having
this coercive field. Note that on samples with only one ferrimagnetic layer that is Gd dominant,
one can identify the coercive fields of both layers directly from MOKE magnetometry hysteresis
loops provided that the phase calibration has been done. If both magnetic layers have coercive
fields that are too close to each other (a few mT), then it is most of the time not possible to distin-
guish both layers on our setup. We also note that the hysteresis loops performed on both setups
are usually not identical, even though the wavelength of the LED and the cw laser are almost
identical, because the LED does not generate coherent light and the distribution of wave vector
directions is different in both setups. In order to get rid of the various non magnetic contribu-

tions to the microscope images, we always take a background image with the sample in a given
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Figure 4.7: Glass / Ta(5) / Cu(5) / Gdyy 304,FeCo(5) / Cu(5) / Ta(5) sample observed with the MOKE
microscopy setup described in figure 4.6. In (a), we applied an external magnetic field such as to create
a magnetic domains that is pinned on some defects. In (b), the sample is saturated. The resulting image
obtained after sending a single laser pulse is shown in (c). Sending a second pulse, the magnetic domain

created in (c) disappears.

magnetic configuration before sending any pulse of light and subtract this background image to
any subsequent image. The images are always averaged sixteen times. After the subtraction, the
contrast of the image is adjusted such that the difference between the maximum and the mini-
mum displayed values correspond to the full amplitude of an hysteresis loop. The images are
then colored using a red-white-blue ("phase") lookup table. The highest (positive) Kerr signal
then appears as red while the lowest (negative) Kerr signal appears as blue. The image analysis
is performed with the open source software Imagel.

Two magnetic layers reversing their magnetization after a single pulse irradiation usually
have different threshold fluences. If the fluence of an incident pulse is higher that the highest
threshold fluence of these two layers, the observed domain is then a superposition of two con-
centric domains of different diameter. This results in a ring structure shown in figure 4.8 (a).
For materials that do not exhibit AO-HIS, one usually observes a multidomain state shown in
figure 4.8 (b). This results from the fact that the sample has been locally fully demagnetized and
the demagnetizing field then generates random domain patterns as the sample cools down. The
magnetic domains in this multidomain state can be of various shapes and sizes depending on the

material itself as well as the nature and strength of the external stimuli.
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Figure 4.8: (a) Ring structure generated in Glass / Ta(5) / Pt(4) / [C0(0,6)/Pt(1)]2 / Co(0,6) / Cu(20) /
Gd3zg9,FeCo(5) / Cu(5) / Ta(5); The red color corresponds to the FeCo sublattice and [Co/Pt] magnetiza-
tions pointing upwards; The light red ring domain corresponds to only GdFeCo reversing its magnetiza-
tion while the blue domain corresponds to both layers switching (b) Multidomain state in Glass / Ta(5) /
Cu(5) / Gdsz FeCo(5) / Cu(5) / Ta(5) that does not exhibit AO-HIS. The white domain corresponds two

a domain that disappeared during the image averaging.

4.3.3 TR-MOKE

In order to measure magnetization dynamics, we use TR-MOKE which is a combination of
MOKE with a pump-probe technique. Although we do not present many results obtained on
this setup in this thesis, it was still used extensively and it allows us to introduce this technique
which is essentially the same as for the TR-MOKE microscopy setup in the next section. The
setup is shown in figure 4.9. In this case, the laser is continuously sending pulses at a repetition
rate of SkHZ and separated into two beams using a beam splitter. By letting one beam traveling
a different distance between the beam splitter and the sample, it is possible to delay the arrival
of one pulse on the sample compared to the other. Then one pulse is used to generate the out of
equilibrium magnetization dynamics (the pump) while the other is used to probe it. The pump
and probe beams powers are controlled using a half wave-plate and a polarizer. The probe power
is fixed by the balanced photodiode linear response power threshold while the pump power is
varied depending on what one wants to observe. Both beams are focused on the sample, at
nearly normal incidence, using spherical mirrors such that the beam spot of the pump is roughly
ten times higher than the probe beam spot. This ensures that the probed area corresponds to a
roughly uniform pump fluence. The probe signal is retrieved and collimated with another spher-
ical mirror and focused on a balance photodiode with a lens and a Wollaston prism. Because
the Wollaston prism separates the s and p components of the electric field, a half wave-plate is

used to balance the signal on the photodiodes. A filter is used to protect the photodiodes from
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any potential signal of the pump beam. Signals from both diodes are then subtracted from each
other which is (one of) the output of the device. When there is no Kerr rotation induced by the
sample, this difference should be only noise if the half wave-plate was correctly set. However,
if there is some Kerr rotation, there will be a bit more signal on the s component of the electric
field compared to the p component (or the opposite depending on the Kerr rotation sign) and
a signal can be measured. However, this signal is in practice rather small and one must resort
to a modulation technique to increase the signal to noise ratio, such as what is done for MOKE

magnetometry. In general, this modulation can be performed on any defining characteristic of

Figure 4.9: TR-MOKE setup with the following elements: half wave-plate (HWP); polarizer (P); chopper
(C); sample (S); electromagnet (EM); spherical mirror (SM); mirror (M); lens (L); filter (F); Wollaston
prism (W); balanced photodiodes (BP). The beam splitter separating the original beam (800 nm; red) into
two beams, as well as the delay stage, are not shown. The blue (400nm; blue) probe beam is generated via
second harmonic generation with a barium borate crystal (not shown). Additional spherical mirrors used
to focus the beams on the sample are also not shown. The probe angle of incidence has been exaggerated

for the purpose of illustration.

the beam (polarization, frequency, phase, spatial distribution, and intensity). The photoelastic

modulator in our MOKE magnetometer performs a polarization modulation (by modulating the
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phase of one component of the electric field). In this TR-MOKE setup, we perform intensity
modulation using a chopper. If the probe beam is chopped, the balanced photodiode signal is
then oscillating at the frequency of the chopper between zero and the signal one wants to mea-
sure (proportional to the Kerr rotation). The signal is then obtained using a lock-in amplifier to
extract the first harmonic at the chopper frequency. By making this measurement for two op-
posites magnetizations, one gets a signal proportional to the magnetization®. This method can
be used to measure hysteresis loops on this setup at equilibrium (if the pump beam is blocked)
which is necessary to make calibrations, or one can also measure hysteresis loops as a function
of pump-probe delay. To measure magnetization dynamics, it is however more convenient to
chop the pump beam instead. That way, the balanced photodiodes output signal varies between
a signal where the magnetization is unaffected by the pump and a signal where the magnetization
is reduced. Two measurements with opposite magnetization directions are always performed in
order to get rid of (some of) the signal that is not due to magnetization dynamics. From the lock-
in outputs, one then obtains a signal proportional to a variation of magnetization SAM, with
respect to a certain initial state, that depends on the pump-probe delay. In order to make sure that
this initial state is always the same, an external magnetic field is applied with an electromagnet
during the measurement. A signal proportional to the equilibrium magnetization S M, with the
same proportionality constant, can be obtained by chopping the probe beam and measuring an
hysteresis loop. Taking the ratio of these two signals, we get the relative change of magnetization
as a function of the pump-probe delay. This is shown in figure 4.10 for a Gdyy FeCo alloy that
does not exhibit AO-HIS. The zero time delay is obtained by fitting the results at early times
with an exponential function convoluted with a gaussian function.

Soon after the measurement of Beaurepaire ef al. of the ultrafast demagnetization of nickel,
a debate started on whether TR-MOKE could be used to measure magnetization dynamics or
not. Indeed, it was measured that both Kerr rotation and ellipticity do not have the same dynam-

ics at short timescale?%3-26¢

while they are both proportional to the magnetization at equilibrium
and so should have an identical dynamics if this proportionality remains. The problem is that,
compared to the equilibrium case, both the pump and the probe beams should be considered as
perturbations to the system such that the measured response depends on the magnetization itself
but also the pump and the probe beams?**?%’. Both beams (mainly the pump) will change the
electronic structure of the sample by inducing certain transitions. Some of these transitions will
affect the magnetization while others will not. However, as can be seen from the equilibrium

case, MOKE does not only depend on magnetization but also on spin-orbit coupling. Thus, the

*See the discussion below about whether magnetization can be directly measured or not.
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Figure 4.10: (a) Averaged hysteresis loop and (b) Kerr rotation dynamics for a Glass / Ta(5) / Cu(5) /
Gdygo, FeCo(5) / Cu(5) / Ta(5) sample as measured on the TR-MOKE setup. The hysteresis loop is given

as a function of the current provided to the electromagnet.

measured MOKE signal may change because the spin-orbit dependent transitions in the system
will change, and not only because magnetization changes. One can retrieve the real magnetiza-
tion dynamics by assuming that the Kerr vector O (t) = F[M(t)] ~ a(t)M(t)** where F is
an unknown function, o = o/ +ica” and O = 0k + ik, and one estimates the variation of both
components of o by measuring both Kerr rotation and ellipticity?*°. Razdolski et al. then show
that one can retrieve the true magnetization dynamics, provided that the magnetic film is thin
compared to the light penetration depth and sandwiched in between two insulating layers. Be-
cause we work with rather thick films in general and because we do not use insulating films, this
method is not applicable as is. Another way around consists in realizing that the various probe
induced transitions, for a probe power sufficiently lower than the pump power, will not change
the magnetization dynamics but will depend on wavelength?®®. Thus one can for instance use a
probe with a different wavelength such that the transitions generated by the pump and the probe
will be independent because of conservation of energy™ and the probe induced transitions will
be essentially the same as in equilibrium. This is what we use in this setup where the probe
beam has its frequency doubled by a barium borate crystal. It is also possible to use various
probe wavelengths and verify that the presumed magnetization dynamics (using the method of

references 265 and 266 or not) remains unchanged.

*Of course for sufficiently short time intervals virtual transitions of any energy may happen. The problem is

then to quantify the number of such transitions.
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4.3.4 TR-MOKE microscopy

Another setup has been used, on the Yb laser, which is similar to the standard TR-MOKE
setup except that it is also spatially resolved®?'->*°. This is achieved by having the probe beam
spot bigger than the pump beam spot and by imaging the probe reflection on a CCD camera. This

setup is shown in figure 4.11. The pump laser pulse has a wavelength of 800 nm and its path is

Figure 4.11: TR-MOKE microscopy setup with the following elements: half wave-plate (HWP); quarter
wave-plate (QWP); polarizer (P); analyzer (A); chopper (C); sample (S); electromagnet (EM); mirror (M);
lens (L); filter (F); charge coupled device (CCD). The pump (800 nm; red) and probe (850 nm; orange

for the purpose of illustration) beam angles of incidence are realistic.

similar to the TR-MOKE setup except that it is focused using a lens. The pump pulse duration at
the position of the sample is 100 fs. The probe laser pulse has a wavelength which was set to 850
nm, with a different OPA, for our experiments. Its path is similar to the LED light path of the
MOKE microscopy setup. In particular, we did not use any modulation technique. The repeti-
tion rate is adjustable and was set to 50 kHz for the work presented in this thesis. A chopper with

semi-transparent tape was used to destroy the coherence of the probe light which would create
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interference patterns on the microscope images otherwise. As a result of chromatic dispersion
in the tape, we measured that the probe laser pulse duration was increased to around 200 fs. This
setup has been used to differentiate the magnetization dynamics of two magnetic layers in spin
valve structures. The same information is in principle accessible on the standard TR-MOKE
setup but the spatial resolution allows us, in principle, to directly recognize ring patterns and so
greatly facilitates comparisons with static results obtained on the MOKE microscope. Moreover,
one can have access to a complete set of fluence dependent dynamics in one measurement (with
fluence uncertainty depending on the pump beam profile). A quarter wave-plate is used to use
complex MOKE?"" which allows probing the magnetization of specific layers by measuring a
certain linear combination of Kerr rotation and ellipticity *. Indeed, different magnetic layers
usually have different Kerr vector directions which are determined by a single parameter. By
adding a quarter wave-plate, we add an additional degree of freedom to completely cancel (in
principle) the magnetic signal of any magnetic layer. This has been used on several occasions

in ultrafast magnetization dynamics'>’-180-248.271

. We note however that this technique also has
a depth dependence for thick layers because of the non uniform light absorption profile in such
layers'®?. The standard way of doing complex MOKE is to find a quarter wave-plate angle that
suppresses the magnetic signal of one layer. However, there usually still is a little bit of signal
from the other layer. To correct this, we repeat the measurements for different quarter wave plate
angle and for the four possible initial magnetic configurations (two where the total magnetization
is parallel (P) and two where it is antiparallel (AP)). Then for each quarter wave-plate angle 6;,
we have P;(t) = o;(t) M} (t) + B;(t) MZ(t) and AP;(t) = a;(t) M} (t) — B:(t) M2 (t) where P;(¢)
and AP;(t) are the total magnetic signal (difference of signals with opposite initial magnetiza-
tions) for the P and AP configuration with quarter wave-plate angle 6;, M* and M? refer to the
wanted normalized magnetizations of each layer and o and  are magneto-optical parameters
that depend on the quarter wave-plate angle. The latter are determined from equilibrium hystere-
sis loops. Assuming « and 3 are known at all times, and laser fluence independent, one can get
the dynamics of the magnetization of each layer with two quarter wave-plate angles. However,
these parameters may depend on time because of the previously mentioned out of equilibrium
effects or because of the thickness sensitivity of the method. Thus, to check the validity of this
method, we use four quarter wave-plate angles. If the method is consistent, one should obtain
the same dynamics for any pair of quarter wave-plate angles. We show in chapter 8 that, for our
samples, the same dynamics is obtained at all times. In the context of this thesis, this method

has only been used for two samples and the corresponding results will be shown in chapter 8.

*It has been verified that the measured intensity is proportional to the polarization axis rotation.
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We note that in this setup, the pump and probe beam angles of incidence were 25.6 and 45.7
degrees respectively. The probe beam angle of incidence allows us to be sensitive to in plane
magnetization. This may be a problem if the magnetization does not have a known direction
at all times. However, our samples have PMA and AO-HIS is known to be a linear reversal

process24l, 272%

. Thus this angle of incidence is not a problem for our samples. The pump beam
angle of incidence is more problematic. This angle implies that certain regions of the sample
will be irradiated before others, resulting in a signal that moves spatially as a function of time.
This is shown and well reproduced theoretically in chapter 8. However, the pump beam also
has an intrinsic spatial motion due to short (a few seconds) and long (tens of minutes) timescale
oscillations and drifts, which cannot be separated from the spatial motion due to the angle of
incidence in general. The short timescale oscillations can be eliminated by a proper averaging.
Regarding the long timescale drift, Yann Le Guen made a stabilization program that keeps track
of any spatial displacement of the magnetic signal with respect to a reference image (usually the
last image taken). Because the spatial displacement happens at the subpicosecond timescale, if
the long timescale drift is sufficiently low, it is possible to separate both effects. Measurements
were performed jointly with Julius Hohlfeld, Maxime Verges and Yann Le Guen. Analysis of

the measurements on this setup was performed together with Julius Hohlfeld.

4.4 Conclusion

This chapter was devoted to the introduction of our experimental methods. We started by
explaing how our samples are grown and designed. We then extensively characterized the kind
of pulsed laser beams that we use. In particular we verified that for the specific parameters that
we use, it is safe to consider the light source as purely transverse. Finally, we presented the four
different types of experimental setups that we used. They are all based on MOKE and we re-
viewed the conditions under which time resolved MOKE methods can be used to get information

regarding magnetization and not some other magnetic field dependent out of equilibrium effects.

*Ultrafast demagnetization is also known to happen longitudinally although we do not know any published

work that show this. Julius Hohlfeld made such experiments but they were never published.
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Chapter 5

Model

In this chapter, we present the different theoretical approaches that have been used to under-
stand the various physical phenomenon presented in this thesis. We start by exposing a theory
of laser pulse absorption which is used to calculate time dependent absorption profiles in mul-
tilayer structures. This approach is valid for any sample thickness and pulse duration provided
that one knows the wavelength dependence of optical indices. The various approximations are
discussed. Then we shortly present our 2TM and its numerical implementation. Finally, the
two last sections are devoted to Gridnev’s model®>%**>** of AO-HIS, Beens et al.”> model of
ultrafast demagnetization and a combination of both to understand the magnetization dynamics

of our spin valve systems.
5.1 Theory of laser pulse absorption

For purely quantum calculations (usually ab initio like rt-TDDFT) of material systems inter-
acting with pulses of light, one may just choose any transverse electromagnetic vector potential
and use it as an input in the calculations with a given Hamiltonian. Not much issues arise if one
neglects the spatial extension of the system (such that the electromagnetic four-vector potential
does not depend on space) and if one is aware that the calculated energies are the eigenvalues
of the total Hamiltonian which then includes the "energy" of the electromagnetic field, as long
as it is still present in the material system. The problem is already more complicated when one
uses semiclassical approaches because many phenomena that are intrinsically considered from

quantum techniques lead to more complex equations to be solved. Such effects will be discussed.
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We note that the great advantage of semiclassical techniques is that they can be used to consider
spatially finite systems such as thin films, without requiring any periodic boundary condition.
Thus, in this case, one may argue that it is required to correctly consider the spatial dependence
of the interaction between light and matter. This is usually done using a Transfer Matrix Method
(TMM)>*273-275 or an equivalent approach’’® based on the propagation equation of light in a
medium with a certain optical index and appropriate boundary conditions (Fresnel equations).
However these methods are used for plane monochromatic waves. We note a first issue with
these approaches, at least for an application in the out of equilibrium regime: Fresnel equations
assume that there is no surface charges. This is obviously not the case in our samples. We will
however assume the role of these surface charges is negligible.

If the optical index of each layer is known, one can then calculate the amplitude of the elec-
tric field (still assuming a plane monochromatic wave for now). However, there can be different
approximations at this stage depending on the dependencies of these indices. Indeed, one may
have in general frequency and wave vector dependences of the dielectric (and permeability) ten-
sor e(k,w) *, as well as anisotropy and temperature dependence. Anisotropy may come from

270-278 * One should also consider that s

birefringence or the fact that the material is gyrotropic
and p polarized light propagate differently because Fresnel equations for s and p polarizations
are different. In principle, a realistic propagation of the electric field can be calculated, in any
condition, as long as one knows the full dependence of the optical index. In practice however,
it is difficult to have access to such data or to calculate it. Thus in this work, we will restrict
ourselves to isotropic media with optical indices that only have a frequency dependence (i.e.
chromatic dispersion). Such parameters are usually easily found in the literature. We note how-
ever that this prevents us from considering gyrotropic media correctly (such as our GdFeCo and
[Co/Pt] layers) but this is what has been assumed so far in the context of ultrafast magnetization
dynamics. Furthermore, as explained in chapter 2, we set the permeability © = p for the con-
sidered optical wavelengths such that the optical index isn = /& /£¢. Non linear effects are also
neglected such that the light frequency is the same (for a given plane monochromatic wave) in
all media. Finally, we only used linearly polarized pulses with either s or p polarization, thus we
can restrict ourselves to the two by two TMM formalism. For circularly polarized light or other
linear polarizations, one needs a four by four formalism in order to keep track of the forward and
backward propagation of both s and p components which make up the total electric field.

Thus we start our calculations with a modified version of Byrnes TMM code’* to include the

*It should actually be a non local function £(r,r’,¢,¢') in general, especially for thin films excited with a
pulse’’’. The non locality in time can be seen from out of equilibrium variations of the dielectric tensor (see for

instance references 59 and 264).
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time factor exp(—iwt). This code gives us the electric field as a function of time and space for
a plane monochromatic wave at a given angle of incidence. Then, we obtain the pulsed electric
field at all times and depths in the sample using equation (4.5) with the same gaussian gain factor
(L must be big enough such that the overlap between consecutive pulses is negligible). Note that

now k = 27n/\ = Nky,epum With n the complex index of refraction in the medium where the

w_(z)2

retrieved at the end by a change of the electric field amplitude for a given r because we can

electric field is calculated. The factor % exp ( ) is neglected from the calculations and
neglect the variation of z in the thickness of our layers compared to zz ~ 1 cm for optical
wavelengths and wg ~ 50 um. FEj is related to the measured fluence below. This electric field
is still complex and thus one must take its real part to obtain the physical electric field. The
envelope or profile of the electric field is given by the norm of the complex electric field.

Once the (real) electric field is known, one can then calculate the energy absorption. This
is based on Poynting’s theorem for which the most general form in the context of this thesis is
given by the time component of equation (2.4). The tensor elements can be obtained from the
integrand of equations (2.8) using the symmetry of Belinfante tensor. At the microscopic scale,
it may always be written (even in the non relativistic case):

% +V-S#0 5.1
Where u = £y E? + B? /1 is the electromagnetic energy density (in the absence of matter) and
the inequality sign originates from the energy of matter plus interaction between light and matter.
We stress again that the only quantity that makes physical sense is the total energy, thus saying
that the spatial integral of u is the energy of the electromagnetic field does not make sense in the
presence of matter. However, this separation is the most natural one as it gives the total energy
of the system when there is no matter and in this case the inequality becomes an equality. From
the microscopic Maxwell equations, one usually derives*:
%—FV-S:—J-E (5.2)
Where J is the charge current density. The term on the right hand side originates from the
Lorentz force and the fact that the magnetic field does no work. It gives the amount of energy
that is transferred from the charges to the electromagnetic field. However, as this energy is trans-
ferred, the energy of the charges changes which means that one needs another equation to fully
describe the system. Models where a charge current is given as a constraint do not necessarily
conserve energy, notably if the charge current is constant. As already mentioned, with this kind
of separation and neglecting quantum mechanics, infinities may appear’’. Considering the to-

tal energy does not lead to any issue in principle because conservation of energy is built in the
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theory (2.4) but solving this problem is impossible in practice. One thus sticks to this type of
energy separation but it should then be expected that issues may arise. Further problems arise
when one does the macroscopic averaging of Maxwell’s equations®’”-?"-*%°_ Indeed, in this case,

using equations (2.17), equation (5.2) becomes:

oD 0B
.E+H.E+V-(EXH)——J-E (5.3)

E
As explained by Richter et al.?’’, citing standard textbooks**°, the term E - 9,D + H - 9,B
cannot be written as the time derivative of any quantity in general and one cannot define an
electromagnetic energy density just because of this fact. The separate energy of light or matter
that one can define in the microscope theory does not have a physical sense in general as already
discussed, but this is not an issue in principle because one can calculate the evolution of the
total system. In the macroscopic Maxwell’s equations approach, one wants to calculate how the
electromagnetic field only evolves in the presence of matter. One can compute susceptibilities
and conductivities from a microscopic point of view, but once this is done and used as an input
in the macroscopic Maxwell’s equations, one cannot retrieve the microscopic reaction of matter
as a consequence of the interaction between light and matter.

Poynting’s vector becomes EE x H which is identical to the microscopic expression in non
magnetic materials. This is the form of Poynting’s vector that we will use in this theory. We note
however that the validity of this expression in general is debated®’”-?"*->*! but it should still be
valid here because of the assumptions that we made (isotropic media with no spatial dispersion).
Poynting’s vector can then be used to calculate the flow of electromagnetic energy through any
surface. —0,.5, gives the amount of electromagnetic energy that has been lost locally when the
pulse propagates in the +z direction, i.e. absorption. However, this energy will be absorbed by
the total system made of matter and the (local) electromagnetic field. Thus there is a priori no
way to say which amount of energy actually goes to matter because the notion of energy of matter
is ill defined during the presence of the pulse®. However, as soon as the pulse is not present any-
more, the total transferred energy will correspond to the total absorption by the material system.
We will assume that this procedure gives the correct effective’ energy absorption for a model

that clearly separates electromagnetic and electronic energies such as the 2TM. Even though this

*We will not discuss possible reasonable separations of the energy between light and matter although this seems
required to know what is the actual source input in a 2TM. We believe this debate is similar to the still ongoing
Abraham-Minkowski controversy for momentum'®. The best resolution for this issue should be to solve the full

quantum problem. This problem is however not significant for our qualitative 2TM in this work.
"Because of our previous discussion, one should realize that the concept of light energy absorption by matter

itself is ill defined.
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5.1. THEORY OF LASER PULSE ABSORPTION

might not be the case, this is still an improvement compared to the usual methods we are aware
of. We know two such methods. First, one may multiply the absorption profiles obtained by the
monochromatic TMM with a gaussian function corresponding to a certain pulse duration and
with an amplitude obtained from the laser fluence. This completely neglects chromatic disper-
sion and the real time dependence of the energy transfer. Second, in the case where chromatic
dispersion is small in the range of frequencies that make the pulse and when the pulse duration

is large compared to the period of oscillation, one can approximate equation (5.3) by*:

aueff
ot

+V-S=-J-E—wIm(e(w)) (E?) — wIm(p(w.)) (H?) (5.4)

Where w, is the central frequency of the pulsed electromagnetic field, the angular brackets denote

an average over a period 27 /w,. and the effective electromagnetic energy . is:

o = 5 e (S22} (%) + 5 e (2w ) () 55)

Note that the fields still depend on both time and space. The average only eliminates the fast os-
cillations of the fields. The term —J - E corresponds to Joule heating while —w, Im(e(w,)) (E?)
and —w, Im(p(w.)) (H?) correspond to losses due to excitations of electric and magnetic dipoles
respectively.

The assumption that chromatic dispersion is small is in general not true, e.g. for frequencies
close to the interband transition threshold of noble metals or at small frequencies in any conduc-
tor. The assumption that the pulse duration is large compared to the period of oscillation is also
not valid for ultrashort pulses. In particular we cannot use the expression of the time averaged
(over a period of oscillation) of Poynting’s vector for planes waves Re(E x H*) /2 (with complex
fields) as in reference 54. This expression suppresses the oscillations in the absorption. These
oscillations are actually existing, as can be seen when an electron is in an oscillating electric field.
We stress that, when evaluating S = E x H, the total real electric and magnetic field must have
been calculated beforehand. Summing Poynting’s vectors for different monochromatic plane
waves neglects interference terms.

We now present the calculations that give the laser pulse absorption as a function of time.
The incident wave vector k' of the pulse is in the (x, z) plane with an angle incidence 6°. The

situation is depicted in figure 5.1. We write the incident electric and magnetic fields as follows:

k' = 2Tﬁ(cos(eo)z + sin(0°)x) (5.6a)
Ei(r,t) = EyG(w,) exp(i(k’ - — wyt)) (5.6b)
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(s): Ei(r,t) =yRe (Z Ei(r, t)) (5.6¢)

H'(r,t) = Clm(sin(Ho)z — cos(6°)x) Re (Z Ei(r, t)> (5.6d)

(p): E'(r,t) = (—sin(6°)z + cos(#")x) Re (Z Efz(r,t)) (5.6e)

Hi(r,t) = iy Re (Z Ei(r, t)) (5.6f)

CHo

With G given by equation (4.4). The magnetic field is obtained from Maxwell’s equations as
usual. (s) and (p) refer to s and p polarized light. Inside a medium, one must consider the wave-
length dependent optical index n,, and angles ,, which may both be complex in general because
of Snell’s law>*. There is also forward and backward propagation due to reflections on inter-
faces. The various electric field amplitudes ngn and EY of forward and backward monochro-
matic plane wave modes respectively, as well as the angles 6,,, are directly obtained from the

TMM code of Byrnes®**. The total fields (separating forward and backward propagation) then

Figure 5.1: Geometrical configuration of wave vectors for light absorption calculations in multilayers. We
represented the wave vector of the incident electromagnetic field as well as the wave vectors for forward

and backward propagations in one of the layers and for one wavelength.

*In Byrnes’ TMM code, the amplitudes are given for Fy=1.
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are:
k! = 27;\“” (cos(b,)z + sin(6,,)x) (5.7a)
kb = 27;“” (—cos(0y,)z + sin(6,,)x) (5.7b)
El(r,t) = E! G(w,) exp(i(k! - r — wyt)) (5.7¢)
E(r,t) = EY G(w,) exp(i(k® - — wyt)) (5.7d)
(s): Ef(r,t)=yRe ZE,{(r,t)) (5.7¢)
E'(r,t) =yRe (> Eb(r, t)) (5.7f)
H/(r,t) = Re zn: Cn—l;(sin(gn)z — cos(6,)x)E! (r, t)) (5.7g)
H’(r,t) = R B (sin(o, 6,)x)E® (r, 5.7h
(r,t) = Re zn: s (sin(6,,)z + cos(6,)x) E® (v t)) (5.7h)
(): E/(r,t)=Re Z(— sin(0,)z + cos(6,)x) EY (r, t)) (5.71)
E’(r,t) = Re Z(— sin(,)z — cos(0,)x)E"(r, t)) (5.7))
H/(r,t) =R 2o B (rt 5.7k
(r,t) = Re ;%y a(r, )) (5.7K)
H'(r,t) = R Do G B (r,t 5.71
(r,t) = Re Z Y B, )) (5.71)

The last layer is considered to be semi-infinite and there is only forward propagation. Calculating
Poynting’s vector E x H with E = E/ + E® and H = H’/ + H? one gets for the normalized
absorption a(z,t) = —0,5,/5.(r = 0,t = 0):

53 3" Re (ika(ES — E%)) Re (n—m(E,{l ~ ) cos(em)>

(s): a(zt) = ”

(5.8a)

+) "Re(E] + E}) Re (:ﬁmm(g{l +Eb) cos(em))

n,m
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(p): a(zt) = ;—; Z Re (ik,(EL + E%) cos(6,)) Re (n—m(Eﬂf1 + Ef;))

Z nm Clo
(5.8b)
+Y Re((Ef — Eb)cos(6,)) Re <n—mzkm E! — EY )
e (5]~ 28 cos(0,)) e ( 2k (21, ~ B3
S0=8.(r=0,t=0)= Z EgG(w )G (wp,) cos(6”) (5.8¢c)
z z 9 — CMO n m

Where £ is the z component of k. The absorption only depends on the depth z as should be
expected for a plane wave. In practical calculations, one multiplies the normalized absorption a
by SY. From equation (4.6), one finds that in vacuum and at normal incidence:
S.(z,t) = Acos(k.z — wet)? exp <_—1 <E — t) 2) (5.9
2(cl)? \c
Where A = S,(0,0) is the wanted value S?. The requirement that the integral of S, (0,¢) over
all times should be equal to the local fluence at the vacuum/sample interface leads to:
50 _ 2F cos(0°)
* V2rol (1 + 6_2(01{)2“’2)

Where F'is the fluence at normal incidence (such that the measured fluence is half of the max-

(5.10)

imum value of F') and the cos(#") factor then reduces the local fluence because of the angle of
incidence. When w, goes to zero (such that one neglects oscillations), one retrieves the normal-
ization that is used for a simple gaussian evolution in time of the absorption. These equations
can be directly extended to the case where the incident pulse is in a medium that is not vacuum
with an optical index n®. One should interpret results carefully however if Im(n®) # 03*. The
frequency dependence of the optical indices for the metals that we use and sapphire is taken

from the literature**2%

and we used 1.5136 for glass. It is in principle possible to combine this
technique with the 2TM in the next section to consider temperature dependence of the optical
indices as the sample is heated up. However one needs to know such dependence which we did
not.

We now present some results of this method. Marie-Laure Chavazas contributed to the de-
velopment of the code leading to these simulations. In figure 5.2, we report some calculations
for a 1 um thick slab of glass where a small complex part has been added to the optical index for
illustration purposes. Both the electric field and its profile are shown. The profile allows us to
clearly observe interferences between the forward and backward propagating fields (at t = 0.25
fs) because they induce oscillations in the profile. The profile can even reach zero certain in-

stants. The electric field makes changes of wavelength clearly visible (inside the glass) as well
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Figure 5.2: Electric field and its profile as a function of space for three different instants for a 5 fs pulse
(duration of the electric field pulse and not of the intensity pulse) with 515nm wavelength. The time
t = 0 is defined such that the laser pulse would be centered at a distance of 0 nm if it was propagating
in vacuum only. The two blue vertical lines define the interfaces of a fictitious material (1000 nm thick)

with constant optical index n = 1.5136 + 0.021.

as the 7 phase shift for the vacuum/glass reflection. The other three (visible) generated pulses do
not exhibit this behavior, as expected from the fact that only the very first reflection experiences
an interface with a greater optical index than the medium of incidence. The observed deforma-
tion of the pulse is due to the rather thick layer that we considered. Indeed, we did not consider
chromatic dispersion in this case and the distance of around 3000 nm between two pulses prop-
agating in the same direction matches well with twice the thickness of the layer times the real
part of the optical index. This effect cannot happen with the rather thin layers that we consider
in this thesis and the thickness of the substrate is much to big to cause any effect.

We now consider an extreme but realistic case with 100 nm of copper (deposited on a glass
substrate) with the same laser pulse as for the previous example. The pulse duration was chosen
such as to cover almost the entire range of wavelength provided by reference 286. The results are
shown in figure 5.3. The results are rather similar to the previous example, except that one can
see more interference around ¢ = 0 fs, resulting in a lower electric field amplitude, and one can
see that the tail of the pulse is elongated after its reflection on the copper layer. This will result
in an effectively longer period of time where the material absorbs light compared to what would

be predicted with at gaussian function. This effect is rather small but we expect that they may
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Figure 5.3: Electric field and its profile as a function of space for three different instants for a 5 fs pulse
(duration of the electric field pulse and not of the intensity pulse) with 515nm wavelength. The time ¢ = 0
is defined such that the laser pulse would be centered at of distance O nm if it was propagating in vacuum
only. The two blue vertical lines define the interfaces of a 100 nm thick copper layer. The scale of the

graphs at £ = 7.6 fs is different to better see the effect of chromatic dispersion.

be in general much bigger for shorter pulses or for a more careful design of the sample. The fact
that the pulse has been chirped is clearly seen from the fact that the oscillatory part of the pulse
is not centered anymore with its envelope. We note that in general, this approach of calculating
an electric pulse propagation is similar to what is done with the telegrapher’s equation (a linear
partial differential equation modeling dispersion and damping of propagating signals) except that
our approach works for general multilayer structures and for an arbitrary frequency dependent
propagation.

We now look at some results for light absorption. We consider a more complex structure
studied in chapter 8: Glass / Ta(5) / Pt(4) / Cu(10) / [Co(0.6)/Pt(1)], / Ta(5). We used a pulse
duration of 100 fs, 25.6 degrees angle of incidence and 800 nm center wavelength as in chapter 8.
In order to compare our theory with the standard static TMM for monochromatic waves, we de-
fine the time independent absorption a(z) of our theory by the quantity such that the total energy
density provided locally by the laser to the system is u(z) = a(z)F'. For the standard TMM, this

is the absorption that is given. In our theory, we need to first integrate the normalized absorption

2

The comparison is shown in figure 5.4
I . . .
arol (1+e*2(°t)2wg> P g

over time and then multiply it by
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The difference between both theory is not big enough to create any qualitative difference in a

Laser pulse absorption theory
Static and monochromatic TMM
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Figure 5.4: Comparison of the spatial absorption profile for our theory and the standard TMM method
for Glass / Ta(5) / Pt(4) / Cu(10) / [Co(0.6)/Pt(1)], / Ta(5). The incident pulse, propagating from left to

right, has a duration of 100 fs, an angle of incidence of 25.6 degrees and a center wavelength of 800 nm.

model. However we note that the pulse duration used for these calculations is rather big here and
one might expect much larger differences at lower pulse durations. We now look at some time

dependent normalized absorption profiles, shown in figure 5.5. We remark that the shapes of

t=-28fs t=28fs t=57fs
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Figure 5.5: Time dependent normalized absorption profiles at three selected instants for Glass / Ta(5) /
Pt(4) / Cu(10) / [Co(0.6)/Pt(1)], / Ta(5). The incident pulse, propagating from left to right, has a duration

of 100 fs, an angle of incidence of 25.6 degrees and a center wavelength of 800 nm.

these profiles are drastically different from the time independent ones. In particular, the absorp-
tion may be negative. This is because of the oscillation of the absorption as a function of time.

This can be understood from Poynting’s theorem in vacuum, equation (5.2) when J = 0. Then
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one directly sees that an absorption is accompanied with a local increases of electromagnetic
energy density and reciprocally, a decrease of energy density gives a negative absorption. Then,
the (time averaged) energy density at each point of space increases when the pulse arrives and
it decreases as the pulse leaves, leading to a positive and then a negative time averaged absorp-
tion. The oscillating electric field adds oscillations to this absorption, as is directly seen from
the derivative of equation (5.9) with respect to z. However at each point of space, the integral
of the absorption over all times is zero. One could then subtract the rate of change of the local
electromagnetic energy density to the absorption to obviously give a zero light absorption at all
times (which is just the meaning of equation (5.2)). In matter, one cannot simply subtract from
the absorption a corresponding fonction (that also gives zero when integrated over all times) that
would correspond to the energy transferred to the local electromagnetic field because, as already
stated, one cannot define such an energy (equation (5.3)).

To make this more visual, we plot the normalized absorption as a function of time for dif-

ferent depths in the sample. This is shown in figure 5.6. At the timescale of the pulse duration

z=6.1 nm (Co/Pt)
z=12.1 nm (Cu)
z =37 nm (Glass)
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Figure 5.6: Time dependent normalized absorption profiles at three selected depths in Glass / Ta(5) / Pt(4)
/ Cu(10) / [C0(0.6)/Pt(1)]2 / Ta(5). The incident pulse, propagating from left to right, has a duration of

100 fs, an angle of incidence of 25.6 degrees and a center wavelength of 800 nm.

(hundreds of femtoseconds), one sees clearly that the absorption can be either positive or nega-
tive. The positive and negative envelopes of these curves can be fitted by a function proportional
to exp(ﬁ (2/c — t)?) really well. The difference between the amplitudes of the positive and
negative part of the absorption is related to the total absorption (although we did not find any
simple relation between these two quantities yet). Thus in the [Co/Pt] multilayer this difference

is clear, leading to the ~ 0,025 nm~! absorption over time, while in copper this difference is
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very small and it is zero in glass. The difference of sign of the absorption for different depths in
the layer, at a given instant, is visible at the femtosecond timescale. There one can clearly see a
phase difference between the absorption at different depths. This is simply due to the fact that
the pulse propagates and thus the electric field reaches certain depths before others. In addition,
we note that the amplitude of this absorption could be changed rather arbitrarily (as long as all
energies are positive) without changing the total absorption profile of figure 5.4. This is again
due to the fact one cannot separate/define the energies of the electromagnetic field and matter.
For our quantitative 2TM, the presence of theses rapid oscillations or not will not make
much difference because their effect will cancel out in average as heat diffusion and electron-
phonon scattering are slower processes (although we do see some small effects). It will still lead,
however, to a slightly different deposited energy. This is unimportant in practice because there
is a rather large uncertainty on the materials optical indices that depends a lot on the deposition

conditions and the interfaces*®°

, and measuring these optical indices, with ellipsometry, can be
challenging for such thin layers. As the pulse duration decreases however, and if one considers
ballistic or superdiffusive transport, we suspect that the alternating energy density gradients
we observe could have more important consequences. As far as we know, this has never been
considered. When the pulse duration is not large compared to a period of oscillation anymore
(such as in figure 5.3) and when the response of the system is also not slow compared to light
absorption (such as in OISTR®), we suggest that one should not use an approach based on a
macroscopic averaging of Maxwell’s equations anymore. However, the spatial dependence of

the electric field should be kept.

5.2 2TM implementation

In this section, we present the numerical implementation of our 2TM. For completeness, we

write the system of equation as it has been used:

o, 0 T. 0T, .
e = 82 (HeTp 0= ) = Gep (Te = Tp) + a5; (5.11a)
o1, 0*T,
Cpa_tp = K',p—a_ZQP + ge-p (Te — Tp) (51 lb)

Where both electron and phonon temperatures depend on time ¢ and depth z. The absorption
and incident Poynting vector also depend on time and depth as derived in the previous section.

We used standard boundary conditions'®” with all interfaces transparent to heat transport except
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for the metal/substrate interface where an interfacial thermal conductance was assumed to exist.
To model the boundary condition at an infinite depth in the substrate, we model a thin section
of substrate (usually 10 nm) and ask that T, (2 + Az) /T, (2) = T,(2)/T,(2 — Az) at the largest
simulated depth z + Az, for a spatial step Az. This is the condition satisfied by gaussian and
exponential solutions. This is required for long simulations (several tens of picoseconds) but
not at short timescales (a few picoseconds) where temperature does not have time to increase
significantly at the largest simulated depth. Because electrons do not carry heat in insulators,
we set T, = 0 in the substrate. The parameters we used are shown in table 5.1. The initial
temperature is always 300 Kelvins and the interfacial thermal conductance is 10010 Wm—2K .

This type of partial differential equation (PDE) is usually well solved using the Crank-Nicholson

Material Y Ke Je-p Cp Kp
OK™2m=%) (WK Im~h) (100 WK Im=3) (105K Im =) (WK~ Im— )
[Co/Pt] 60187 720 20 264 2.98 1
Cu!87.287.288 98 300 7.5 2.63 5
py!87.287.288 749 45 110 3.45 5
Ta 543 58 100 2.23 5
GdFeCo?**2% 781 10.5 60 2.3 5
Sapphire '’ 0 0 0 3.16 30
Glass 0 0 0 2 2

Table 5.1: Table for the 2TM material parameters.

method. However, in our case, because this PDE is not linear (see the electronic heat diffusion
term), the implicitness of the numerical scheme requires solving a non linear equation at each
time step (instead of a standard matrix inversion for linear PDEs). Thus, to speed up calculations,
we used a standard forward Euler method instead. The time At and spatial Az steps are chosen
such that the calculation converges. Because of the non linearity of the equation, there is in
general no rule to find optimized time and spatial steps that ensures convergence. For a given
spatial step, one can start from a given time step and decrease it until convergence is realized.
The limit between the convergence and divergence regime seems to follow a quadratic law At o
(Az)? as Alexy Bertrand showed. In the calculations shown in this thesis, we used At = 0.01
fs and Az ~ 0.25 nm. The spatial step also depends on the thicknesses of the layers we used
because they are not always multiples of 0.25 nm. At interfaces, we define two points at 1073

nm away from the interface.
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This theory can in principle be easily extended to consider the out of equilibrium dielectric
tensor or its temperature dependence, as already mentioned. If one knows the time evolution of
the dielectric tensor or its temperature dependence, then it suffices to repeat the calculations of
the previous section for updated optical indices at each time step to obtain a.5°.

Results for the same laser pulse parameters and same structure as in the previous section
Glass / Ta(5) / Pt(4) / Cu(10) / [Co(0.6)/Pt(1)], / Ta(5) are shown in figure 5.7. These kind
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Figure 5.7: Electron (1¢) and phonon (7},) temperature evolution in Glass / Ta(5) / Pt(4) / Cu(10) /
[Co(0.6)/Pt(1)], / Ta(5). The incident pulse, propagating from left to right, has a duration of 100 fs,
an angle of incidence of 25.6 degrees and a center wavelength of 800 nm. The (peak) fluence is 6.6
mJ/cm?. In (a), we show the temperature dynamics for given positions while in (b) we give the spatial
profiles at given time delays. The temperature scale of the graph for z = 27.7 nm in (a) is different for

illustration purposes.

of graphs are rather standard but we make some comments. First, one sees that in the [Co/Pt]
multilayer, the phonon temperature can exceed the electron temperature. This behavior is due to
the stronger electron-phonon coupling of this layer compared to tantalum and copper, together
with an efficient heat diffusion which allows the electron temperature profile to flatten. Second,
one can see some small oscillations in the electron temperature evolution in copper due to the

oscillating laser pulse source term. This effect is indeed very small. Finally, the increase of
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phonon temperature in the substrate is rather small and so the substrate boundary condition does

indeed not play a role at such short timescales.

5.3 Ultrafast magnetization dynamics of ferrimagnets in a s-d

model

We now include magnetism in the theory (orbital angular momentum is neglected). We start

92,233,234 and we will see in the next section how

with the more complicated case of ferrimagnets
one can retrieve the theory of ferromagnets” from it. The theory starts from a spin independent
Hamiltonian that contains conduction electrons and phonons such that one can retrieve the 2TM
from the previous section. On top of this, we assume that there exist some localized spins coupled
to the spin of the conduction electrons as in equation (3.9). The spin in d bands is then assumed
to be localized”*“*?*°. The spin operators are assumed to not contain a factor /. Expanding the
dot product, one sees that the interaction Hamiltonian is constituted of two terms, a transverse

and a longitudinal term:
~ 1
H=— Z Ji {5 (Sfs; +S;st) + Ss? (5.12)

The exchange coupling parameter must now depend on lattice site as the material is ferrimag-
netic. The conduction electrons have a spin of one half and thus their operators s; are exactly
described by equation (3.5) without the A factor. On the other hand, the localized spins may
have a spin greater than one half and thus one needs another transformation as discussed above.
The transformation that is used to consider electron-magnon scattering is usually the Holstein-
Primakoff transformation’>!?®. However here we will not consider magnons. The theory pre-
sented here may be extended to consider this case and as far as we know, this has not been done
in the literature. We doubt however this would be of interest to explain AO-HIS, because, as we
will see in this section, the theory for ferrimagnets already relies on many parameters. Including
magnons, especially for an amorphous material, would necessarily lead to more parameters. The

d?*® and not well understood

role of the various coupling parameters in ferrimagnets is still studie
for amorphous phases with chemical inhomogeneities?”’. Thus, the mean field approximation
(MFA) is performed for the z components of the operators. It looks slightly different from the

MFA in the Heisenberg model as one deals with two kinds of spin operators. The transverse part
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is kept as is:

H = —Zji B (SiFsi +Sisi) +(97) 57 + 57 (sf) (5.13)

This is an electron-spin Hamiltonian. Note that there is only one conduction electron per site
for a s band in a metal. The first term will cause transitions that will in turn cause transfer of
both energy and angular momentum between electrons and spins. The last term is similar to the
Weiss model of ferromagnets except that it is for ferrimagnets here. It is solved similarly to what
has been presented in chapter 3. The main difficulty comes from the second term which also
looks like a Weiss Hamiltonian except that it will lead to an exchange splitting of the conduction
electrons. The conduction electrons spin density” will depend on space. One cannot simply
consider its average value over space (as in the case of localized spins in a ferromagnet) because
the material is ferrimagnetic and different localized spins induce a different conduction electrons
spin densities. This discussion is detailed by Gridnev’>. We only give the resulting equations.
One considers that the average value of a localized spin S? only depends on the nature of the
atom itself (v = A or B with A = Gd and B = Fe or Co) and not on the lattice site 7. Likewise,
we only consider the averaged conduction electrons spin polarization 5% at an atom A or 5% at
an atom B, as well as the spatially averaged conduction electrons spin polarization 5°. The static
effect of the exchange splitting A, = —J,,57, where J, is the exchange coupling at an atom v,
is given by :

Sz = 5,Bs,(—BA,S,) (5.14)

Where S, is the spin of atom v which corresponds to the average spin at zero Kelvin. This
equation is similar to the ferromagnetic case except that the exchange splitting depends on the

spin polarizations given by:
53 = wxaa5% + (1 — 2)xaBSh (5.15a)
55 = rxpaSy + (1 —2)x5pS% (5.15b)

Where z is the concentration of atom A and x,, are parameters. The latter can in principle be
obtained from the s-d Hamiltonian if one knows the electronic structure of the system. Because

this task is rather complicated, especially in amorphous materials, they are adjusted so as to

*It is given by s(r) = %W (r)o(r) where the spinor wave function 1) describes all conduction electrons and
is to be evaluated in an appropriate basis. Here we only refer to its z component. The integral of this quantity over
all space and multiplied by £ gives the spin angular momentum of the conduction electrons. The spin polarization

at a given atomic site used below is the integral of the spin density over a given atomic cell.
"We note a typo in equation (11) of reference 92 where a minus sign is missing. As seen in equation (3.7), the

molecular field and the factor in front of the spin operator in the Hamiltonian have opposite signs.
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reproduce the experimental equilibrium properties of the material. This leads to effectively two
different kinds of exchange couplings in this type of model even though they have the same
origin®****?. We note however that they have distinct roles. The Y, parameters dictate the
value of the conduction electrons exchange splitting for a given configuration of the localized
spins. The coupling constant .J,, gives the localized spins exchange splitting in the longitudinal
term while in the transverse term, it gives the amount of angular momentum that is transferred
to the conduction electrons per unit of time. The latter kind of exchange is purely dynamical
while the two former exist during the dynamics as well as in equilibrium. The spatially averaged

conduction electrons spin polarization is given by:
§ =153+ (1 —2)3% (5.16)

This quantity is related to the total spin angular momentum s, stored in the conduction electrons
via s, = hINs*. As we will see, and as already mentioned in chapter 3, this quantity is usually
rather small, which leads to the fact that the total angular momentum of both sublattices of
localized spins is almost conserved. However, this does not mean that the spin polarization of
the conduction electrons has an unimportant role. Rather than the angular momentum, it is the
energy of the conduction electrons that will play a decisive role. The quantities of interest are
then the exchange splitting and the spin accumulation (related to the conduction electrons spin
polarization below) which are not small energies.

Equation (5.14) and (5.16) are only valid at equilibrium while equations (5.15) is valid at
all times. The latter equation provides the general effect of the second term of equation (5.13)
while the effect of the third term is the dynamical splitting A, = —.J,,57 of the energy levels
of the localized spins. We now focus on the first term of this Hamiltonian. The effect of this
term is to transfer angular momentum and energy between electrons and spin. The electrons
are assumed to be in thermal equilibrium at all times, but because we need to keep track of the
angular momentum and energy in the conduction electrons, the state of this thermal bath changes
in time and the standard procedure®” needs to be extended. This is discussed in reference 73. We
only summarize the calculations. One starts with the Von Neumann equation (2.15) to calculate
the dynamics of the density matrix. Any entanglement between the electronic and spin systems
are neglected such that p = p.ps (understood as a direct product and not a matrix product)
where p. is the density matrix that describes the electronic system and ps describes the localized
spins. p. is assumed to be the equilibrium grand canonical density matrix. It is diagonal in
the basis | V) of eigenvectors of the electronic Hamiltonian (without the transverse term of the
electron-spin coupling). Its matrix elements are then pyn: = dynre™ %N where 3, = 1/(kpT,),

Env =Y 1. (Exs — pis) s = En — Dy, HsNis With ey the energy of the single particle state with
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wave vector k and spin projection s, i, the chemical potential for electrons of spin projection s
and n” refers to the occupation numbers when the electronic system is described by the many
body state |N). The dynamics of the density matrix for the localized spins ps is then obtained
in the Markov and secular approximations®”. This requires that the time resolution of the model
be much larger than the correlation time of the thermal bath (the conduction electrons) and
much larger than 7/ .J respectively, while still being much smaller than the characteristic time of
magnetization dynamics®>’3. As noted by Beens et al.”?, this is probably not realizable because
h/J ~ 10 fs and typical demagnetization times are around 100 fs. We note that the localized spin
density matrix is not assumed to be diagonal, as required if one wants to study coherent transverse
dynamics®*. However, magnetization dynamics at an ultrashort timescale is longitudinal and we
do focus on longitudinal dynamics only. In this case, S? = (SZ(t)) = Tr(ps(t)S?)/Tr(ps(t))
only depends on the diagonal elements p?, = ps,mum Of the localized spins density matrix,
where m indexes one of the 2.5, + 1 localized spin states |vm), because the z component of the
localized spin operator is diagonal®. The master rate equations governing the dynamics of the
localized spin density matrix is then’:

dom _ v v v v v

ar Wems1Pmir T W m1Pm—1 — (Wm+1,m + Wm—1,m) Pm (5.17)
Where the rates W, ,, for transitions from a state where the localized spin v has a spin projection

n to a state where it is m are given by*’:

2
e = (mE1N|Y _2‘]” (Sfsi + 87 s7) [ mN' Y| XN 5By — B £A,)

NN’ )

—

(5.18)
Where = is the grand canonical partition function, the inner sum should be carried out over
lattice sites belonging to the sublattice v only (the terms for the other sublattice give zero) and
we omitted the v index in the states [m/N'). Only transitions where the spin projection changes by
one unit are allowed in this first order theory. We discuss in appendix A how this expression can
be simplified rigorously and especially compare it with what one gets from the standard intuitive
derivation based on Fermi’s golden rule where one introduces Fermi-Dirac distributions directly.

Assuming that all the transitions happen in a range of energy around the Fermi energy where the

*We note that in the ferrimagnetic case, the localized spin density matrix is actually described in terms of states
|vm; pun) (and thus with elements p, . n;wm’un') rather than [vm). This is not an issue in the first order approach
presented here because only transitions where only one kind of localized spin changes its spin projection m are
authorized. Thus one does not consider transitions |vm; un) — |vm’; un’) and one may forget the second pair of
indices when writing density matrix elements. Otherwise, because both localized spin subsystems are entangled,

the transitions in one sublattice may depend on the state of the other sublattice.
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densities of state D; and D, for spin up and spin down electrons respectively, are constant, one

ets”":
¢ exp (FPe(A, — Ap)/2)
2sinh (Bo( D — D0)2)

Where we denoted the spin accumulation pi+ — 1 by Appand S%* = S, (S, +1)—m(m=1). The

; = Cvsfni<AV — Ap)

m+lm

(5.19)

expression of C), is given in appendix A. We note that it should depend on the exchange splitting
itself if we did not assume that the densities of state were constant. Contrary the case where
conduction electrons spin polarization is neglected”*, one actually needs three distinct sets of
parameters because, as Gridnev argues, C', cannot be simply obtained from J, even though
C, o J2. We also discuss this in appendix A. The average value of the localized spins is given
by Sz =" mp¥ /> p“ 7. One then sees that there are 2.5, equations to solve in order to get
the localized spin dynamics.

The spin accumulation depends on the conduction electrons spin polarization 5. The
number of electrons with spin s is Ny = [ f(E)Ds(E)dE ~ Ny + Ds(us — E?) where
fs is the Fermi-Dirac distribution for electrons with spin projection s and N, is the num-
ber obtained when integrating up to a certain reference energy EY, close to the Fermi energy
Er but such that Er — EY is larger than the conduction electron exchange splitting. Then
5 = (Ny — N;)/(2N) and the total number of conduction electrons is N = Ny + N|. In-
verting this system of equation plus using the fact that at equilibrium when Ay = 0 we have
5. = (Ny(pr = p) — Ny(py, = 1))/ (2N), we get'":

A= (= 55) 25

Where the densities of states are now densities of states per atom (i.e. D, := ND,) and § =

+9 (5.20)

(EY — E}) — (EY** — E}") is the change of the conduction electron band exchange splitting
(EQ—E}) which s related to the parameters .. Gridnev does not consider this effect”. We will
thus not consider this term anymore for ferrimagnetic systems. At all times, the instantaneous
equilibrium spin polarization 5;, is given by the equilibrium equation (5.16) combined with
(5.15). The true conduction electrons spin polarization is obtained from conservation of angular
momentum as already explained in chapter 3. We give again the corresponding equation with

the notations of this chapter, for completeness:

ds* ds
a TVl Ty

dSz 5 (t) — 3(1)

€

dt Te

-1 -x)

(5.21)

*The expression we give is slightly different than the one found in references 92,233,234 but agrees with the

one found in 93.
"We follow the convention introduced at the beginning of this thesis where the trace of the density matrix is

not necessarily one.
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J - is now a spin polarization current instead of an angular momentum current. It is related to the
spin current density j+—j, via the electric charge j+—j; = —eJg:/V,; with V,; the average atomic
volume®. In the case of diffusive transport, it is then obtained from equation (3.26a). The direct
localized spin-lattice interaction is neglected although it might be significant when gadolinium is
substituted by terbium'°®. The conduction spin-lattice relaxation originates from any kind of spin
dependent interaction involving conduction electrons as discussed for ultrafast demagnetization.
However, this particular form with a relaxation time is generally not correct. The 2TM must be
supplemented by a term —d E;/d¢ on the right hand side of equation (5.11a) in order to account
for the transfer of energy from the localized spins to the conduction electrons. The energy density
in the localized spin system is given by B, = A 457 /Va+(1—x)ApS%/Vp, with V,, the atomic
volume of atom v, as directly obtained from the Hamiltonian.

The magnetization dynamics is obtained as follow. First one must determine the equilibrium
values of S’f,, 5% and py, using equations (5.14) to (5.16) and the equilibrium density matrix for
the localized spin system as in chapter 3. The coupled equations to be solved for the dynamics are
equations (5.17) and (5.21). The transitions rates (5.19) require the knowledge of the exchange
splitting, chemical potential and electron temperature obtained via equations (5.15) and (5.20)
and with the 2TM respectively. The value of 5;, is obtained from equation (5.16) and 9 is usually
neglected. We note that the localized spins are never assumed to be in equilibrium with the
conduction electrons bath during the dynamics contrary to stochastic LLG. Equilibrium of the
localized spins is satisfied when dp?,/dt = 0 which is obviously not always the case from
equation (5.17). It can be shown that when dp?, /dt = 0, the localized spin density matrix is

22,73

given by the standard equilibrium density matrix='~, as it should.

Romain Billet has implemented the first version of Gridnev’s model”

under our supervi-
sion. Compared to the model presented here, it considers a simple biexponential evolution of
the electron temperature 7 (t) = To + AT (1 — exp(—t/70)) exp(—t/7r) where T} is the initial
temperature, which increases by AT, in a characteristic time 7y and relaxes with a characteristic
time 7. We use the same parameters as Gridnev®*’
Kelvins, Cy = 0.5 ps™!, Cp = 5 ps~!, 7o = 100 fs, AT, = 1578 Kelvins and 7, = 1 ps. The

spin of gadolinium is three while the one of the transition metals is one. The localized spin

, except for an initial temperature of 300

polarizations are displayed as a function of temperature for x = 0.4 in figure 5.8. One can ob-

291

serve the usual type of curves for RE-TM ferrimagnets™'. Note however that we did not plot the

contributions of conduction electrons. Considering these conduction electrons leads to various

*Note that the spin current density defined like this is not a current density of angular momentum. The current

density of angular momentum is hJ ;= /V,;.
"The value of the density of state is given in reference 233.
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Spin Polarization
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Figure 5.8: Spin polarization as a function of temperature for a GdFeCo alloy with a concentration x =

0.4.

compensation points as discussed in reference 234. In figure 5.9, we plot the dynamics for vari-

ous spin polarizations in the absence of spin-lattice relaxation and with a spin-lattice relaxation

time of 0.1 ps. Without spin-lattice relaxation, the total spin polarization 3* +2.5% + (1 —)S% is

conserved, as expected. In this case, both sublattice polarizations reverse, which is not always the

case without spin-lattice relaxation, especially above the compensation temperature (the com-

pensation temperature is here around 340 Kelvins). However, both sublattice cannot reach their

equilibrium spin polarization, in order to conserve angular momentum. We notice that indeed

T, =00 1, =100 fs
0,5 XSZA J §° .
— (187, XS, +(1-X)S7 +s*
S XS?,+H(1-X)S%,
©
N
‘_g 0,0
e —=
c
a / X
’ / &
-0,5 i 4
0 2 4 6 8 0 2 4 6 8 10
Time (ps) Time (ps)

Figure 5.9: Spin polarization dynamics for a GdFeCo alloy with a concentration z = 0.4 and an initial

temperature of 300K. Different spin polarizations are plotted as indicated by the legend.
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the change of conduction electrons spin polarization is small compared to the change of local-
ized spin polarization. When spin-lattice relaxation is allowed, the dynamics at short timescale
(i.e. before the characteristic spin-lattice relaxation time) is almost identical to the case without
it. However on a longer timescale, angular momentum will be lost to the lattice such that both
sublattices may retrieve their equilibrium magnetization. In this case, the total spin polarization
crosses zero at around 18 ps.

The quantity of interest that gives the generated spin accumulation by such a magnetic layer

in ferrimagnetic/normal metal structures, as observed by Choi and Min'”

, is the spin generation
rate — (5% + (1 — 2)S%). This is seen from equation (5.21). We will see below that under
certain assumptions regarding the transport equation (5.21), the generated spin accumulation is
proportional to the spin generation rate. We plot these spin generation rates for various alloy

concentrations in figure 5.10. We can see a general trend as in figure 3.4 (b) where there is first

2,0

1,5

1,0

_dS7/dt (a.u.)

0,5

0,0

0,0 0,5 1,0 1,5 2,0
Time (ps)

Figure 5.10: Spin generation rate in GdFeCo as predicted from Gridnev’s model®” for various concentra-
tions = of gadolinium. The parameters are the same as in figure 5.9 except that we chose 7, = 10 fs for

illustration purposes.

a positive peak followed later by a negative contribution. The negative peak is however absent
for concentrations below 0.25*. We also observe that the first peak decreases in amplitude as the
gadolinium concentration increases. The increase in the second peak amplitude is much less pro-
nounced. One should be aware however that the actual measured spin accumulation will depend

on spin transport. The model also shows that the details of the electron temperature dynam-

*There are in general other peaks at longer timescales due to a magnetization recovery or reversal. They happen

at around 4 ps for our choice of parameters as may be seen from figure 5.9.
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ics are important”’>?*23* We argue that without any method to model such amorphous alloys
without ab initio techniques, there exists no better general approach to model spin transport and

dynamics in metallic heterostructures containing ferrimagnets.

5.4 Ultrafast magnetization dynamics of magnetic het-

erostructures in a s-d model

We now consider the simpler problem of ferromagnets. It is obtained directly from the the-
ory for ferrimagnetic materials. We note that our approach is then slightly different from the

approach of Beens et al.”

where ferromagnetic order is assumed to arise from a Weiss model
separated from the s-d Hamiltonian while in our case it is solely due to this Hamiltonian. There
is no need to distinguish sublattices anymore but one still needs to discriminate the average con-
duction electrons spin polarization 57 at a lattice site 7 (identical for all lattice sites) from its
spatially averaged value s*. 57 is related to the localized spin polarization by an electronic spin
susceptibility as above:

57 = xS” (5.22)

This equation is valid at all times, following what has been done for ferrimagnets. Atequilibrium
however, 57 = 5*. The exchange splitting may be related to the Curie temperature of the sample
via 3S%kpTy = J52S(S + 1). This gives x = 3kTc/(JS(S + 1)). Out of equilibrium, the
instantaneous equilibrium (spatially averaged) conduction electron spin polarization is given by
equation (5.22) as 57. 5* on the other hand is given by equation (5.21). This equation may be
expanded in the ferromagnetic case. In order to do so, we introduce the normalized magnetiza-
tion m = —S7/S and note that the conduction electron exchange splitting is —.JS*. Here, we

do not want to neglect  as in Gridnev’s model®?. It is then given by:
§=—J(S* - 5%) (5.23)

Where SZ, is the instantaneous equilibrium value of the localized spin obtained by solving equa-
tion (5.14) for ferromagnets or equivalently (3.7). Combining equations (5.20) and (5.21), we
then find:

dApg  dm (S dm;e V-Je-  Ap m — Mie
= Z(1 — — — _— 5.24
” " (D( +X)+JS) JS + JS (5.24)

dt D Te Te

Where m;, = —S% /S and D = DD, /(D;+ D,). We note that we do not have exactly the same

equation than Beens et al.”® because we have additional terms on the right hand side that depend
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on m;. (the second and last terms). We believe this is due to the fact that they do not consider
the longitudinal terms of the s-d Hamiltonian explicitly. Without these additional terms and for
X =~ 1, we retrieve the same equation®. One usually focuses on the case where S = 1/2 in
ferromagnets. This does not affect equation (5.24) much but the dynamics of the localized spin

is now given by a single equation. A little algebra using the equations of the previous section

immediately gives the same equation as the one obtained by Beens et al.”:
dm 1 Ap 2mkpTec — Ap
—_— == — 1— th 5.25
a7 (m ZkBTC> { meo ( ke (5:23)

Where 1/7 = 2kpTcC with C' given in appendix A. Equations (5.24) and (5.25) together
with a 2TM (with electron-spin coupling) and the instantaneous equilibrium equation m;, =
tanh(m;. T /T.)" for the localized spin provide the full description of the spin transport and
dynamics in any heterostructure with spin 1/2 ferromagnets. However, one needs an additional
model for Jg-. If the system also contains ferrimagnetic layers, one needs to use the equations
of the previous section. The total spin polarization in a ferromagnetic layer is given by S* + 3.

The corresponding total normalized magnetization is given by:

JI_)mie + 2EA[L
1+x+JD

(5.26)

Mt = M —

When one neglects J and take x = 1 in this expression and in equation (5.24), the total magneti-
zation is given by m, = m — DAy and is conserved. This is the assumption made by Beens et
al.”® and we will also make it from now on. We note that this model does not consider exchange
interaction in real space and thus cannot describe systems with gradients of magnetization. This
is an issue because the 2TM generates temperature gradient. In the magnetization reversal case
that we will study in chapter 8, this can lead to unphysical results where only half of a magnetic
layer has reversed its magnetization. Correcting this issue would require considering a layered
magnetic system such as in reference 242.

The general theory presented in this chapter is applied in three different cases where we

always consider GdFeCo/Cu/Ferromagnet(F) spin valves:

1. in section 7.1, we used the standard TMM together with the 2TM with heat diffusion
as an input for the original microscopic three temperature model (m3TM)'"”. Only de-

magnetization of the ferromagnetic layer is then considered. The parameters used for the

*Note that in our case, there is a minus sign in front of the s-d Hamiltonian which explains the sign difference

between p = D~! — .J/2 in Beens et al.”® compared to p = D~1(1 + x)/2 + J/2 in our case.
"Note that in our derivation, m;. is defined when Ayp = 0 such that it is always given by m;, =

tanh((2m;.kpTe — Ap)/(2kpT:)) together with the constraint the the spin accumulation must be zero.
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demagnetization rate in this model are the same as the ones used in reference 187. These

calculations were made in collaboration with Junta Igarashi from Tohoku University.

2. in section 7.4, we present simulations that have been performed by Maarten Beens from
Eindhoven University of Technology in the context of a collaboration. It includes a 2TM

192

without heat diffusion, Gridnev’s model”™ of ferrimagnetic layers with the corrected ex-

pression for transition rates and Beens et al. model”

of ferromagnets. Only the three
layers GdFeCo, Cu and F are considered and light absorption in each layer was taken as
a parameter. Spin transport is only modeled in the copper spacer layer and is assumed to
be diffusive as the spacer layer is rather thick (> 20 nm). We note that this might actually

not be the case in our samples.

3. in section 8.2, we used our theory of laser pulse absorption together with the 2TM and
equation (5.25). Only the magnetization dynamics of the F layer was modeled. The spin
accumulation was obtained from the magnetization dynamics of GdFeCo measured in
reference 9 and is assumed to be instantly transferred to the F layer. Neglecting J and
assuming that the spin polarization current term of equation (5.24) can be written as Ay /7’

1157

for some characteristic time 7''°’, we get:

TV dM L dAp

P Dup dt Tt

(5.27)

Where 1/7. = 1/7'+1/75 and M is the total magnetization of GdFeCo. Replacing Ay in
the right hand side of this equation by the entire right hand side, one sees that 7/dAu/dt
is a much smaller term than 7/V,,/(Dug)dM/dt, provided that 7/ is much smaller than

the characteristic magnetization dynamics time'”’

. In our simulations, we use 7. ~ 35
fs* (Choi and Min use 10 fs'’%) which is to be compared with the smallest timescale for
GdFeCo dynamics (100 fs for the TM ultrafast demagnetization”). In this case we then

used:
. 7‘; Vat dM

This equation also allows to qualitatively reproduce the spin accumulation measured by

(5.28)

Choi and Min'”” as shown in chapter 8. This model does not conserve angular momentum
because of the constraint (5.28). It also neglects the spin accumulation generated by the F

layer itself.

*The fact that this coincides with the laser pulse duration we use most of the time in this thesis is a coincidence.
In fact when this model was applied, the laser pulse duration was around 100 fs for the experiments and set exactly

to 100 fs for the modeling.

106



5.5. CONCLUSION

In all the 2TM models used, the exchange of energy between electrons and localized spins is
neglected. This is experimentally justified for ferromagnetic systems subjected to a spin current

in chapter 8.

5.5 Conclusion

In this chapter, we introduced the models that will be used in this thesis. First, we introduced
our own theory of laser pulse absorption. This theory aims at generalizing the standard TMM.
We showed how such an approach of calculating energy absorption from light for applications
in models that sharply separate the energy from light and matter is devoted of physical sense
in general. Still, it allows us to take chromatic dispersion into account as well as dynamical
absorption gradients which may play a role in multilayered system when considering effects
that happen at the femtosecond or subfemtosecond timescale such as charge transport. Then,
we quickly presented the 2TM that we use and its numerical implementation. Afterwards, we
presented Gridnev’s model of AO-HIS?>%%%23* which will be used on several occasions in this
thesis. Finally, we rederived Beens et al. model of ultrafast demagnetization of ferromagnets
as a particular case of Gridnev’s model. Considering dynamical exchange splitting explicitly,
we arrived at a generalized equation for the dynamics of the spin accumulation in ferromagnetic

systems for any value of the localized spin.
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Chapter 6

Single laser pulse induced magnetization
reversal of GdFeCo/Cu/GdFeCo spin

valves

In this chapter, we focus on GdFeCo/Cu/GdFeCo spin valve structures where the gadolinium
concentration x of the alloy is chosen to be far from the GdFeCo compensation composition
Teomp- First we look at the behavior of single GdFeCo layers under the application of an external
magnetic field or a single laser pulse. We worked with x = 20.2% and = = 30.4% (abbreviated
to 20% and 30% respectively). Then, we put both layers in the same sample but separated by a
copper layer of various thicknesses. We first study the static magnetic properties of these samples
and explain the indirect exchange coupling between both magnetic layers in terms of RKKY and
the equilibrium theory of GdFeCo presented in the previous chapter (equations (5.14) to (5.16)).
Finally we study the effect of single laser pulses irradiation on these spin valves. In all this
chapter, the laser pulse duration is 35 fs. We interpret our results through the generation of a

spin current by both magnetic layers which can cross the thin copper layers that we use.
6.1 Single layers

The samples with a single layer of GdFeCo that we studied were Glass / Ta(5) / Cu(5) /
Gd,FeCo(5) / Cu(5) / Pt(5). We first consider the case z = 20% presented in figure 6.1. The

hysteresis loop confirms the presence of PMA even for such a low value of « and its sign (positive
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Figure 6.1: Behavior of the single layer structure with x = 20% under the application of an external
magnetic field (top) and two consecutive laser pulses with an energy of 0.34 uJ and a duration of 35 fs
(bottom). M+ and M- correspond to a positive and negative MOKE contrast respectively. The scale bar

is 20 um long and the pulse energy is 0.34 uJ.

Kerr rotation at high positive fields) is in agreement with the fact that the sublattice that domi-
nates the total magnetization is the TM sublattice (the GdFeCo layer is said to be TM dominant).
In the drawing on the left of figure 6.1, we represent the gadolinium sublattice magnetization
by a green color while the black color always represents magnetization that originates from TM
sublattices. Open arrows denote TM dominant layer while solid arrows, as in figure 6.2, de-
note a RE dominant layer. This is the convention used throughout the rest of this thesis. The
microscope MOKE images obtained after single laser pulse irradiation (35 fs duration with a
pulse energy of 0.34 uJ) show that for this alloy concentration x, there is no AO-HIS, similarly
to the case with z = 33% shown in figure 4.8. This is consistent with the results of reference
236 even though our value of Zcomp is around 27% against 26% in reference 236. This differ-
ence is attributed to the different interfaces of the GdFeCo layer in both works. In our work, the
GdFeCo layers are sandwiched between two copper layers (unless otherwise mentioned) while
in reference 236 one interface is with copper while the other one is with tantalum. In the case of
x = 30%, presented in figure 6.2, the magnetization is dominated by the gadolinium sublattice
(the GdFeCo layer is said to be Gd or RE dominant) as seen by the fact that the hysteresis loop
is inverted, and the sample exhibits AO-HIS with a threshold fluence around 1 mJ/cm?. We note
that the coercive fields we obtain are rather small (around 2 mT) because of the extreme alloy

compositions that we use>**>°>. Thus, coercive fields are susceptible to have noticeable relative
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Figure 6.2: Behavior of the single layer structure with z = 30% under the application of an external
magnetic field (top) and two consecutive laser pulses with an energy of 0.2 pJ and a duration of 35 fs
(bottom). M+ and M- correspond to a positive and negative total magnetization respectively. The scale

bar is 20 um long and the pulse energy is 0.2 uJ.

variations from sample to sample. The hysteresis loops are also very sensitive to the history of
the sample i.e. whether or not the sample is truly saturated. This is an issue because the coercive
fields of both layers are similar. Then it is difficult to completely reverse the magnetization of

only one layer using an external magnetic field.

6.2 Equilibrium properties of bilayers

We now move on to the study of Glass / Ta(5) / Cu(5) / Gd,FeCo(5) / Cu(t) / Gd, FeCo(5)
/ Cu(5) / (Pt or Ta)(5) spin valve structures. In the next section, we will study the influence
of the capping layer (platinum or tantalum) and the position of the GdFeCo layers, i.e. either
r = 20% and y = 30% or x = 30% and y = 20%. This does not affect the equilibrium
magnetic properties of the samples for the considered copper thicknesses ¢ which are below 10
nm. Indeed, we observed that for ¢ > 60 nm, the copper layer starts to become rough™ and this
can affect the magnetic properties of the layer that is directly deposited on this spacer. Then, in
this section, we focus on Glass / Ta(5) / Cu(5) / Gdyg,FeCo(5) / Cu(t) / GdsgFeCo(5) / Cu(s5) /
Pt(5) samples with t =0, 2, 3, 4, 6 and 10 nm. The hysteresis loop of the sample with ¢ = 0 nm

*This was observed by Michel Hehn via atomic force microscopy measurements
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is a standard hysteresis loop for a TM dominant GdFeCo. The coercive field is rather large for
this material®>*®, around 80 mT, as for single GdFeCo layers with a composition close t0 Zcomp-
The samples with other thicknesses exhibit more complex behaviors. We show that in figure 6.3.

The hysteresis loops for ¢ =4 and 10 nm are not shown and are almost identical to the hysteresis
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Figure 6.3: Hysteresis loop measurements of the GdFeCo/Cu(t)/GdFeCo samples with ¢ = (a) 2 nm, (b)
3 nm and (c) 6 nm. The light blue lines indicate minor hysteresis loop measurements. The black and light
blue arrows indicate the sens of variation of the external magnetic field. The red arrows in figures (a) and
(b) as well as the red bar in figure (c) show the exchange bias field pyHex in the spin valve structures. These
measurements were performed with the cw laser coming from the (top) sample side. Figure (d) shows
the exchange bias field as a function of all copper thickness ¢ except for ¢ = 0 nm where this quantity
cannot be measured. The light blue solid line is a fit using the function F’, defined in the RKKY exchange

parameter (3.10), plus a constant.

loop for ¢ = 6 nm*. When the sample is saturated, one sees that the Kerr rotation signal is rather

*The coercive of both layers are closer to each other in these samples which makes the measurement of the

minor loops very difficult.
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small. This is because one layer, with z = 30%), is RE dominant while the other is TM dominant,
and because MOKE for a laser wavelength of 800 nm is only sensitive to the TM sublattice of
GdFeCo'”'. Then when one layer reverses its magnetization and that the magnetizations of the
TM sublattices of each layer are parallel, the Kerr rotation signal is much higher. When the spin
valve is in this magnetic configuration we say that it is in a parallel (P) configuration. When both
TM sublattices magnetizations are antiparallel we say that the spin valve is in an antiparallel (AP)
configuration. We call such configurations positive (+) if the layer that does not exhibit AO-HIS
has its TM sublattice magnetization pointing along the positive field direction (up in all figures)
and we call it negative (-) otherwise. These configurations and definitions are summarized in
figure 6.4.

For ¢ = 2 nm, there is a strong indirect exchange coupling between both layers. The hys-
teresis loop of the GdFeCo layer with x = 20% is centered at 0 mT while the hysteresis loops
(which are minor loops) corresponding to the GdFeCo layer with = 30% are shifted by an
exchange bias field of around 6 mT. This field is higher than the sum of the coercive field of
both magnetic layers, resulting in three well separated loops. For ¢ = 3 nm, the exchange bias
field is smaller than the sum of both coercive fields and the hysteresis loops overlap. This means
that a measurement of the minor hysteresis loops requires three different sets of measurements,
one where both layers are reversed when the magnetic field is changing and two where only
one layer reverses its magnetic field. The minor hysteresis loops measurements are shown in
light blue in figure 6.3. In these measurements, after reversing one magnetic layer, the magnetic
field needs to be increased even further (without reversing the other layer) such that the reversed
magnetization is completely saturated, otherwise the hysteresis loop will not be symmetric. This
happens if a small magnetic domain still remains. It suppresses the requirement that the external
magnetic field be higher than the nucleation field of the magnetic layer. This is what happens for
t = 6 nm where one can clearly see that the change of Kerr rotation in the minor hysteresis loop
measurements is progressive while in the major hysteresis loop measurements, such variations
are much sharper. We believe this is the cause for the small exchange bias field that we observe
(around 0.2 mT for all layers with ¢ > 4 nm). No indirect exchange coupling is expected for cop-

per thicknesses larger than 10 nm?>*

. We note that the relative amplitude of these loops depends
on the absorption profile of the laser used for the MOKE measurement. In particular, copper is
known have a high reflectivity'®”-?*°. Because we probe magnetization from the top side of the
sample (the © = 30% side) the Kerr rotation signal of the layer with x = 20% tends to decrease,

with respect to the one of the layer with z = 30%, as the copper thicknesses increases.

We believe this indirect exchange coupling is due to a RKKY type of indirect exchange as
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Figure 6.4: Summary of the four possible magnetic configurations in our spin valve structures with their

corresponding designation (P+, AP+, AP- and P-).

observed in Co/Cu multilayers®”. We fitted the measured exchange bias field as a function of the
copper spacer thickness using the function F', defined in the RKKY exchange parameter (3.10).
A small offset is added to this fit in order to take into account the very small exchange bias field
measured for ¢ > 4 nm. This offset is found to be 0.27 mT. The period of the RKKY oscillations
are found to be around 1.28 nm which agrees well with the 1.2 nm reported in reference®”*. We
note however that we do not have enough points to provide any relevant conclusion regarding this
fit. Nevertheless, we do not know any other mechanism that can explain such indirect exchange
coupling for thin films™.

One is however confronted to the issue that the peak observed around ¢ = 2 nm in Co/Cu
multilayers corresponds to an antiferromagnetic coupling between the cobalt magnetic moments
of different cobalt layers, while in our case, it corresponds to a ferromagnetic coupling (parallel
alignment). This is an issue because it is usually believed that the RKKY coupling is dictated by
the TM atoms. Indeed, the 3d electrons of these atoms (carrying most of the magnetic moment)
are much less localized than the 4f electrons of gadolinium (carrying most of the magnetic mo-
ment of this atom). We will however hypothesize that this is not the case. The reason, which
is central in all the works presented in this thesis, is that the gadolinium atoms can also be very
efficient at polarizing the conduction electrons. We note in this sense that the theory of RKKY?!
and the theory of AO-HIS?*%3%2% presented in the previous chapter are both based on the same

Hamiltonian. The difference resides in the fact that in the theory of RKKY, one performs a time

*We note that the form of the RKKY exchange parameter given in equation (3.10) relies on the assumption that
the electrons can be modeled as free electrons with an effective mass®'. Thus the function F' may not be the most
suitable function to understand indirect exchange coupling in general. For noble metals such as copper, this seems

however to be a reasonable approximation'”>.
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independent perturbation theory to second order to determine the x,, parameters while in the
theory of GdFeCo presented in chapter 5 it is essentially time dependent perturbation theory to
first order that is applied and the x,, are taken as parameters. In both theories, the spin po-
larization is determined by the exchange coupling parameters and the spin of the atom. While
the exchange coupling of gadolinium with conduction electrons may be estimated to be about
three’*! to ten’>??’ times smaller than the coupling for TM atoms, the spin of the gadolinium
atoms is about four times larger than the spin of TM atoms’. Thus, it is possible that gadolinium
could dominate the polarization of the conduction electrons and then the antiferromagnetic cou-
pling would be between the TM sublattice of the TM dominant layer and the RE sublattice of the
RE dominant layer. We show that gadolinium may dominantly polarize the conduction electrons
in figure 6.5 where we simulated the spin polarization of the conduction electrons as a function
of temperature and for three different alloy concentrations using the theory of chapter 5 with

identical parameters. We can clearly see that there may exist a compensation temperature (or a
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Figure 6.5: Conduction electrons spin polarization as a function of temperature for three different alloy

concentrations x. A positive spin polarization means that the conduction electrons are mainly polarized

by the TM sublattice while a negative polarization means that they are mainly polarized by the RE. Note

that the spin polarization vanishes at the Curie temperature and that the Curie temperature depends on

the alloy composition.

compensation composition) below (above) which the conduction electrons spin polarization can
be dominated by the RE sublattice. It does not have to be equal to the magnetic compensation
temperature. We believe that this hypothesis is further supported by the other results shown in

this thesis.
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6.3 Effect of a single laser pulse on bilayer structures

We now look at the results of sending single laser pulses on such heterostructures with
MOKE microscopy. It is a priori expected that the layer with x = 30% should still exhibit
AO-HIS but the behavior of the TM dominant layer may be influenced by non local effects such
as spin currents generated in the RE dominant layer, stray fields and indirect exchange interac-
tion. Moreover, spin currents can be due to ultrafast demagnetization of a magnetic layer or
SDSE'®’. We will argue that magnetization reversal of the layer with = 20% happens and is
due to spin currents generated by the ultrafast demagnetization of the RE dominant layer while
the other effects may play minor roles which do not explain the reversal by themselves. In all this
section, laser pulse irradiation is performed from the substrate side except otherwise mentioned.

MOKE microscopy is always performed on the other side (the sample side).

Magnetization reversal due to ultrafast spin currents

The cases with ¢ = 0 nm and 2 nm are not very interesting because they exhibit AO-HIS
just as single layers. This is understood because of the strong couplings between both magnetic
layers®*®. The case with ¢ = 3 nm and 4 nm are more interesting. Microscopy images obtained
after exciting these samples with different number of pulses are shown in figure 6.6. We focus on

what happens at the center of each image first. In both cases, the magnetic configuration changes

Initial State Pulse 3 Pulse 4
t=3nm
Initial State Pulse 4
0.13 ud e "'—
t=4nm

Figure 6.6: Results of sending single laser pulses on the GdFeCo/Cu(t)/GdFeCo spin valve structures for
t = 3 nm and 4 nm. The magnetic configurations correspond to what is shown in figure 6.4. The scale
bar is 20 um long, the pulse energy is indicated in each case and the pulse duration is 35 fs. The almost

grey color for ¢ = 4 nm corresponds to a very small MOKE signal in this case for the AP+ configuration.
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from AP+ to P+ after the first pulse. This corresponds to the reversal of the RE dominant layer
which exhibits AO-HIS. After subsequent pulses, the magnetic configurations alternates between
the P+ and the P- configuration, corresponding to a magnetization reversal of both layers. We
hypothesize that this is due to a spin current generated by the ultrafast demagnetization of the
RE dominant layer whose polarization would be mostly determined by the gadolinium sublattice
as observed by Choi and Min'”’. This spin current would mostly interact with the TM sublattice
of the TM dominant layer. This would explain why the TM dominant layer does not reverse its
magnetization after the first pulse because the RE sublattice of the RE dominant layer is initially
parallel to the TM sublattice of the TM dominant layer. After the first pulse however, they
become antiparallel to each other which permits the magnetization reversal. We want to show
that it is this mechanism which is happening. In the context of the theory presented in chapters 3
and 5, this mechanism is summarized in figure 6.7 where the main angular momentum transport

channel is highlighted by the purple arrow. The spin current coming from the TM sublattice

[ .%FeCo
LA

Gd

Lattice

Figure 6.7: Representation of the transfer of angular momentum and energy in the GdFeCo/Cu/GdFeCo
bilayer structures similar to figure 3.8. The main angular momentum transport channel we are supporting

as the cause of the reversal of the TM dominant layer is highlighted by the purple arrow.

(the first positive peak from Choi and Min results'’”’) is assumed to have a small effect because
its amplitude is smaller and it arrives before in time. This will be further studied in the next

chapters.
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We now look at what is happening in the outer region of each image. Because of the gaussian
profile of the beam, the sample receives less energy when moving away from the center. For
t = 4 nm, nothing happens while for { = 3 nm, the magnetic domain that is generated after
the first pulse is quickly expanding. This is attributed to the rather strong indirect exchange
coupling in this case which favors a ferromagnetic coupling between TM sublattices as discussed
in the previous section. A ring having an AP- configuration also appears and does not change
after subsequent pulses. The fact that the same magnetization reversal behavior happens in the
center of the image, independently of the indirect coupling, shows that, for these thicknesses, the
RKKY coupling is not sufficient to explain the reversal of the TM dominant layer. In fact, similar
behaviors are observed for samples with £ = 4 nm and ¢ = 6 nm. The reason for the formation
of the AP- ring is discussed in more detail below for different structures and is also attributed to
the same spin current mechanism. Indeed, the RE dominant layer does not need to reverse its
magnetization to generate a spin current'’’. The spin generation rate is given by —dM /d¢*>!7°
which is higher in amplitude during the ultrafast demagnetization compared to the following
reversal’. However, for subsequent pulses, the RE sublattice of the RE dominant layer is no
longer antiparallel to the TM sublattice of the TM dominant layer and so no reversal can occur
with the energies sent on this annular region of the sample. Finally, we note that for all these
samples the threshold fluence for the reversal of the TM dominant layer, when starting from a P
configuration was around 2.25 mJ/cm? except for the layer with ¢ = 0 nm where it was around
1.48 mJ/cm?. The obtained threshold fluences for the RE dominant layer are not relevant as the
magnetization of the sample easily breaks into a multidomain state as the fluence is increased.
This makes the method presented in chapter 4 unreliable in practice. We will present a more

detailed analysis of the behavior of the RE dominant layer below for different samples.

Spin cooling and spin heating

We now look at the sample with ¢ = 10 nm. For this thickness, starting from an AP config-
uration, the same behavior as for the samples with smaller thicknesses is observed. However, a
first unexpected result is that the threshold fluence for the TM dominant layer reversal is around
1.54 mJ/cm? while we would expect it to be higher than for thinner copper spacer thicknesses.
We have not found any reasonable explanation for this behavior. The second unexpected result is
what happens when one sends a pulse starting from a P configuration. The comparison between
P+ and AP+ is shown in figure 6.8. We show results for an identical pulse energy of 0.25 pJ.
The AP- ring that appears when one starts from the P+ configuration is explained just as the AP-

ring for £ = 3 nm above. What is mostly interesting is the fact that while the RE dominant layer
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Figure 6.8: Results of sending single laser pulses on the GdFeCo/Cu(t)/GdFeCo spin valve structures for
t = 10 nm. The magnetic configurations correspond to what is shown in figure 6.4. The scale bar is 20

um long, the pulse energy is 0.25 pJ and the pulse duration is 35 fs.

reverses its magnetization together with the TM dominant layer in the center of the image when
one starts from a P configurations, there is only a multidomain state (not necessarily stable) that
appears from the AP configurations. This behavior is not observed for thinner copper spacers.
Multidomain states appear from a saturated state (without any magnetic domains) if one heats
up the sample locally such that the magnetization reaches almost zero. Then a gradient of mag-

netization appears meaning that the demagnetizing field may play a role**

and stray fields are
no longer zero (as it is for an infinite thin film). The demagnetizing field can generate magnetic
domains. If the irradiated area is small enough, around the characteristic domain size, a single
magnetic domain may be generated”?!:?*?. If the irradiated area is bigger than the characteristic
domain size, fluctuations of the magnetization around zero in the center of the irradiated area
will lead to a random magnetic pattern. In our samples, the characteristic domain size is difficult
to determine experimentally because small domains are not stable. However we get stable mag-
netic domains smaller than 10 um when irradiating the sample at high fluence, inevitably leading
to a multidomain state. So we believe that the formation of any magnetic domain greater than
10 pm cannot be explained by the demagnetizing field. The stray field generated by magnetic
domains in one layer could also explain the generation of magnetic domain in the other layer.
However, we believe this cannot be the reason for the observed successive reversal in the center
of the beam spot for a P+ initial configuration for two reasons: (i) we show below results for

another sample with a thinner copper spacer where the annular domain pattern shown in figure
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6.8, corresponding to the same magnetic behavior, is also present but for a much wider range of
fluence (from around 3 to at least 9 mJ/cm? corresponding to domain sizes from around 25 to 65
um); because stray fields are stronger close to domain edges we would expect that the magnetic
behavior should be strongly affected by the size of the generated domains; we observe quite the
opposite where the domain size depends only on the deposited energy as given by equation (4.3)
and the thickness of the AP- ring goes towards zero as the fluence increases™; (ii) One can see
that the magnetic domain at the center is not stable and disappears after several pulses; if this
domain was due to the stray field of the larger AP- ring domain, it should still permit the forma-
tion of a magnetic domain at the center no matter how many pulses have been sent; on the other
hand, while the system is in the AP- configuration, the RE sublattice of the RE dominant layer is
parallel to the TM sublattice of the TM dominant layer such that a spin current may in principle
hinder AO-HIS***. A direct proof that the observed magnetization reversals are not due to the
magnetic dipolar interaction is the fact that these reversals can happen in less than a picosecond
as shown in chapter 8 when the GdFeCo layer with = = 20% is replaced by a [Co/Pt] multilayer.

Thus, the behavior of the RE dominant layer is influenced by spin currents generated by the
TM dominant layer. This has already been observed for Gd/Co bilayers where the spin current
was generated by the ultrafast demagnetization of a Co/Ni multilayer’”*. In the latter case, the
spin current was found to either hinder or assist AO-HIS by modifying threshold fluences. This
is also something we describe below. However here the situation is much more stringent: the RE
dominant layer reverses its magnetization for an initial P configuration while it is demagnetized
(multidomain state) for an initial AP configuration. The spin current then generates a (full)
disorder in the magnetic layer in the AP case while it brings more order in the P case. In the
former case, we talk about spin heating (by a spin current) while in the latter we designates this
as spin cooling (by a spin current). This concept of heating and cooling is related to the notion
of spin temperature that is defined by disorder in the (localized) spin degree of freedom i.e. the
effective temperature that needs to be put in equation (3.7) such that M is equal to the observed
magnetization. Because the system is not necessarily at equilibrium, the spin temperature is not
always equal to the electron temperature. We will also observe spin cooling and spin heating in
the next chapters.

Another interesting point is that spin cooling of the RE dominant layer occurs in a P config-
uration when the RE sublattice of the RE dominant layer is antiparallel to the TM sublattice of

the TM layer. The angular momentum transport channel is then the one shown in figure (6.7)

1 E 1 E
*One can show that D/ = In ( ) ~ Dy/=In ( ) as £ — oo for any two threshold energies Fi
2 Eim 2 Eina

and Eyo. This explain why the thickness of the ring decreases as fluence increases.
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except that its direction is reversed. This means that the spin current of the TM layer acts on
the RE sublattice of the RE dominant layer. This is consistent with the equilibrium properties
of these samples that we reported in the previous section where it seemed that in the layer with
x = 30%, it is mostly the gadolinium sublattice that polarizes the conduction electrons. Another
way to see it is by considering the form of the s-d hamiltonian (5.13). The transverse term de-
pends on S;"s; and S; s;". The latter term explains the generation of conduction electron spin
polarization while the former describes absorption of spin polarization. This means that if the
s-d model is really suitable to describe the magnetization dynamics of GdFeCo, the gadolinium
sublattice should be as efficient to generate a spin current as to absorb one. Of course this will
also depend on the dynamics of the system because this efficiency depends on temperature and

spin populations as described by the transition rates in equation (5.19).

Finally, we note that we do not know the dynamics of this behavior and we did not make
time resolved measurements for such systems. Because this behavior is only observed with laser
irradiation through the substrate (see the next section on the impact of the capping layer), we
cannot eliminate generation of spin currents due to SDSE (i.e. due to temperature gradients that
are reversed when sending laser pulses from the other side of the sample) which can last for
several hundreds of picosecond'® and would thus generate a much slower dynamics than spin

currents generated by ultrafast demagnetization.

Impact of the capping layer

So far we only studied the effect of sending a laser pulse through the susbtrate of the sample.
The reason is that when one sends a pulse directly on the sample, a completely different behav-
ior is observed. In particular, the RE dominant layer does not exhibit AO-HIS anymore. After
a single pulse of light, the magnetic configuration will always change to a P configuration by
reversing the magnetization of the RE dominant layer if the initial magnetic configuration is AP,
but the magnetic configuration does not change anymore as long as it becomes P. This cannot be
explained by some kind of magnetic coupling between both layers. Indeed, we compared the re-
sults of sending single laser pulses from the sample side on Glass / Ta(5) / Cu(5) / Gdygy, FeCo(5)
/ Cu(10) / GdzpFeCo(5) / Cu(5) / Pt(5) and Glass / Ta(5) / Cu(5) / Gdygy,FeCo(5) / Cu(10) /
GdsoFeCo(5) / Cu(5) / Ta(5). That way, we could retrieve the AO-HIS of the RE dominant
layer as shown in figure 6.9. We believe the reason for this difference of behavior is that in both
samples, the heating is different due to a different generation of hot electrons. Indeed, 5 nm of
platinum is quite close to the optimum (7 nm) found by Bergeard et al.>*> to induce a larger ul-

trafast demagnetization thanks to hot electrons. AO-HIS is a thermal driven process so one may
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Initial State Pulse 1 _ Pulse 2
Gd
-(30%) n o

Initial State Pulse 1 Pulse 2

Ta capping AP+ P+
FeCo

Figure 6.9: Results of sending single laser pulses on the GdFeCo/Cu(10)/GdFeCo spin valve structures

(20)

with a Pt (0.32 pJ pulse energy) and Ta (0.50 uJ pulse energy) capping. The magnetic configurations
correspond to what is shown in figure 6.4. The scale bar is 20 um long and the pulse duration is 35 fs.
The red cone indicates on which side MOKE microscopy is performed and the wiggly arrow indicates on

which side we send single laser pulses.

believe that this process will be sensitive to the details of the heating dynamics, which seems to
be a feature of Gridnev’s model>***. We also note that the P configuration is not the one favored
by the angular momentum transport channel that we highlighted in the previous part so we do
not have any simple argument for this behavior and conclude that it must be a combination of a
specific heating dynamics together with spin transport.

We found that inverting the order of the magnetic layers with a structure such as Glass / Ta(5)
/ Cu(5) / Gdzpy, FeCo(5) / Cu(4) / Gdygy FeCo(5) / Cu(5) / Pt(5) solves this issue. In the case of
the latter sample, that we will use in the next section, the same behavior is observed no matter
if the laser pulse is sent through the substrate or directly from the sample side. Thus in this
case, we can discard SDSE as a possible effect to explain the magnetization reversal of the TM

dominant layer.

Alloy concentration dependence

We now finish this chapter by studying the impact of the alloy concentration of the RE dom-
inant layer. To do so, we studied two samples: Glass / Ta(5) / Cu(5) / GdgyFeCo(5) / Cu(4) /
Gdyg,FeCo(5) / Cu(5) / Pt(5) and Glass / Ta(5) / Cu(5) / Gdyg, FeCo(5) / Cu(4) / Gdar 39, FeCo(5)
/ Cu(5) / Pt(5) where both Gdsgy,FeCo(5) and Gdy; 30,FeCo(5) (we now abbreviate 27.3% to
27%) exhibit AO-HIS. The magnetic layer with 2 = 27% has a composition that is very close to

*This has also been observed by Maarten Beens when he made the simulations that we present in chapter 7.
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the compensation composition. Its threshold fluence for AO-HIS when itis in a single layer Glass
/ Ta(5) / Cu(5) / Gdy7 59,FeCo(5) / Cu(5) / Ta(5) by itself is around 0.5 mJ/cm? ( 0.59 mJ/cm?
when irradiating from the sample side and 0.46 mJ/cm? when irradiating from the substrate side)
which is the lowest threshold fluence for AO-HIS we are aware of (the smallest reported value
we are aware of is 0.76 mJ/cm?>%").

Results of sending single laser pulses on these two samples are shown in figure 6.10. In all
cases, in the center of the image, both magnetic layers reverse their magnetization as already
shown several times. Our interpretation with spin currents is still consistent with these results.
Something more interesting happens on the outer region. There, in the case where x = 30%
for the RE dominant layer, only the TM dominant layer reverses its magnetization while when
x = 27% only the RE dominant layer reverses its magnetization. The interpretation goes as

follows: we know from Choi and Min results'”’

as well as from Gridnev’s model (see figure 5.10)
that when one increases the gadolinium content in one magnetic layer, more spin current will be
generated from gadolinium and this contributes to the second negative peak, which is assumed
to drive the magnetization reversal. Moreover, no magnetization reversal of the GdFeCo layer
is required to generate the spin current. Thus, in the x = 30% case, we have a higher threshold
fluence for the RE dominant layer reversal and possibly more spin current while in the z = 27%
case, we combine the effect of a lower threshold fluence for the RE dominant layer reversal with
less spin current. For these samples, we believe that the most important factor is the threshold
fluence of the RE dominant layer but still it shows that a spin current generated by ultrafast
demagnetization is sufficent to induce magnetization reversal in another magnetic layer. In order
to get more insight, we plot the magnetic domains diameters as a function of pulse energy. This

is shown in figure 6.11. The corresponding threshold fluences are gathered in table 6.1. We

Threshold Fluences (mJ/cm?)

X RE dominant (P) RE dominant (AP) TM dominant (P) TM dominant (AP)
30% 3,02 + 0,12 3,33+ 0,12 2,14 + 0,09 -
27% 1,40 £ 0,03 1,17 + 0,02 1,84 £+ 0,03 1,82 £ 0,03

Table 6.1: Table for the threshold fluences of each magnetic layer in each sample for both RE dominant
layer composition z. For x = 27%, the threshold fluence for the TM dominant layer after the second

pulse in the AP configuration is shown.

see that the threshold fluence for the reversal of the TM dominant layer is slightly smaller for
x = 27%. We hypothesize that the trend might be opposite is one uses z ~ 33% instead of

30% because the spin current while be further increased in amplitude and because we observe
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Figure 6.10: Results of sending single laser pulses on the GdFeCo/Cu(4)/GdFeCo spin valve structures

with an alloy concentration in the RE dominant layer being 30% ((a) and (b) with a pulse energy of 0.23
wl) and 27% ((c) and (d) with a pulse energy of 0.16 ). The initial magnetic configurations are P+ ((a)
and (c)) and AP- ((b) and (d)). The magnetic configurations correspond to what is shown in figure 6.4.
The scale bars are 20 um long and the pulse duration is 35 fs. The red cone indicates on which side MOKE

microscopy is performed and the wiggly arrow indicates on which side we send single laser pulses.

a smaller threshold fluence for this composition compared to x = 27% in the next chapter
where the TM dominant layer is replaced by a ferromagnet. However we did not perform such
measurements for the GdFeCo/Cu/GdFeCo structures. We checked that the reversal of the TM
dominant layer after the second pulse in the case = = 27%, with AP- as the initial configuration,

is identical to the case with P+ as the initial configuration, as it should if the reversal only depends
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Figure 6.11: Magnetic domain diameter as a function of the laser pulse energy for (a) the sample with
x = 30% and for (b) the sample with z = 27% starting from the P+ magnetic configuration. The colors
in the graph represent the colors of figure 6.10 except the green color which represents the difference
of magnetic domain size of the RE dominant layer between P+ and AP- initial configurations. Sketches
above the graphs summarize the change of magnetic configuration after a single laser pulse irradiation
starting from the initial configuration. The solid turquoise arrow represents the spin current going from
the RE dominant layer to the TM dominant layer (with spin polarization indicated by the black arrows)
and the open turquoise arrow represents the spin current going from the TM dominant layer to the RE
dominant layer. The laser beam diameter is around 87 um for x = 30% and around 83 um for x = 27%.

The pulse duration is 35 fs.

on the deposited energy. Indeed, one sees from figure 6.10 that before the reversal of the TM
dominant layer in the AP- initial configuration, a P- domain appears which could have an effect
on the magnetization reversal of the TM dominant layer. Because we do not see any difference
in the threshold fluences, this gives us another hint that stray fields do not play a role in the
magnetic reversals we observe.

We drew the (hypothesized) main angular momentum transport channel in figure 6.11 for the
reversal of the TM dominant layer (solid turquoise arrow). However, we also see a difference
of threshold fluence for the RE dominant layer in P and AP configurations. The corresponding
angular momentum transport channel is drawn as a solid turquoise arrow. In the case where
x = 30%, this difference corresponds to the fact that it is easier to reverse the RE dominant
layer starting from a P configuration as is visible from figure 6.10. This corresponds to the

same behavior that we observe for a copper thickness of 10 nm except that this time, it is still
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possible to reverse that magnetic layer for both initial configurations. This is then similar to the
work of reference 294 except that the spin current seem to interact mostly with the gadolinium
sublattice. The opposite behavior is observed for x = 27% where the magnetization reversal
of the RE dominant layer requires less energy when one starts from an AP configuration. This
would correspond with the fact that this time, there is mostly a transport of angular momentum
from the TM sublattice of the TM dominant layer towards the TM sublattice of the other layer

(represented as an open turquoise arrow).

6.4 Conclusion

This chapter focused on GdFeCo/Cu/GdFeCo layers where one ferimagnetic layer is RE
dominant and exhibits AO-HIS while the other is TM dominant and does not exhibit AO-HIS.
We showed how spin currents generated by the ultrafast demagnetization of the gadolinium sub-
lattice can permit magnetization reversal of the TM dominant layer. The possible role of dipolar
couplings and SDSE were discussed and discarded as a possible explanation for the observed be-
haviors. We showed that the gadolinium sublattice can be the major source or receiver of angular
momentum if the alloy composition is sufficiently high. This is consistent with the equilibrium

hysteresis loops of these samples and is understood in the context of Gridnev’s model®>

. Finally,
we also introduced the concept of spin cooling where spin currents only can determine whether
a magnetic sample is, for instance, demagnetized or not independently of the heat transport and

dynamics.
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Chapter 7

Single laser pulse induced magnetization
reversal of GdFeCo/Cu/Ferromagnet spin

valves

In the previous chapter, we studied the dynamics of GdFeCo bilayer spin valve structures
and saw that it is possible to reverse the magnetization of a GdFeCo layer using spin currents
while it is impossible to achieve such reversal without the presence of the spin current. That
system was rather complicated to understand and a model would require many parameters. We
simplify the system here by considering a ferromagnetic multilayer instead of the TM dominant
GdFeCo layer. A GdFeCo layer is still used to generate a spin current but the focus is mostly
on the behavior of the ferromagnetic multilayer in the presence of an ultrashort spin current.
That way, the ferromagnetic multilayer is modeled as a spin 1/2 system subjected to heat and
a spin accumulation. However, we still show some unexpected behaviors of the GdFeCo layer
but we now limit their interpretations as it should be understood that this material is much more

complex.

In a first part, we choose a standard GdFeCo layer with 2 = 23.3% and vary the properties
(Curie temperature and interfaces) of the ferromagnetic multilayer. That way, the spin current
generated by the ferrimagnetic layer is always the same and we study the role of heating and ul-
trafast demagnetization of the ferromagnetic multilayer on its ability to reverse its magnetization
upon a single laser pulse irradiation. Then, we also affect the spin current by changing the laser
pulse duration of the laser. Finally, we change the composition of the GdFeCo layer to play on

the generated spin current. Then we also modify the copper spacer thickness and show that we
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can still reverse the magnetization of the ferromagnetic multilayer for copper thicknesses up to
80 nm where direct light absorption is strongly reduced.

In all this chapter, the role of dipolar fields can be discarded to explain the magnetization
reversal of the ferromagnetic multilayer (except for the formation of multidomain states) via a
similar argumentation as what has been said in the previous chapter. See also the discussion in
reference 249. We also discard a possible role of the SDSE by repeating the same experiment
with laser irradiation on both sides of the sample in the third section. The final argument against
the possible role of these effects will be the measured magnetization dynamics of the ferromag-
netic multilayer which is shown to happen at the subpicosecond timescale. Such a fast reversal
cannot be explained by the SDSE which plays a role at the timescale of several tens of picosec-
onds (in non colinear structure where the exerted torque is much larger)'® or dipolar fields which
permit magnetization reversal only after several nanoseconds®”! (for the TM in TbFeCo, where
exchange of angular momentum between both sublattices may accelerate the dynamics) or even
microseconds for [Co/Pt] multilayers>*>.

The first two sections are the results of a work published in reference 296 while the results
of the third section have been published in reference 297. Both works where the results of a
collaboration with Tohoku University.

The definition of the magnetic configurations, similar to the one used in the previous chapter

and that will also be used in the next chapter, is shown in figure 7.1.

Gd FeCo
AO-HIST AO-HISl AO-HIST AO-HISl
Cu(t) Cu(t) Cu(t) Cu(t)
Ferromagnet
P+ AP+ AP- P-

Figure 7.1: Summary of the four possible magnetic configurations in our spin valve structures with a

ferromagnetic multilayer and with their corresponding designation (P+, AP+, AP- and P-).
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7.1 Impact of the ferromagnetic multilayer properties

We start by studying Glass / Ta(5) / Pt(3) / [Co,Ni;_.(1)/Pt(1)]5 / Co,Ni;_,(1) / Cu(10) /
Gdas 3, FeCo(S) / Ta(5) samples with a TM dominant GdFeCo layer. We now abbreviate the
alloy composition to 23%. Note that the GdFeCo layer has an interface with tantalum. This is
the case only for this section and the next one (where we change the laser pulse duration). Jean-
Lois Bello demonstrated that this does not affect the compensation composition. By changing
the ferromagnetic CoNi alloy concentration z, it is possible to change the Curie temperature of
the ferromagnetic multilayer®' and thus to affect the ultrafast demagnetization of this magnetic

material'”’. This is shown in figure 7.2 (b). The Curie temperature varies between 448 Kelvins
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Figure 7.2: (a) Sketch of the sample and the experimental situation for MOKE microscopy. The red cone
indicates on which side MOKE microscopy is performed and the wiggly arrow indicates on which side we
send single laser pulses. (b) Curie temperature as a fonction of the ferromagnetic CoNi alloy composition
x. The Curie temperature of the GdFeCo alloy is also shown and taken from references 238 and 243. (c)

shows an hysteresis loop with minor loops (corresponding to GdFeCo) for the sample with x = 0.6.

for v = 0.2 to 841 Kelvins for x = 1. For measurements, MOKE microscopy was performed
through the substrate side while laser pulses where send directly on the sample side as shown in
figure 7.2 (a). An hysteresis loop of the sample with z = 0.6 is shown in figure 7.2 (c). Because
MOKE magnetometry was performed on the sample side, the MOKE signal of the GdFeCo alloy
was larger than the one of the ferromagnetic multilayer. The situation is reversed in the MOKE
microscopy measurements. The laser beam diameter was around 94 um and for now we use
laser pulses with a duration of 35 fs.

The results of sending single laser pulses on these samples are shown in figure 7.3 (a). Except
for the sample with x = 0.2 where only two magnetic levels are accessible, the samples behave

similarly to the sample with 27% of gadolinium in the previous chapter: at low fluence, only
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Figure 7.3: (a) Results of sending single laser pulses on the GdFeCo/Cu/[Co,Ni;_,/Pt]4 structures for
various ferromagnetic alloy concentrations. The laser pulse duration is 35 fs and the pulse energy is
shown in each case. The scale bar is 20 pum long and the magnetic configurations correspond to what is
shown in figure 7.1. (b) Experimental (exp) and calculated (cal) (explained in the text) threshold fluences
for the reversal of GdFeCo, the ferromagnetic multilayer (when both layers switch) and for the apparition
of a multidomain state (multi). The results are plotted as a function of the Curie temperature of the
ferromagnetic multilayer of each sample. Solid symbols represent experimental results (scale on the left
axis) while open symbols represent calculated thresholds (scale on the right). (c) shows the difference of
threshold fluence between the magnetization reversal of both layers and the apparition of a multidomain

state in each sample as a function of Curie temperature.

the GdFeCo layer (exhibiting AO-HIS) is reversing its magnetization while at higher fluences,
both magnetic layer switch. The threshold fluences for each reversal plus for the apparition of the
multidomain state are shown in figure 7.3 (b). One sees that the threshold fluence for the reversal
of the GdFeCo layer does not change when the Curie temperature of the ferromagnetic multilayer
changes. This is not obvious because layers with a higher Curie temperature have a higher
magnetization’”® and so could generate higher spin currents upon ultrafast demagnetization®*.
Nonetheless, we see that, after the second laser pulse for x > 0.6, there is a ring that appears
where the GdFeCo does not reverse its magnetization back. For x = 1, the toggle switching

behavior completely vanishes. This is also similar to what we have observed in the previous
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chapter when also sending laser pulse directly on the sample. However, we have not been able to
discriminate with enough certainty a single mechanism for this behavior*. The threshold fluence
for the reversal of the ferromagnetic multilayer seems to increase more or less linearly with
the Curie temperature from 9.03 mJ/cm? at 506 Kelvins to 19.03 mJ/cm? at 841 Kelvins. The
threshold fluence for the reversal of the ferromagnetic multilayer with x = 1 is somewhat higher
compared to the other samples but we note that the reversal of the ferromagnetic multilayer in this
sample is much less clean. The threshold for the apparition of a multidomain state (visible for
x = 0.2 and z = 0.3 in figure 7.3) also seems to increase linearly with the Curie temperature.
We note that for fluences very close to the threshold fluence of the ferromagnetic multilayer
switching, a multidomain state appears as a white ring around the blue P- domain. We believe
this is due to the fact that around the threshold fluence, the magnetization of the system will be

very close to zero and so critical slowdown®® 17

of the magnetization dynamics happens. This
behavior has been observed in GdFeCo using TR-MOKE**. Depending on the material, this
may or may not be visible. GdFeCo tends to form rather big domains in our samples (around
10 pm) while our ferromagnetic multilayers have characteristic domain sizes of 1 um or smaller.
This may explain why such white ring is not visible for samples with GdFeCo only. For the
sample with x = 0.6, we show the results of sending a laser pulse with an energy slightly above
the threshold fluence. In this case, the white ring is very visible because of the gaussian profile
of the laser beam.

We calculated the threshold fluences using the model presented in chapter 5. In this case, we
only used the 2TM as an input for the original m3TM'?’. This only allows us to compute ultrafast
demagnetization of the ferromagnetic multilayer. Our idea is then to relate magnetic reversal to
a sufficient amount of demagnetization. We use a qualitative criterion for the magnetic reversal
which states that the remaining magnetization after 1 ps at the Cu/F interface M;,(1ps) should
be less than the magnetization measured by Choi and Min'”’. This gives a threshold fluence
Fin(1ps). Because we use fluences ten times higher than Choi and Min'”°, this leads to the cri-
terion that the magnetization reaches 1000 A/m at a delay of 1 ps after the laser pulse irradiates
the sample. This corresponds to a value around a thousand times smaller than the measured
saturation magnetizations with VSM. The criterion for the formation of a multidomain state is

that the minimum of the magnetization in the ferromagnetic multilayer (corresponding to the

*A possible justification for this behavior in the sample with x = 33% in the previous chapter is to say that
the TM sublattice of the TM dominant layer generates a spin current that transfers angular momentum to the RE
sublattice of the RE dominant layer. This mechanism could also explain why the sample remains in the AP+ con-
figuration here because in this magnetic configuration, the ferromagnetic multilayer has its magnetization parallel

to the gadolinium magnetization. This is also consistent with other results shown later in this chapter.
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magnetization M.,y at the F/Pt interface) should reach 100 A/m. This gives a threshold fluence
Fena. These criteria are very qualitative but they do not change our predictions qualitatively i.e.
the trend we obtain is not sensitive to the values used for these criteria. In fact, the ferromagnetic
multilayer magnetization reversal criterion is based on the fact that the gadolinium spin current
peak happens 1 ps after the laser pulse irradiation in the measurements of Choi and Min'"". We
actually estimate in chapter 8 that this peak should reach its maximum value around 250 fs. The
discrepancy comes from the fact that we use pump pulses with a duration of 35 fs which is much
shorter than the 1.1 ps pulse durations of Choi and Min!”’. Overall, with only parameters taken
from the literature and these two criteria, we arrive, without any fitting procedure, to the results
shown as the open symbols in figures 7.3 (b) and (c). The values we get are around two times
smaller than the measured values and they reproduce the linear increase as a function of Curie
temperature. Figure 7.3 (c) shows that this also reproduces the linear increase in the fluence
window where one can reverse the ferromagnetic multilayer without creating a multidomain
state. Thus, even though this model is rather simple, its shows that the ultrafast demagneti-
zation, induced by the provided energy, determines the energy efficiency of the magnetization
reversal. Overall, materials with a higher Curie temperature (and a higher magnetization) will
require more energy to be demagnetized which explains the increase in the threshold fluence.
Even though the ultrafast demagnetization is not sufficient to reverse the magnetization, it is

nonetheless required if one wants to achieve it.

We also performed the same type of measurements but on Glass / Ta(5) / Pt(3) /
[Co(0.6)/Pt(1)]5 / Co(tco) / Cu(10) / Gdas 30,FeCo(5) / Ta(5) samples where the thickness ¢c,
of the interfacial cobalt layer was set to 0.2, 0.6 and 1 nm. These results are shown in figure 7.4.
We do not show what happens after the second pulse but the ferromagnetic multilayer switches
after each pulse just as what happens in figure 7.3. We note however the presence of a ring for
tco = 1 nm where the GdFeCo layer switches only after the first pulse as already observed sev-
eral times. The point of this measurement is to the study the role of the Cu/Co interface. Indeed,
we expect that the spin current mostly interacts with the first cobalt layer. Thicker cobalt layers
will exhibit a higher Curie temperature’”® and thus would require more energy to be switched.
After the first cobalt layer is switched, the other layers can follow due to exchange interaction
between each cobalt layer>*>?*%. This is indeed what is observed and this is also well reproduced
by our model. We note however that it does not reproduce so well the threshold fluence for the
multidomain state. In our model, the threshold fluence does not change much because of our
criterion: the ultrafast demagnetization of the last cobalt layer will not depend much on the first

cobalt layer because the change of Curie temperature of the first cobalt layer does not affect the
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Figure 7.4: (a) Results of sending one single laser pulse on the GdFeCo/Cu/[Co/Pt]4 structures for various
interfacial cobalt thicknesses. The laser pulse duration is 35 fs and the pulse energy is shown in each case.
The scale bar is 20 um long and the magnetic configurations correspond to what is shown in figure 7.1.
(b) shows the sample structure and the cobalt layer (blue) whose thickness is changed. The red cone
indicates on which side MOKE microscopy is performed and the wiggly arrow indicates on which side
we send single laser pulses. (c) Experimental (exp) and calculated (cal) (explained in the text) threshold
fluences for the reversal of GdFeCo, the ferromagnetic multilayer (when both layers switch) and for the
apparition of a multidomain state (multi). Solid symbols represent experimental results (scale on the left

axis) while open symbols represent calculated thresholds (scale on the right).
magnetization dynamics of the last cobalt layer. The slight change of the first cobalt layer thick-

ness will just slightly change temperature profiles. A better model would consider the exchange

interaction between each cobalt layer such as in the layered m3TM?>*2,
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7.2 Impact of the laser pulse duration

We now focus on the sample Glass / Ta(5) / Pt(3) / [Co(0.6)/Pt(1)]5 / Co(0.6) / Cu(10) /
Gdy3.30FeCo(5) / Ta(5) with all identical cobalt layers. We want to study the role of the laser
pulse duration. The same measurements but for different pulse durations are shown in figure
7.5. One does not see any difference for pulse durations between 35 fs and 100 fs. Starting at
around 500 fs, one can clearly see that the ferromagnetic multilayer is not fully reversed anymore
and some micron size magnetic domains start to appear in the blue area, until the ferromagnetic
multilayer is only demagnetized (in a multidomain domain state) for 2 and 3 ps. For these pulse
durations, the AO-HIS of the GdFeCo layer is also clearly affected, suggesting that AO-HIS and
the generation of spin currents are strongly related.

Regarding the threshold fluences, they increase almost identically as a fonction of pulse du-
ration for the reversal of GdFeCo and the ferromagnetic multilayer. Surprisingly, the threshold
fluence for the apparition of a multidomain state decreases from 100 fs to 2 ps. For pulse dura-
tions of 2ps and above, the threshold fluence for the apparition of a multidomain state seems to
continue the trend of the threshold fluence for the magnetization reversal of the ferromagnetic
multilayer, trend which is identical to what one can observe for the GdFeCo threshold fluence.
Our model can roughly reproduce the trend for the reversal of the ferromagnetic multilayer but
completely fails in explaining the threshold fluence for the generation of a multidomain state,
which predicts that the threshold fluence should increase.

We explain this discrepancy as follows: in order to achieve the magnetization reversal of the
[Co/Pt] multilayer, the latter must be rather close to a fully demagnetized state in order for the
spin current to permit the reversal. Thus, we believe that the threshold fluence for the reversal of
the ferromagnetic multilayer must be very close to the threshold fluence for the demagnetization
(apparition of a multidomain state) of the ferromagnetic multilayer if there was not a spin current
generated by the GdFeCo (but still the same temperature dynamics). This explains why the
threshold fluence for the apparition of a multidomain state at 2 and 3 ps seems to continue
the trend of the [Co/Pt] reversal threshold fluence. Then, the difference between the threshold
fluences for the apparition of a multidomain state and the reversal of the ferromagnetic multilayer
is explained by the spin current generated by the gadolinium sublattice of the ferrimagnetic alloy.
This means that the action of this spin current is twofold: (i) it permits the magnetization reversal
and (ii) it prevents the formation of a multidomain state that one should observe, without a spin
current, at these temperatures. We thus have an ultrafast spin cooling of the ferromagnetic layer

by the GdFeCo spin current. We anticipate the fact that this is ultrafast from the results of the

134



7.2. IMPACT OF THE LASER PULSE DURATION

next chapter plus the fact that this effect vanishes for pulse durations = 1 ps. Indeed, the spin
current is due to the spin generation rate which is proportional to —d M /d¢. If the magnetization
dynamics of the GdFeCo is slower (because of the longer pulse duration), the spin generation
rate will be smaller and so will be the spin current and its impact on the ferromagnetic layer.
We note that this spin cooling is slightly different from the one observed in the previous chapter.
Indeed, in the previous chapter, when one starts from an AP configuration, a multidomain state

appears while here the ferromagnetic layer remains in the same configuration (not shown; only
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Figure 7.5: (a) Results of sending one single laser pulse on the GdFeCo/Cu/[Co(0.6)/Pt], structures for
various laser pulse durations. The pulse energy is shown in each case. The scale bar is 20 um long and the
magnetic configurations correspond to what is shown in figure 7.1. (b) Experimental (exp) and calculated
(cal) (explained in the text) threshold fluences for the reversal of GdFeCo, the ferromagnetic multilayer
(when both layers switch) and for the apparition of a multidomain state (multi). Solid symbols represent
experimental results (scale on the left axis) while open symbols represent calculated thresholds (scale on

the right).
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the GdFeCo reverses its magnetization). We believe the reason is that the effect of the spin
current on the magnetization is not necessarily symmetric, meaning that it is more or less efficient
depending on the initial state of the magnetization. This is something we will observe in the next
chapter. This asymmetry can be understood from the fact that, in the presence of a spin current,
the ultrafast demagnetization is impacted by the spin current in the sense that it either hinders

it93, 181

or assists . The situation in the previous chapter is also more complex because of the

ferrimagnetic nature of the layer.

7.3 Impact of the ferrimagnet concentration

We now consider Glass / Ta(5) / Pt(4) / [Co(0.4)/Pt(1)], / Co(0.4) / Cu(10) / Gd, FeCo(5) /
Cu(5) / Ta(5) where x = 20.4% (abbreviated to 20%), 27.3% (abbreviated to 27%) and 33%.
The case with x = 20% is rather different and is kept for the end of this section. The exper-
imental configuration for MOKE microscopy and the sample’s hysteresis loops are shown in
figure 7.6. In this case, the GdFeCo layer with = = 27% is actually TM dominant because this
composition is very close to the compensation composition. To clarify the different configura-
tion, we remind the names of the magnetic configurations on the hysteresis loops (the hysteresis
loop measurement was performed on the sample side just as for MOKE microscopy). Because
we performed the measurements with laser pulse irradiation through the substrate (because it
leads to lower threshold fluences) and MOKE microscopy on the other side, the light red color
corresponds here to an AP- configuration instead of an AP+ configuration in the previous two
sections. The results for a laser pulse irradiation directly on the sample side are shown below.
In all this section, the laser pulse duration is 35 fs and the beam diameter is around 110 pm.

We start by focusing on the sample with x = 33% at low fluence and starting from a P
configuration. We note the important fact that the GdFeCo layer in this sample does not
exhibit AO-HIS when it is in a layer by itself as already shown in figure 4.8. The results
are shown in figure 7.7. After irradiation with a single laser pulse of 35 fs duration, one sees
that the [Co/Pt] multilayer only reverses its magnetization. Sending further pulses does not
change the magnetization state of the sample. This is actually very similar to what we have
already observed in figure 6.10 except that there is no magnetization reversal of the GdFeCo
layer anywhere on the irradiated area and the GdFeCo layer does not exhibit AO-HIS by itself
contrary to the sample with x = 30%. The interpretation still follows what has been said before:

the ultrafast demagnetization of the GdFeCo layer generates a spin current whose polarization is
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Figure 7.6: (a) and (c) show the simplified sample structures together with the experimental situation
for MOKE microscopy. The red cone indicates on which side MOKE microscopy is performed and the
wiggly arrow indicates on which side we send single laser pulses. (b) and (d) show the hysteresis loops,
performed on the sample side just as MOKE microscopy. The colored horizontal bars represent the color

of the magnetic configuration in the MOKE microscopy images.

mostly given by the RE sublattice (the second negative spin accumulation peak of Choi and Min
measurements'’"); this spin currents then transfers its angular momentum to the magnetization
of the (partially demagnetized) ferromagnetic multilayer which can then reverse. Thus, with a
single laser pulse of light, we managed to reverse the magnetization of a ferromagnetic layer and
only the magnetization of this layer, which had never been seen in previous measurements’*.
The reason why the reversal of the GdFeCo layer is not observed is threefold: (i) the [Co/Pt]
multilayer is rather thin compared to what has been used in the two previous sections which
means that it is easier to demagnetize and thus reverse as we showed above (ii) the GdFeCo layer
does not exhibit AO-HIS by itself; this does not mean that it cannot reverse its magnetization
in general (as we will see below) but it will still require more energy to reverse because its
composition is far from the compensation composition*® (iii) the higher gadolinium content

means that the amplitude of the generated spin current is larger which further decreases the
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Figure 7.7: Results of sending single laser pulses of low fluence on the Gd,FeCo/Cu/[Co/Pt] sample with

x = 33% from a P+ configuration. The pulse duration is 35 fs and the pulse energy is 0.23 uJ. The scale
bar is 20 pm long.

threshold fluence required to observe the magnetization reversal of the [Co/Pt] multilayer. This
latter fact was not true for the GdFeCo bilayers in the previous chapter as it was still easier to
reverse the TM dominant layer with 2 = 27% rather than with = 30% (compare fluences).

In the case presented here we will now argue that the intensity of the spin current indeed
allows the magnetization reversal to be more energy efficient”. To do so, we now also focus on the
sample with z = 27%. Apart from the different alloy composition, both samples are identical.
From ellipsometry measurements, we could not see any difference in the optical indices of both
magnetic layers and the change of Curie temperature is negligible in this range of composition®’!.
Thus the heating in both samples will be identical and only the amount of angular momentum in
each magnetic sublattices of GdFeCo will change. The results of sending single laser pulses on
these two samples, at higher fluences and for both types of magnetic configurations are shown
in figure 7.8. These results are qualitatively identical to the ones obtained in figure 6.10 for
GdFeCo bilayers apart from some random magnetic patterns that appear on the rim of the inner

region after the second pulse in figures 7.8 (a) and (b). Their origin is attributed to stray fields.

*This is a fact that can be easily reproduced by our model presented in chapter 8 by changing the amplitude

of the input spin accumulation. We do not show it here but it results from the fact that spin currents enhance the

181

ultrafast demagnetization which has already been shown experimentally'®! and theoretically”>.
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Figure 7.8: Results of sending single laser pulses of high fluence on the Gd,FeCo/Cu/[Co/Pt] samples
with z = 33% ((a) and (b)) and 27% ((c) and (d)) from P+ ((a) and (c)) and AP- ((b) and (d)) configura-

tions. The pulse duration is 35 fs and the pulse energy is shown in each case. The scale bars are 30 um

long.

Something unexpected is the magnetization reversal of the GdFeCo layer for © = 33%. One
could argue that it may be due to a spin current coming from the ultrafast demagnetization
of the ferromagnetic multilayer as in the case of reference 294 (it is a synthetic ferrimagnetic
Co/Gd bilayer in that reference). However, in our case, the reversal of the ferrimagnetic alloy
happens at the same threshold fluence (within uncertainties; see below) no matter if the initial
magnetic configuration is P or AP. We do not have a full explanation for this behavior but we
believe it might be due to a more efficient heating of the ferrimagnetic layer in this spin valve
structure compared to when it is in a structure by itself, as this magnetic layer is not far from the
composition where AO-HIS starts to appear (around 31%) and AO-HIS is sensitive to heating. A

more quantitative analysis is provided by looking at the fluence dependence of the magnetization
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Figure 7.9: Magnetic domain diameter as a function of the laser pulse energy for (a) the GdFe-
Co/Cu/[Co/Pt] spin valve with z = 33% and for (b) the sample with x = 27% starting from the P+
magnetic configuration. The colors in the graph represent the colors of figure 7.8. Sketches above the
graphs summarize the change of magnetic configuration after a single laser pulse irradiation starting from
the initial configuration. The turquoise arrow represents the spin current going from the ferrimagnetic
layer to the [Co/Pt] multilayer (with spin polarization indicated by the black arrows). The laser beam
diameter is around 110 um for z = 33% and around 115 um for x = 27%. The pulse duration is 35 fs.

reversal shown in figure 7.9. The corresponding threshold fluences are gathered in table 7.1.
Contrary to the case with GdFeCo/Cu/GdFeCo spin valves, the AO-HIS of the GdFeCo layer,
for both concentrations, does not seem to depend on the orientation of the magnetization in the
ferromagnetic multilayer, possibly suggesting that the [Co/Pt] multilayer we consider does not
generate much spin current, a fact that is consistent with the dynamics measurements of chapter
8. The reversal of the GdFeCo layer with x = 27% happens at lower fluences than for the
ferrimagnetic layer with x = 33% but the threshold fluence for the latter layer is still lower than

what could be expected from previous measurements>*®. We interpret this again by the fact that

Threshold Fluences (mJ/cm?)
X GdFeCo (P) [Co/Pt] (P) GdFeCo (AP) [Co/Pt] (AP)
273% | 1,154+£0,07 2.11 £0,12 1,16 £0,07 No reversal
33% | 266031 1,65+0,19 2,72+0,31 No reversal

Table 7.1: Table for the threshold fluences of each magnetic layer in GdFeCo/Cu/[Co/Pt] spin valve for

both ferrimagnetic alloy compositions z.
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the heating in our structures is more efficient than in more conventional samples, where more of
the energy provided by the light would contribute to the heating of the ferrimagnet, either directly
or indirectly, for instance through hot electron generation in the ferromagnetic layer’®. Finally,
we clearly see a difference in the threshold fluence for the reversal of the [Co/Pt] multilayer
which is around 22% smaller for the sample with the higher concentration in gadolinium, thus

confirming our claims above.

a
(z%gD%FeCo

A(){]lsﬁ

Cu (10nm)
‘ Co/Pt 80 80 40 20 0 20 40 60 80
M H (mT)
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d Initial State
0.64 pJ
Figure 7.10: (a) shows the simplified sample structure for x = 20% together with the experimental

situation for MOKE microscopy. The red cone indicates on which side MOKE microscopy is performed
and the wiggly arrow indicates on which side we send single laser pulses. (b) shows the hysteresis loops
performed through the substrate side just as MOKE microscopy. The colored horizontal bars represent
the color of the magnetic configuration in the MOKE microscopy images ((c) and (d)). (c) and (d) show
the results of sending single laser pulses on the GdFeCo/Cu/[Co/Pt] sample from P+ (c) and AP+ (d)
configurations. The pulse duration is 35 fs and the pulse energy is 0.64 pJ for a beam diameter around 90
um. The scale bars are 20 um long. Two arrows in figure (c) and (d) indicate a magnetic domain which

changes its magnetic configuration once after a single laser pulse irradiation.
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For completeness, we show the results of sending laser pulses directly on the sample side
in figures B.1 and B.2 in the appendix for x = 33% and x = 27% respectively. Because we
qualitatively observe the same behavior in those cases and because temperature gradients will
be reversed, we can rule out the role of SDSE as the cause of any magnetization reversal in our

structures.

We finally focus on the sample with 2z = 20%. The results are shown in figure 7.10. One can
see that starting from a P configuration leads to a multidomain state in the GdFeCo layer (outer
area) or in the [Co/Pt] multilayer (inner area) while starting from an AP configuration leads to
magnetization reversal of the [Co/Pt] multilayer (outer area) or of the GdFeCo layer (inner area).
This is another example of (probably ultrafast) spin cooling where only exchange of angular mo-
mentum between both magnetic layers decides whether a layer should reverse its magnetization,
remain the same or create a multidomain state while enough energy is still provided to the sys-
tem to generate a multidomain state. We note that this behavior clearly cannot be explained
by an interaction of dipolar origin. Indeed, the magnetic domains generated in GdFeCo when
one starts from a P configuration do not affect the magnetization of the ferromagnetic layer.
Moreover, these magnetic domains are in an AP+ configuration and they can be reversed into a
P- domain with a subsequent pulse (the magnetic domain keeping exactly the same shape and
size). The reversal behavior being independent of the magnetic patterns, it cannot be explained
by dipolar couplings. We note however, as before, that the dipolar coupling still is the cause of
the formation of those magnetic domains. The annular magnetic domain formed after sending
a laser pulse on the sample after initializing it in an AP configuration might be the reason why
the generated domains in the AP- ring are smaller. However they can still be reversed to a P+

configuration as shown (domains appear white instead of red because they are small).

The [Co/Pt] multilayer reverses its magnetization only when the initial magnetic configu-
ration is AP, indicating that the main source of angular momentum for this layer is the TM
sublattice of the GdFeCo layer and not gadolinium, as already deduced from the results on GdFe-
Co/Cu/GdFeCo structures. This may be explained by the fact that the gadolinium content is very
low and thus the first spin generation rate peak observed by Choi and Min'”’ may dominate. Still,
we do not fully understand these results. In particular, why is it a different magnetic layer that
reverses above a certain fluence? Why does magnetization reversal happen in one layer for an
AP configuration while a multidomain state appears in the other layer for a P configuration? We
were not able to find satisfactory answers to these questions. There is also a P+ ring appearing

for an initial AP+ configuration (the outermost ring) whose origin is not clear.
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7.4 Impact of the Cu layer thickness

In this section, we study the influence of the copper spacer thickness on the magnetization
reversal of the [Co/Pt] multilayer. For this purpose, the sample structure is Glass / Ta(5) / Pt(4)
/ [Co(0.6)/Pt(1)], / Co(0.6) / Cu(t) / Gd, FeCo(5) / Cu(5) / Ta(5) samples where ¢ can be 20, 40,
60 and 80 nm. We also change the composition x of the ferrimagnetic alloy which can be 22%,
27.3% (abbreviated to 27%), 30% and 33%. In these structures, GdFeCo always exhibits AO-
HIS, even for z = 33% at ¢ = 20 nm similarly to what as been seen above. Note that we slightly
increased the cobalt thickness in the ferromagnetic multilayer. This changes the coercive field of
the ferromagnet (which is now around 30 mT instead of 60 mT) but does not affect the PMA of
both magnetic layers. The hysteresis loops are similar to the ones shown in the previous section
and in appendix B, the only difference being that the amplitude of the MOKE signal of one
magnetic layer is reduced because of the thickness of the copper spacer. In all this section, we are
only interested in the case where a single laser pulse (with a duration of 35 fs and beam diameter
around 100 um) is sent on the sample from the sample (GdFeCo) side while MOKE microscopy
is performed through the substrate ([Co/Pt] side). In table 7.2 we report the absorption of the
pump laser light by the Pt(4) / [Co(0.6)/Pt(1)], / Co(0.6) multilayer for the different copper spacer
thicknesses ¢. Including the tantalum buffer layer does not affect much these results. We used
the standard TMM which requires much less computation time and provides similar results for

these pulse durations as we showed. The point is that adding 20 nm of copper divides the direct

t (nm) 0 20 40 60 80
absorption | 0.152 0,0434 0,00903 0,00181 0.000361

Table 7.2: Table for the absorption of the pump laser light by the [Co/Pt] multilayer for the different

copper spacer thicknesses .

light absorption in the ferromagnetic multilayer by around five. With 80 nm of copper, one can
definitely neglect the direct interaction between the ferromagnetic layer and light'®’. We first
look at the results for the sample with ¢ = 80 nm and x = 33%. They are shown in figure 7.11.
In this case, only the MOKE signal from the ferromagnetic multilayer is visible. One sees that
starting from a P configuration, the magnetization of the [Co/Pt] multilayer is reversed while
it does not reverse for an AP configuration as above for smaller spacer thicknesses. Thus we
conclude that hot electrons carrying spin (and then also heat), due to hot electron generation in

the Ta/GdFeCo part of the sample and to the ultrafast demagnetization of GdFeCo, are sufficient
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Figure 7.11: (a) shows the simplified sample structure together with the experimental situation for MOKE
microscopy. The red cone indicates on which side MOKE microscopy is performed and the wiggly arrow
indicates on which side we send single laser pulses. (b) and (c) show the results of sending single laser
pulses on the Gd,FeCo/Cu(t)/[Co/Pt] sample with z = 33% and ¢ = 80 nm from P+ (b) and AP+ (c)
configurations. The pulse duration is 35 fs and the pulse energy is 1.47 pJ. The scale bars are 20 pm long.

to reverse the magnetization of a ferromagnetic layer. We were limited to ¢ = 80 nm because then
the Cu/GdFeCo interface starts becoming to rough and PMA of the ferrimagnetic layer is lost.
The electronic transport for these thicknesses is sometimes understood as being ballistic!’*'#7*,
We note that these results are also consistent with the known spin diffusion lengths of copper
which are usually greater than a hundred nanometers>’ but not with the spin transfer length of
13 nm*?, which is however measured for non collinear structures.

After the second pulse, the magnetization of [Co/Pt] does not switch back but exhibits a
multidomain state that is unusual for this material. This pattern is actually the multidomain
state of the GdFeCo generated after the first pulse (due to the high fluences required here to
generate hot electrons*®) which is being printed on the ferromagnetic multilayer. To see this,
we now show the same results but for a copper thickness of 20 nm in figure 7.12. In these
measurements, we used two different settings of the analyzer of the MOKE microscope. One
setting was determined such as to optimize the MOKE signal of both magnetic layers (second
analyzer setting) while the other one was determined by minimizing the signal coming from the

ferrimagnetic layer (first analyzer setting)’. Thus one can reproduce the typical images observed

*This is however debated and certain phenomenon that show linear behavior, as here below, can also be under-

stood in terms of heat diffusion”®?.
This is possible in single magnetic layers by perfectly crossing the polarizer and the analyzer>’. In magnetic

bilayers it is generally not possible to remove the signal of a magnetic layer without using additional optical elements
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Figure 7.12: Results of sending single laser pulses on the Gd, FeCo/Cu(t)/[Co/Pt] sample with z = 33%
from P+ ((a) and (b)) and AP+ ((c) and (d)) configurations. Two different angles of the analyzer in the
MOKE microscopy setup where used as explained in the text. The pulse duration is 35 fs and the pulse

energy is 0.82 pJ. The scale bars are 20 pm long.

for thicker copper spacer and still see the GdFeCo layer at the same time. We could not use
two different analyzer settings for the same batch of laser pulses because changing this setting

changes the luminosity and thus the background. Still, one can see the previously mentioned

such as a quarter wave plate. However, it is possible to remove the signal of the deepest magnetic layer (here
GdFeCo) because one mostly measure Kerr rotation of this layer. This is not the case for the first layer ([Co/Pt])
where one also measures Faraday rotation on top of Kerr rotation. The two Faraday rotation signals (coming from
the forward and the backward propagation of light after reflection on the GdFeCo layer) do not cancel each other

out similarly to what happens in optical isolators.
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effect, for instance in figure 7.12 (b) where the P- domain after the first pulse (corresponding to
a domain in the GdFeCo layer while the domain in [Co/Pt] is the full blue region made of the P-
and AP- domains) becomes AP+ after the second pulse. After a certain number of pulses, the
domains in the GdFeCo layer are not stable enough between the two instants where we record
images so the magnetic pattern does not change anymore.

Finally, we present the various threshold fluences for the reversal of [Co/Pt] in all the samples.

These results, together with Marteen Beens simulations, are shown in figure 7.13. For a given
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Figure 7.13: (a) Threshold fluences for [Co/Pt] in Gd,FeCo/Cu(t)/[Co/Pt] spin valves for a P initial mag-
netic configuration. The results are presented either as a function of ¢ or as a function of x. (b) Simulated
state diagrams (absorbed energy density Py as a function of the TM content xp.co = 1 — x) for the re-
versal of the various magnetic layers in these samples for ¢ = 20 or 80 nm and P and AP initial magnetic
configurations. 103Jm? corresponds here to a fluence of around 0.5 mJ/cm?. The color code is explained

on the figure.

copper spacer thickness, one can see that the threshold fluence decreases as a function of z as

already observed for smaller ¢. The observed decrease between 27% and 33% is however much
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smaller and within uncertainties for all thicknesses except for ¢ = 40 nm. In this latter case the
relative decrease of threshold fluence between 27% and 33% is around 14%. We note that for z =
22%, the reversal also happens for a P initial magnetic configuration, contrary to the case with
x = 20% in the previous section, indicating that the transfer of angular momentum also mostly
happens between the gadolinium sublattice and the [Co/Pt] multilayer at this composition. We
therefore assume that the transition for the generation of a spin current which is mostly polarized
by gadolinium to the case where it is mostly polarized by the TM sublattice should be between
20% and 22%. However, this is only an overall behavior and does not provide any information
regarding the transient transfer of angular momentum®. We note that we had issues to determine
threshold fluences for x = 27%. In this case the coercive field of the GdFeCo is around 60
mT (against a few mT for other compositions) while the coercive field of the ferromagnetic
multilayer is around 30 mT. Even though this difference is sufficient in principle to reach any
magnetic configuration, we do not have a precise way to control the external magnetic field on
our MOKE microscope setup (we use a permanent magnet) and we cannot know for sure whether
the GdFeCo layer completely reversed because of the thick copper. In many situations, we found
that magnetic domains were trapped (magnetization was not completely saturated) making the
interpretation of the results difficult. For £ = 60 nm, we managed to reverse a single magnetic
domain whose size could me measured. The fluence threshold was determined from this single
measurement hence the rather big uncertainty. It still seems to follow the trend one would expect
from the results for thinner copper spacer. For 40 nm and below, it is possible to observe the
GdFeCo layer making the measurements possible again.

From the plot as a function of copper thickness, one can see that the threshold fluence depends
linearly on ¢. This is similar to the observations of Bergeard et al.'®” for ultrafast demagnetiza-
tion of [Co/Pt] with hot electrons. In this range of thickness, they concluded that the electronic
transport was ballistic (however see also the discussion in reference 288). One could assume
that the hot spin transport that leads to the magnetization reversal is therefore also ballistic. We
cannot ascertain this is indeed the case because it could still be that a ballistic hot (unpolarized)
electron transport demagnetizes the ferromagnetic multilayer and then the reversal could happen
much later. However, noting that we concluded that the spin current that reverses the magne-
tization comes from the ultrafast demagnetization of the ferrimagnet, we still hypothesize that
the ferromagnetic multilayer switching is due to a ballistic hot spin current. We did not find

any difference for the threshold fluences of GdFeCo between P and AP configurations, within

*The fact that we can obtain this transition is based on the fact that we know that the angular momentum from
the GdFeCo layer can only be transferred to one sublattice in the ferromagnetic multilayer. The situation is more

complicated for the samples of the previous chapter.
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uncertainties, except for the case with x = 22% where the threshold fluence is smaller in the P

configuration. It is consistent with the fact that for this composition, angular momentum transfer

is mostly between the gadolinium sublattice and the ferromagnetic multilayer.

We now look at the simulations. We note that the absorbed energy density was always as-

sumed to be P, in GdFeCo and P, /2 for the ferromagnetic multilayer. This will prevent the

model from predicting the correct threshold fluences but isolates the role of spin transport in the

magnetization reversal. We want to highlight several points regarding these simulations, which

we believe qualitatively agree with most of our experimental results:

1.

It was found that the various shapes and sizes of the domains (red, blue and green) in these
state diagrams depend on the temperature dynamics but the general qualitative behavior

is always the same (presented in the next points).

. The model predicts the reversal of the ferromagnetic multilayer (green and red areas) and

even concentrations where only the [Co/Pt] multilayer will reverse.

. Considering thicker copper spacers means, in the context of those simulations, that the

spin current will lose some of its polarization as it diffuses through the spacer. For an
identical temperature dynamics, one then sees that the threshold fluence for the ferromag-

netic multilayer increases as spin angular momentum is lost in the copper spacer.

. The model does not predict reversal only of the [Co/Pt] multilayer from an AP config-

uration at very low gadolinium content (xr = 20%) and also the general features of the
sample at this composition that we did not understand. However it predicts such reversal
at low Gd content from a P configuration, something that we did not observe but which

we cannot exclude as a possibility.

. The model shows that the GdFeCo layer reverses for smaller fluences in the AP config-

uration compared to the P configuration, for all compositions, while we found, for these
samples, no effect of the spin current coming from the ferromagnetic multilayer or that

the P configuration was more favorable for x = 22%.

. A great success of this model is the prediction of a critical concentration x,. (around 1 —

Treco = 25% in these simulations) where the [Co/Pt] reverses its magnetization in the P
configuration above z. and in the AP configuration below x.. This is something we have
observed and we estimate x. ~ 21% from our experiments. The only disagreement is
that such reversal of [Co/Pt] below z. can happen without the reversal of GdFeCo in our

experiments. At x = z. it is also predicted that the threshold fluence of the ferromagnetic
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layer switching diverges which is consistent with the higher threshold fluences we observe
for z = 22%. We hypothesize that x. might be related to the compensation composition
for the spin polarization of the conduction electrons. However verifying this statement

would require further investigation of this model.

Overall, we believe that this model contains all the key ingredients to explain the results presented
in this chapter, apart from the sample with x = 20%. This may be corrected if one considers a
more realistic model by considering, for instance, electronic heat diffusion, absorption profiles
with the TMM and a 2TM that considers exchange of energy between the conduction electrons
and the localized spins. There are many other ways to improve this model (considering out

28 several phonon temperatures®’, non thermal electrons®’, ballistic

of equilibrium magnons'
transport'®’, etc.) but we believe that the essential assumption for the success of this model is

the (out of equilibrium) exchange of angular momentum between itinerant and localized spins.

7.5 Conclusion

This chapter aimed at studying simpler systems compared to chapter 6 where one layer was
replaced by a ferromagnetic layer. The purpose was then to study the conditions under which
this magnetic layer could be switched using a single pulse of light. We first showed that the
Curie temperature of the ferromagnet plays a major role as it allows us to tune the threshold
fluence where single shot reversal can be achieved. This behavior could be well reproduced
using our 2TM model coupled with the m3TM. Changing the duration of the laser pulse, we
could also control threshold fluences by directly affecting the spin generation rate in GdFeCo.
We also showed another example of (ultrafast) spin cooling where the generated spin current by
GdFeCo, on top of reversing the magnetization of the [Co/Pt] layer (together with laser induced
ultrafast demagnetization), prevents the formation of a multidomain state. The next part was
then dedicated to the impact of the spin current itself on a given ferromagnet. We showed that
increasing the gadolinium content in GdFeCo allows us to obtain lower threshold fluences for the
reversal of the [Co/Pt] multilayer. In particular, AO-HIS of the GdFeCo layer itself is not required
if a partial demagnetization of the ferrimagnetic layer generates enough angular momentum. We
also found a similar behavior for GdFeCo layers with a very low content of gadolinium. This
supports the fact that in this case, it is mostly the TM sublattice angular momentum that plays
the role of reversing the magnetization of the ferromagnetic multilayer. This sample also shows

spin cooling. The behavior of this sample is however far from being understood and possibly
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suggests that gadolinium is not required in these samples. Finally, we increased the thickness of
the spacer layer and saw that the same magnetization reversal is still happening for thicknesses
up to 80 nm where the ferromagnetic multilayer does not interact with the laser light. This
suggests that ultrashort (possibly ballistic) hot spin currents, i.e. spin polarized heat currents,
may be sufficient to completely reverse the magnetization of a ferromagnetic system. These
results were well understood using a combination of Gridnev®”> and Beens et al.”® models of

ultrafast magnetization dynamics.
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Chapter 8

Ultrafast Dynamics of [ Co/Pt]

magnetization reversal

In the previous chapters, we only looked at magnetization several seconds after the laser
pulse was sent and we deduced that the observed magnetization reversal must be ultrafast by
eliminating slow processes as a possible way to cause the switching. Then, only the ultrafast
demagnetization induced spin current can explain the magnetization reversal of the [Co/Pt] mul-
tilayer. Because this spin current was measured to be non zero only for a few picoseconds'”’ for
a pulse duration of 1.1 ps, we expect this magnetization reversal to happen in a few picoseconds
at most. This is what we want to show experimentally and then theoretically in this chapter. It
turns out that the reversal happens in less than a picosecond, with the magnetization crossing

zero at around 400 + 200 femtoseconds for a pump laser pulse duration of 100 fs.
8.1 Measurement of the dynamics

In order to measure the magnetization dynamics of [Co/Pt] in our spin valve structures,
one must overcome several challenges. First, it is necessary to be able to separate the dy-
namics of GdFeCo from the dynamics of the ferromagnetic multilayer. This can usually be
done either in standard TR-MOKE if both magnetic layers are identical'®!, using complex TR-
MOKE!57:180.248,270.271 or ysing an element sensitive method'®®. However, since we observe
magnetization reversal even for a 80 nm thick copper spacer, one could try to pump the GdFeCo

layer on one side and probe the [Co/Pt] multilayer on the other side. It turns out that this cannot
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work because of the high fluences required to generate enough hot electrons (the only source of
heating for thick copper spacers). After a few seconds of laser pulse irradiation, with a repetition
rate of SkHz on our MOKE microcopy setup, the GdFeCo layer is permanently damaged and
no spin current can be generated anymore. In fact, even with most of our samples previously
studied with 10 nm of copper, the GdFeCo layer is permanently damaged after a few minutes of

continuous pulsed irradiation.

It is then required to provide the least possible amount of energy to the sample in order
to avoid permanent damage. To do so, we only used two repetitions of Co/Pt in the [Co/Pt]
multilayer, decreasing the number of hot electrons it can generate, and with the smallest cobalt
thickness such that we could still obtain PMA for this layer. The latter fact allows us to reduce the
threshold fluence for the reversal of that layer as demonstrated in chapter 7. We also use a high
gadolinium content with z = 33%. In order to enhance dissipation on a longer timescale, we also
replaced glass by sapphire as a substrate. Because sapphire is birefringent and we probe with an
angle of incidence for the TR-MOKE microscopy setup, the order of the spin valve structure is
reversed i.e. the GdFeCo layer is grown first and the [Co/Pt] multilayer is then directly accessible
from the sample side. Finally, our TR-MOKE setup uses an external magnetic field to reinitialize
the magnetic configuration between two consecutive laser pulses (which is required anyways
because the [Co/Pt] multilayer reverses its magnetization only after the first pulse; see below).
Because the GdFeCo layer we choose is RE dominant, saturating the sample with a magnetic
field initializes it in an AP configuration where the [Co/Pt] switching is not observed. We thus
grow a ferromagnetic layer next to the ferrimagnetic layer to make it TM dominant while still
keeping its ability to generate spin currents. Finally, the sample that we study is the following:
Sapphire / Ta(5) / Pt(4) / [Co(1)/Pt(1)]5 / Co(0,6) / Gd3%FeCo(5) / Cu(10) / [Co(0.6)/Pt(1)], /
Ta(5). For comparisons, we also grew Glass / Ta(5) / Pt(4) / Cu(10) / [Co(0.6)/Pt(1)], / Ta(5)
as a reference which does not have the RE based multilayer that generates the spin current.
In all this section, when we talk about the [Co/Pt] ferromagnetic multilayer, we talk about the
[Co(0.6)/Pt(1)], multilayer at the top and when we talk about the ferrimagnetic or GdFeCo layer,
we actually talk about the [Co(1)/Pt(1)]2 / Co(0,6) / Gdss, FeCo(5) multilayer. The sample with
GdFeCo is referred to as the spin valve sample while the other sample is referred to as the

reference sample.

The magnetic hysteresis loops of these two samples (measured from the sample side) are
shown in figure 8.1 (a) and (b). Both magnetic layers exhibit PMA. The coercive field of the
[Co/Pt] multilayer is rather small (around 5.7 mT) compared to the previous ferromagnetic mul-

tilayers we have considered. This is explained by the fact that it is grown directly on copper,
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Figure 8.1: (a) and (b) show the hysteresis loops for the single [Co/Pt] and the spin valve samples respec-

tively. The cw laser irradiates from the sample side as the probe in both TR-MOKE setups. (c) shows the
simplified sample structure in the P+ configuration together with the experimental situation for MOKE
microscopy and TR-MOKE microscopy. The red cone indicates on which side MOKE microscopy is
performed and the red wiggly arrow indicates on which side we send single laser pulses whose charac-
teristics depend on the experimental setup (see text). The blue wiggly line represents the probe pulse in
the TR-MOKE microscopy setup. (d) and (e) show the results of sending single laser pulses on the spin
valve from P+ (d) and AP- (e) initial configurations. The pulse duration is 35 fs, the beam spot size is 93

um and the pulse energy is 0.44 uJ. The scale bars are 20 um long.

therefore removing one Pt/Co interface. The GdFeCo layer on the other hand has a much higher

coercive field (around 35 mT) due to the additional [Co/Pt] multilayer next to it. The situation is
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thus reversed compared to previous samples studied above. The convention for the names of the
magnetic configurations is still the same as in figure 7.1 with positive and negative referring to the
orientation of the top [Co/Pt] multilayer and not the bottom one in direct contact with GdFeCo.
Figure 8.1 (c) represents the experimental situation. For MOKE microscopy, magnetization of
the sample is probed from the substrate side while for TR-MOKE microscopy it is probed from
the sample side. Static results obtained from the MOKE microscopy setup are shown in figure
8.1 (d) and (e) for P+ and AP- initial magnetic configurations respectively. Note that compared
to the results presented in the appendix, the color representing AP- is different because the order
of the spin valve is reversed. The qualitative behavior is otherwise identical. From figure 8.1
(d), we conclude that the [Co/Pt] multilayer reverses its magnetization for lower fluences than the
ferrimagnetic layer, as in the previous chapter. The threshold fluence for the [Co/Pt] multilayer
reversal is 2.19 4 0.05 mJ/cm? and the one for GdFeCo is 5.39 =+ 0.11 mJ/cm? independently of
whether the magnetic configuration is P or AP (within our uncertainty). The fact that the [Co/Pt]
multilayer reverses for a lower fluence than the GdFeCo layer is useful because it a priori means
that we can be sure that if we observe a magnetization reversal, even if we probe both magnetic
layers, the reversal will correspond to [Co/Pt]. This is not so straightforward in practice because
one needs to make sure that the threshold fluences observed with our static MOKE microscopy
setup coincides with the actual (short timescale) threshold fluences.

We now look at magnetization dynamics with the TR-MOKE microscopy setup. First, we
show some time dependent MOKE images where we subtracted data for opposite external mag-
netic field directions and a common background was subtracted for each delay. The image was
also scaled along the horizontal direction z to take into account the probe angle of incidence.
This is shown in figure 8.2. The beam spot is elliptical, with a major horizontal (z) diameter of
246 um and a minor vertical (y) diameter of 220 um. The signal on the images also has a wider
characteristic size in the x direction due to the pump angle of incidence in the z-z plane (z being
the direction normal to the sample surface). One can clearly see the consequence of the pump
angle of incidence because the signal first appears on the left side of the image. The speed at
which the signal extends to the right is ¢/ (sin(6pump) + Sin(Gprobe )) Where Gpump and e are the
pump and probe angles of incidence respectively”. From the previous formula, we calculate a
speed of around 26 um per 100 fs which agrees well with the data. In the AP configuration, the
TM magnetizations are in opposite directions resulting in an overall smaller signal. We adjusted

the contrast of the images in figure 8.2 such as the signal pattern is clearly visible. In particular,

*The signal delay, between two points on the sample separated by a distance Ax, induced by the angle of
incidence 6 of one beam is At = Az sin(f)/c. When the angle of incidence is zero, the "speed” is infinite because

the beam irradiates the sample everywhere at the same time.
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Figure 8.2: Time dependent MOKE images of the spin valve sample for various pump-probe delays for
an initial magnetic configuration which is either P (a) or AP (b) and a given quarter wave-plate setting.
The scale bars are 100 um long. The image contrast was adjusted such that one can clearly see the
magnetization pattern in each case. In (b), the color code is such that a brighter contrast corresponds to

a signal dominated by [Co/Pt] while a darker one corresponds to a signal dominated by GdFeCo.

the signal forms a ring like shape because of the different magnetization dynamics of both lay-
ers. The signal cannot be related to the magnetization of a given layer without performing the
analysis explained in chapter 4. The external magnetic field is adjusted such that the observed
signal vanishes after a few nanoseconds, ensuring that one starts with a saturated state before
the next pulse arrives. An external field of around 14.6 mT was required. We also repeated the
measurements with an external field of 146 mT which only changes the long time dynamics.
The pulse energy of 2.4 uJ, corresponding to a measured (average) fluence of 5.09 mJ/cm?, is

below the threshold fluence of GdFeCo*. We verified this fact by looking at the magnetization

*Note that one cannot directly compare these two values in general because of the different angles of incidence

in TR-MOKE microscopy and MOKE microscopy in our setups. We found that, in this sample, the total absorption
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on a long time scale (with the pump turned off). AP measurements where also made with an
external magnetic field of 14.6 mT. We verified that the system remains in the AP configuration
on a long timescale for this value of the external magnetic field. To obtain the magnetization
dynamics as a function of fluence, we choose the position along the x direction that corresponds
to the center of the reversed domain at a long time scale. We then vary the position along the
y axis to get magnetization dynamics at different fluences. We verified that changing position
along the x direction leads to identical results (but the maximum fluence will be lower in these
cases). The data is averaged over a square of 10 um side. This leads to a fluence uncertainty
ranging from around 0.01 to around 0.3 mJ/cm? depending on position.

Let us first focus on the magnetization dynamics of [Co/Pt] measured in the P configura-
tion. Results are shown in figure 8.3 (a) for a fluence of 5.08 4+ 0.01 mJ/cm? (we always present
the corresponding "measured” fluence F'(r) = P/(frw?) exp(—2r?/w?); the actual fluence as
given in chapter 4 is F(r) = 2F(r)). We clearly see that the magnetization crosses zero at
around 400 fs (see figure 8.3 (b)) where the uncertainty should be + 200 fs because of the probe
laser pulse duration. The error bars are the standard deviations coming from the average of the
magnetization dynamics obtained from different pairs of quarter wave-plate angles as explained
in chapter 4. The results for such pairs of quarter wave-plate angles are shown in figure 8.3 (c).
Only five out of the six possible pairs (with 4 different wave-plate angles) are shown because
the other one leads to too much noise”. One sees that they give the same magnetization dynam-
ics (up to the uncertainty shown in figure 8.3). The quarter wave-plate angles corresponds to
various possible ratios of [Co/Pt] to GdFeCo MOKE signals. The fact that we obtain the same
dynamics at all times means that we are indeed able to separate the signal of both magnetic
layers. Moreover, this also confirms that our assumption about the time independence of the
magneto-optical parameters « or (3 is verified (note also that we use the same magneto-optical
parameters for all fluences). This in general not true because it could still be that one has the
same magnetic artifacts’*® for all pairs of quarter wave-plate angles. However, because both our
magnetic layers are different, they should exhibit different magnetic artifacts. The same argu-

mentation shows that the magnetization dynamics we see is independent of any possible depth

is around 20% at normal incidence and 22% at 25.6 degrees from TMM calculations. This difference is small.
However, note that we cannot estimate the correction to the threshold fluence of GdFeCo from TMM calculations
because the magnetization dynamics does not only depends on the total light absorbed or the light absorbed in the
[Co/Pt] layer but on the complete absorption profile. Especially, the threshold fluence may differ because more or

less hot electrons can be generated in each layer for different angles of incidence.
*This happens when some of the magneto-optical parameters « or 3 introduced in chapter 4 are too close to

each other as one can see by solving the system of equation for M or M?2.
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Figure 8.3: (a) Normalized magnetization M /Mj dynamics of [Co/Pt] for an initial P configuration,
where M is the magnetization at negative delay, as a function of pump-probe delay and for a fluence
of 5.08 4+ 0.01 mJ/cm?. (b) is a zoom on the region around the magnetization reversal. (c) shows the
individual magnetization dynamics resulting from the analysis with five different pairs of quarter wave-
plate angles. (d) shows the normalized magnetization dynamics for several fluences. In the latter figure,

error bars have been removed for visibility.

sensitivity. We thus conclude that, within error bars, we are able to extract the true magnetiza-
tion dynamics of each magnetic layer. We could reproduce the same measurements for different
probe wavelengths to further confirm this but this has not been done yet. Figure 8.3 (d) shows
the [Co/Pt] magnetization dynamics for various fluences. At low fluence, we observe standard
ultrafast demagnetization curves with a fast reduction of magnetization followed by a rather fast
but still slower recovery. At high fluence however, the behavior is drastically different. The
magnetization goes to zero in around 400 fs and then the magnetization continues to decrease
(increase in the opposite direction) but slower. One can clearly see the rupture of the magneti-

zation dynamics at M /M, = 0 in figure 8.3. Then the magnetization seems to evolve linearly
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in time up to around 2 ps after which the magnetization dynamics slows down even more. We
believe this transient evolution between 400 fs and 2 ps is the signature that the magnetization
is not in equilibrium with the electronic system, as it is during the ultrafast demagnetization be-
fore 400 fs. More precisely, the magnetization is smaller (in amplitude) than the instantaneous
equilibrium magnetization given by the electron temperature. This is something that we will
reproduce theoretically in the next section. Thus we claim that a complete reversal of the mag-
netization is achieved in around 2 ps. The magnetization does not have its room temperature
value at this time delay because the sample is still hot. The threshold fluence we can estimate
from these results is in between 2.27 & 0.26 and 3.03 4 0.28 mJ/cm? which is in agreement with
our MOKE microscopy measurements. When the fluence is around that threshold, the magne-
tization dynamics is slowed down and remains around zero. In this case, one would expect the
formation of a multidomain state at a longer timescale if there is no external magnetic field.
We now look at the dynamics of [Co/Pt] in the AP configuration and at the dynamics of
GdFeCo. This is shown in figure 8.4. At low fluence, the magnetization dynamics of [Co/Pt] in
the AP configuration is similar to what is observed for ultrafast demagnetization. However, com-
pared to the low fluence case in the P configuration, the magnetization recovery onsets sharply.
At high fluence, the magnetization overshoots zero and transiently reverses (see the zoom in
figure 8.5 (b)). This transient reversal happens at around 200 fs at the highest fluence. However,
the magnetization recovers and we do not observe a critical slow down of the magnetization

dynamicsg4’ 107,301

. This is explained by the presence of the spin current which prevents a com-
plete spin disorder in the magnetic layer, as explained in chapter 3. This is something that is
well explained within the models introduced in chapter 5 as we will discuss in the next section®.
The fact that the magnetization crosses zero is attributed to the spin current coming from the
TM sublattice of GdFeCo (the first spin generation peak observed by Choi and Min'""). At first
glance this does not seem right because this overshoot happens in less than a picosecond just as

the magnetization reversal in the P configuration. We will show however that this is a feature that

*In the context of the s-d model, the dynamics of the localized spins is modeled by an interaction of the form
—J >, Si - s;. The total magnetization of the sample is given by both localized S; and itinerant s; spin operators.
When there is no external source of itinerant spin, heating of the sample may reduce the magnetization of the sample
near zero such that the expectation value of both types of operators is nearly zero as well. Then, there can be no
transitions due to the s-d interaction on average and the magnetization dynamics slows down. In the presence of
a spin current, this means that s; is not zero on average and its effect will also be to induce a polarization in the
localized spins. Then, the transitions rates are never equal to zero, even when the total magnetization itself is zero.
Mathematically, one can see from equation (5.25) that dm/d¢ # 0 as long as Ap # 0. In the particular case
m = Au/(2kgTc), the prefactor on the right hand side of (5.25) is zero but the last factor is equal to infinity. A

Taylor expansion of coth directly shows that dm/dt # 0 even in this case.
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Figure 8.4: (a) Normalized magnetization M /M, dynamics of [Co/Pt] for an initial AP configuration,
where M) is the magnetization at negative delay, as a function of pump-probe delay and for a fluence of
5.08 & 0.01 mJ/cm?. (b) is a zoom on the region around the magnetization overshoot. (c) Normalized
magnetization M /M, dynamics of GdFeCo for both initial P (saturated colors) and AP (light colors)
configurations, as a function of pump-probe delay. (d) shows the normalized magnetization dynamics
for one fluence and both initial magnetic configurations (P in black and AP in gray) with error bars. For

visibility, error bars for certain fluences were removed in other figures.

is reproduced by our model below. The magnetization recovers due to the spin current generated
by the gadolinium sublattice. Regarding the GdFeCo dynamics shown in figure 8.4 (c), we see
first that we indeed do not have reversal and only (partial) ultrafast demagnetization of that mag-
netic layer for all the considered fluences. Second, we see that the demagnetization amplitude
is systematically larger in the AP configuration compared to the P configuration. This feature
is explained by a spin current generated by the [Co/Pt] multilayer which, at the subpicosecond
timescale, would mostly interact with the TM sublattice just as the [Co/Pt] dynamics is affected

by the spin current generated by the TM sublattice in the AP configuration, for identical delays.
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This is however a feature that we will not be able to reproduce given that we do not consider
that magnetization dynamics of GdFeCo explicitly. Note however that the difference between
the GdFeCo dynamics for P and AP configurations is rather small and within our error bars (see
figure 8.4 (d)) which is consistent with the fact that we do not observe a difference of threshold
fluence with the MOKE microscopy measurements for the reversal of that layer. Because we
did not make measurements of the magnetization reversal of GdFeCo in this system, we cannot
conclude whether this difference remains small at higher fluences.

In order to compare the [Co/Pt] multilayer dynamics when it is subjected to different spin
current polarizations, we plot the previous results for both P and AP initial magnetic configura-
tions in the same graph 8.5. We also show the magnetization dynamics at a longer timescale in

the same figure. At low fluence, one sees that the magnetization dynamics is nearly identical in
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Figure 8.5: (a) Normalized magnetization M /M, dynamics of [Co/Pt] for both initial magnetic config-
urations, where My is the magnetization at negative delay, as a function of pump-probe delay and for

several fluences. (b) shows the same results but for longer pump-probe delays.

both magnetic configurations. However, as the fluence increases, the effect of the GdFeCo spin
current becomes more visible. There are two reasons for this. First, the demagnetization ampli-
tude of GdFeCo increases and thus so does the amplitude of the generated spin. Second, as the
demagnetization in the [Co/Pt] multilayer increases, the magnetization becomes more sensitive
to the effect of the spin current®. Up to 3.03 £ 0.28 mJ/cm?, the spin current heats up the magne-
tization in the P configuration (spin heating) while in the AP configuration it cools it down (spin
cooling). Above this fluence, magnetization is quickly reversed in the P configuration and then

the spin current cools down magnetization in both cases. This results in an almost identical mag-

*This is seen in equation (5.25), when m is large compared to Ap/(2kpT¢), m dominates the magnetization

dynamics while when m is small, the term that depends on the spin accumulation dominates.
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netization in both magnetic configurations at higher fluences as can be seen in figure 8.5 (a) for
5.08 £ 0.01 mJ/cm?. At longer delays, both magnetization curves separate from each other due
to the action of the external magnetic field. For 5.08 4+ 0.01 mlJ/cm?, we can see that the reversed
magnetization is around 20% of its room temperature equilibrium value after a few picoseconds
and around 40% percent of it after 50 ps (we suppress the contribution of the external magnetic
field by averaging the normalized magnetization for both magnetic configurations). These val-
ues can be increased in principle if one increases the Curie temperature of the ferromagnetic
layer because then the instantaneous equilibrium magnetization will be larger. However, as we
showed in the previous chapter, this will require a higher laser fluence or a larger spin current
amplitude to achieve the magnetization reversal. One must then face a trade off between energy
efficiency and a higher reversed magnetization amplitude.

Finally, in order to better appreciate this spin cooling effect, we compare the results we have
for the spin valve with the results for the reference sample. This is shown in figure 8.6. Figure
8.6 (a) shows the magnetization dynamics of the reference sample for several fluences. We

recover the usual ultrafast demagnetization behavior®"”

. In order to compare these results with
what we get for the AP configuration in the spin valve sample, we change the peak fluence
for the measurement of the reference sample until we get the same normalized magnetization
dynamics. This is what we obtained in figure 8.6 (c) for 0.53 4 0.08 mJ/cm?. The displayed
values of fluence correspond to the fluences used for the reference sample which are then found
to be half as high as the ones for the spin valve sample. Starting at around 1.52 4= 0.14 mJ/cm?,
a clear difference between both magnetization dynamics appears which keeps increasing as the
fluence increases, showing again the increasing efficiency of the spin current generation (in the
GdFeCo layer) and absorption (in the [Co/Pt] layer) as fluence increases. To quantify this effect,
we define the spin cooling as the difference between the [Co/Pt] normalized magnetization in
both cases i.e. (|Map (coryq(t)| — [ Miingle (comq (t)]) /Mo where Map (copq(t) is the magnetization
of the [Co/Pt] multilayer in the spin valve for the AP configuration while Mingie [copy (t) is its
magnetization in the reference sample. The spin cooling as a function of pump-probe delay is
plotted in figure 8.6 (b) for various fluences. At low fluences, there is no spin cooling but one
can see an ultrashort transient spin heating (i.e. negative spin cooling) at 1 ps of around 10%.
This spin heating is due to the already observed sharp onset on the magnetization recovery. Just
as the magnetization overshoot, it is attributed to the spin current coming from the TM sublattice

of GdFeCo". This measurement confirms this hypothesis as the spin cooling is the difference of

*Even though we observe this spin heating for only one data point, because of the lower time resolution of
these measurements, we believe this effect is real. Indeed, at high fluence, it is the signature of the magnetization

overshoot which we also observed with the higher time resolution of figure 8.4.
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Figure 8.6: (a) Normalized magnetization M /M, dynamics of the reference sample, where M, is the
magnetization at negative delay, as a function of pump-probe delay and for several fluences. The mea-
surements were also made with an external magnetic field of 14.6 mT. (b) shows the spin cooling, defined
in the text, as a function of pump-probe delay for several fluences (corresponding to the reference sam-
ple; see text). (c) Normalized magnetization dynamics for the reference sample (solid lines) and the spin
valve sample in the AP configuration (dashed lines) as a function of pump-probe delay for several fluences

(corresponding to the reference sample).

the magnetization dynamics of the [Co/Pt] multilayer with and without spin current. At higher
fluences, a spin cooling starts to appear. At the highest fluence we used, a spin cooling of around

18% is reached within 3 ps and it even reaches around 32% at 50 ps.

8.2 Modeling and discussion

We now focus on modeling the previous results and use these simulations to draw conclusions

regarding the physics at play. We use our model introduced in chapter 5 which is a combina-
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1.”3 model of

tion of our theory of laser pulse absorption, a 2TM with heat diffusion, Beens et a
ultrafast magnetization dynamics for ferromagnets (for S = 1/2) and a model for the spin ac-
cumulation generated by the GdFeCo ultrafast demagnetization. We consider that the generated
spin accumulation in [Co/Pt] due to its own demagnetization is negligible due to a short spin-
lattice relaxation time. We take the Curie temperature of the [Co/Pt] multilayer to be 500 Kelvins
and the characteristic demagnetization time 7 = 0.132 ps as given by the standard m3TM'"” with
the parameters used by Bergeard et al. as for chapter 7. We choose the room temperature to be
300 Kelvins, D = 1 eV as in reference 93 and all the other parameters are given in chapter
5 or taken from the experimental conditions. The only exception is the pump beam which was
assumed to be circular with a diameter of 288 um. We explain how we estimated the spin accu-
mulation below. The normalized magnetization we plot is the one given at the center (in the z
direction) of the [Co/Pt] multilayer”.

First, we focus on what this model predicts for the reference sample. This is shown in figure

8.7. Note that the normalized magnetization we are now talking about is different from the
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Figure 8.7: Predicted total normalized magnetization my,; of the reference sample as a function of time

delay for various fluences.

normalized magnetization in the previous section. In the previous section, magnetization was
normalized with respect to the equilibrium magnetization at room temperature while here it is
normalized by the magnetization at zero Kelvin as usual. One observes the standard ultrafast

demagnetization dynamics with critical slowdown at high fluence. We note that the fluence we

*Here we calculate the magnetization dynamics at each point of our spatial grid. Because we neglect exchange
interaction between magnetic moments at different depths, a cleaner approach would calculate the average electron
temperature over the [Co/Pt] multilayer thickness at each time step and use this as an input for equation (5.25).

However, this is not going to affect our results qualitatively.
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find are higher than the experimental ones but we do not aim at making quantitative predictions.
There is a factor two of difference between our predicted fluences and the experimental ones.
This is similar to the factor two that we also had for the simulations in section 7.1.

We now consider the spin valve sample. In order to model the spin accumulation, we use
equation (5.28) with the density of state per unit volume given by Sommerfeld’s model®! and
7! = 35 fs*. We just need to know the dynamics of the magnetization of GdFeCo. We get the
magnetic moment dynamics of each sublattice from the fits used in reference 9, assuming it is
still valid for x = 33%, and the atomic magnetic moments also given in this reference. We note
that they used a pulse duration of 60 fs which is closer to our 100 fs than the 1.1 ps of Choi
and Min'"’. To get magnetization, we estimate the number of atoms per unit volume from the
measured magnetization of GdFeCo at 300 Kelvins measured in reference 303. We take 2.5 102
atoms per cubic meters. The obtained magnetization dynamics is valid for positive delays. We
then assume it is given by its equilibrium value at negative delays and take the convolution of the
resulting function with a gaussian function with full width at half maximum of 100 fs (the pump
laser pulse duration) as the true magnetization. The fits of reference 9 are obtained from reversal
dynamics but we assume one has the same characteristic times for magnetization recovery. The
effect of fluence on the amplitude of the generated spin accumulation is taken into account by
assuming that the demagnetization amplitude of each sublattice scales linearly with fluence and
that a complete quenching is achieved at the threshold fluence for GdFeCo switching that we
found in the previous section. Thus, the resulting spin accumulation as a function of time to be
used as an input in equation (5.25) is shown in figure 8.8. We retrieve a curve similar to the one
measured by Choi and Min'”’ through a thick layer of copper. The main difference is that the
signal lasts for a shorter period of time of around 2 ps instead of several tens of picoseconds.
This difference is attributed to the different pump laser duration as well as the diffusion in the
thick copper in the case of Choi and Min!"°. It results that the gadolinium peak has its maximum
amplitude at around 300 fs. The amplitude of the gadolinium peak is around 2.23 10~2! J which
leads to Ap/(2kpTe) ~ 16% and DAy ~ 1.4%. Thus, Au/(2kTy) may indeed affect the
magnetization dynamic when the normalized magnetization of the localized spins is sufficiently
reduced. The impact of DA on the total magnetization is however small. As stated in chapter 5,
this modeling of the spin accumulation breaks conservation of angular momentum. This model
also neglect the spin accumulation generated by [Co/Pt] and especially the possible feedback

this spin accumulation might have on the magnetization dynamics”™. We note however that

*This value was tuned such as too reproduced the experimentally observed threshold fluence but choosing a

different value with the same order of magnitude does not change the qualitative behavior we will describe.
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Figure 8.8: Predicted spin accumulation in the [Co/Pt] multilayer as a function of time delay for a fluence
of 6.64 mJ/cm?.

the spin accumulation generated by [Co/Pt] will be small at around 2 ps”® when our input spin
accumulation becomes negligibly small. Thus one should see the spin accumulation plotted
in figure 8.8 as an effective total spin accumulation. Because we observed that the impact of
the [Co/Pt] spin current on GdFeCo is small (which is however not directly related to the spin
accumulation [Co/Pt] generates locally) we believe that it is reasonable to assume that the spin

accumulation dynamics in [Co/Pt] is mostly given by GdFeCo.

Thus, we now give the predicted magnetization dynamics in [Co/Pt] in the P and AP con-
figurations for various fluences in figure 8.9. One can see that our model indeed reproduces
magnetization reversal in the P configuration and it also reproduces the lack of reversal in the
AP configuration. The detailed behavior is however not quite right, especially because the am-
plitude of the normalized magnetization, just above the threshold fluence, reaches around 0.8
after a few ps. We give the equilibrium normalized magnetization which is around 0.91 for our
parameters. In the P configuration, as fluences increases, the amplitude of the reversed mag-
netization decreases. This is simply explained by the fact that the temperature of the system
increases and thus the corresponding equilibrium magnetization is lower in amplitude. This is
not something we observed, perhaps because we did not try high enough fluences. Apart from
the wrong amplitude, the magnetization dynamics for the P configuration is similar in trend to

what we observe experimentally: (i) an ultrafast demagnetization (ii) magnetization crosses zero
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Figure 8.9: Predicted total normalized magnetization dynamics of the [Co/Pt] multilayer as a function of
time delay for an initial P (a) or AP (b) magnetic configuration. Results for various fluence (indicated in

the center of the figure in mJ/cm?) are shown.

in less than a picosecond and increases in the other direction rather linearly until (iii) around 2
or 3 ps, the magnetization dynamics decelerate. This is especially visible for fluences between
2.62 and 3.79 mJ/cm?. We show in figure 8.10 below that this third step happens as soon as the
magnetization reaches equilibrium with the electronic system. We note that the overestimation
in the reversed magnetization amplitude could be corrected by changing the Curie temperature
or the intensity of the spin current. We tried several other set of parameters and we always found
that the magnetization crosses zero in around a picosecond or less, which seems to show that
this ultrafast reversal is a general behavior as long as one can sufficiently demagnetize the fer-
romagnetic layer and send a spin current on it at the right instant. We also note that our model
is not able to reproduce magnetization dynamics where the magnetization remains stuck around
zero, for fluences around the threshold fluence, as in figure 8.5. This behavior must exist in our
model, by continuity, but the range of fluence where this happens might be very small while it
seems to be easily reachable in experiments. In the AP configuration, we are not able to repro-
duce the overshoot. This makes sense because the reversed magnetization amplitude in the P
configuration is too large and so we would expect the same to be true for the magnetization that
is prevented from demagnetizing because of a spin current”. We are able however to reproduce
a peak at around 200 fs which might play the role of this overshoot in the case of our simula-

tions. In the simulations, this peak is due to the spin accumulation generated by the ultrafast

*This may be corrected by modifying the alloy concentration in the estimation of the spin accumulation given
in figure 8.8. We believe that we are probably overestimating the spin current generated by gadolinium compared

to the TM sublattice.
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demagnetization of the TM sublattice which supports our interpretation that it is indeed the spin
current coming from the TM sublattice of GdFeCo that generates this peak. Right after this
peak and at high fluence, the magnetization suddenly increases because of the contribution of
gadolinium. However, because the system is still very hot at these fluences, the magnetization
decreases again after around 1 ps. This deformation of the magnetization curve as fluence in-
creases shows that the magnetization is more sensitive to the spin current (spin accumulation)
when the magnetization is reduced.

Our simulations also reproduce a counter intuitive result we obtained experimentally: the
magnetization reversal in around 400 fs in the P configuration is explained by the spin current
generated by gadolinium but at the same time the magnetization overshoot in AP is also around
500 fs but is explained by the spin current coming from the TM sublattice. In our simulations,
the magnetization reversal also happens in less than a picosecond and the TM spin current peak
in the AP configuration also happens in less than a picosecond (note the slight deviation of the
magnetization minimum towards earlier delays as the fluence increases which is a signature that
the TM spin accumulation happens at even earlier times). We believe the reason for this apparent
contradiction is that the normalized magnetization dynamics lags behind the effect of the spin
current/spin accumulation. To explain this and also prove our claim above that the magnetization
is at equilibrium in around 2 ps, we plot the instantaneous equilibrium magnetization m., defined
as the solution of m.,(t) = tanh((2m.,(t)kpTc — Ap(t))/(2kpT:(t))) which is different from
m;. defined in chapter 5. Equation (5.25) states that, at each instant, m tends towards m., with
a certain characteristic time 7. This instantaneous equilibrium magnetization should be equal to
the normalized magnetization (neglecting the small DAy contribution to 11,,;) when the local-
ized spins are in equilibrium with the electronic system. A necessary and sufficient condition for
this equilibrium is : m = m,, and dm/dt = dm,,/dt. We plot the normalized magnetization
dynamics and its time dependent equilibrium value for both magnetic configuration, and also
in a fictitious case where the spin accumulation is always zero (but still for the same sample
and same 2TM modeling), for two different fluences in figure 8.10. We first focus on the lowest
fluence. In this case, without spin accumulation, the equilibrium magnetization reaches zero
(note the almost vertical dashed line reaching zero) because the electron temperature exceeds
the Curie temperature”. However, the magnetization lags behind this equilibrium value and a
full quenching is not achieved. In the P case, the equilibrium magnetization does not reach zero

right away because of the TM spin accumulation. The equilibrium magnetization thus slows

*We note that it is not required in this model that the electron temperature transiently exceeds the Curie tempera-
ture in order to reverse the magnetization of the ferromagnet. This is possible if the spin accumulation is sufficiently
high.
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Figure 8.10: Predicted total normalized magnetization dynamics of the [Co/Pt] multilayer, and its time
dependent equilibrium value, as a function of time delay for an initial P ((a) and (b)) or AP ((c) and (d))
magnetic configuration as well as for the fictitious case where no spin accumulation is present ((e) and

(f)). The results for two fluences, as indicated in the figure, are shown.
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down but still crosses zero because of the gadolinium spin accumulation. The normalized mag-
netization then follows and as soon as it is sufficiently close to the equilibrium magnetization,
it slows down even more. This is very similar to what we observed experimentally and justifies
our claim that the magnetization is at equilibrium with the electrons at around 2 ps. The system
could still possibly not be at equilibrium because both electron and phonon temepratures could
still be different as seen in figure 5.7. In the AP case, the equilibrium magnetization very quickly
crosses zero because of the TM spin accumulation but it comes back because of the gadolinium
contribution to the spin accumulation. Because the normalized magnetization lags behind, it is
still going down as the equilibrium magnetization goes back up and the effect of the spin accu-
mulation is barely visible. As one increases the fluence however, the magnetization follows the
equilibrium magnetization more closely and the signature of the TM spin accumulation starts to
appear. We note that in the case of this high fluence in P and AP configurations, the equilibrium
magnetization is not always continuous. This comes from the fact that the self consistent equa-
tion we need to solve has either one or three roots and under certain conditions, for instance if
the spin accumulation is relatively large, two such roots may disappear as time changes result-
ing in the convergence towards another root. This is similar to what happens when one models

magnetic hysteresis loops with a Weiss model”.

We now look at the spin cooling our model predicts. To see this, we either plot the magne-
tization dynamics in the P and AP magnetic configurations together with the dynamics without
spin accumulation, or we plot the difference between the magnetization dynamics in the AP con-
figuration and the magnetization dynamics without spin accumulation (i.e. the spin cooling as
defined above). This is shown in figure 8.11. One sees that our model is not able to reproduce
the long term asymmetry that is observed in figure 8.5 between the [Co/Pt] magnetization dy-
namics in the P and AP configurations at intermediate fluences. The high fluence (5.53 mJ/cm?)
case seems to reproduce qualitatively what we experimentally measure at 5.08 £ 0.01 mJ/cm?.
That is a subpicosecond magnetization reversal in P and both magnetization dynamics for P and
AP become identical after some time. The magnetization in P and AP would not be identical
at long delays if the electronic temperature of the [Co/Pt] multilayer were different in both con-
figurations. The latter fact happens if the localized spins transfer a different amount of energy
to the conduction electrons depending on their orientation. We do not observe such difference
of magnetization between P and AP at high fluence, however this does not exclude an exchange
of energy between conduction electrons and localized spins which should be included in our
2TM. For lower fluences (2.31 and 3.19 mJ/cm?), an asymmetry persists only during the time

interval required for the [Co/Pt] magnetization to switch and we cannot reproduce the fact that
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Figure 8.11: Superimposed magnetization dynamics in the P and AP (standard and reversed) magnetic
configurations as well as the magnetization dynamics without spin accumulation for three different flu-
ences as indicated in (a), (b) and (c). (d) shows the predicted spin cooling for this sample as a function of

time delay.

the magnetization can remain around zero for several tens of picoseconds. We believe this is
because the MFA prevents us to consider magnetization slow down due to out of equilibrium
states that comes with complex magnetic textures®®*. In this sense, atomistic stochastic LLG
simulations are more suitable. Of course for much lower fluences, the spin accumulation has a
negligible effect and we will obtain the same magnetization dynamics for both P and AP con-
figurations, as in the experiments. Apart from this behavior around the threshold fluence of the

ferromagnet, the magnetization reversal is well reproduced qualitatively. The results obtained

*This could also be partially due to the fact that, in our measurements, (i) there is a small fluctuation of the
position of the beam and (ii) we average data over a square of finite size. This would result, at the threshold fluence,

to data that are the average of magnetization reversal and recovery thus canceling out each other.

170



8.3. CONCLUSION

for the spin cooling show common features with the experimental one in figure 8.6. In particular,
we model the spin heating peak (even though its amplitude is rather small). In our model, it is
indeed due to the TM sublattice contribution to the spin accumulation. This spin accumulation
will slightly increase the ultrafast demagnetization rate in the AP configuration compared to the
case without spin accumulation. The behavior at longer times appears to be more complex in the
case of the simulation with various non monotonous behaviors and higher spin cooling values.
Nevertheless, we conclude that our model allows us to explain many features of our experiments.

Finally, we present some simulations of TR-MOKE microscopy images if there was no
GdFeCo in the system. To do so, we reproduced our calculations for various fluences following
a gaussian spatial profile. The angle of incidence of the pump laser beam is then taken into ac-
count to correct the incident laser fluence (see equation(5.10)) as well as the time delay for the
arrival of the pulse along the = axis of the sample (the plane of incidence is the (x, z) plane).
The angle of incidence of the probe is also taken into account because there will also be a time
delay due to the fact that certain regions of the sample are probed earlier. According to what
we explained in chapter 4, we should then obtain the exact effect of a pulsed laser beam on the
sample (up to the fact that we neglected some small contributions to the electric field). These
results are shown in figure 8.12. We can clearly see that we reproduced the fact that the signal
starts appearing from the left and then propagates towards the right. At longer time delays, a
sharper magnetic domain forms. However we note that this is faster than in our experiments be-
cause we saw that the simulations cannot reproduce the slowdown of the magnetization around
the threshold fluence. We also note that the center of the reversed magnetic domain is hotter,

leading to a slower magnetization recovery to its room temperature value.

8.3 Conclusion

In this chapter, we unveiled the true magnetization dynamics of the [Co/Pt] multilayer in
the GdFeCo/Cu/[Co/Pt] spin valve structures using TR-MOKE microscopy. We saw that the
magnetization crosses zero in less than a picosecond and reaches equilibrium in around 2 pi-
coseconds. Both peaks of the spin accumulation were shown to contribute to the dynamics but
it is the spin accumulation arising from the gadolinium sublattice that drives the reversal. We
also showed that the spin accumulation efficiently cools down the local magnetization already at
a subpicosecond timescale and can change the magnetization by around 30% at the picosecond

timescale. These results were understood thanks to a model of ultrafast magnetization dynamics
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with heat transport in multilayer structures and a spin current source. The model successfully
reproduces qualitatively many features of the experiments apart from the slowdown of the mag-

netization dynamics around the threshold fluence.

172



8.3. CONCLUSION

'
.
@

Figure 8.12: Simulations of the TR-MOKE microscopy images for different pump-probe delays (defined
as zero when the peak of the laser pulse reaches the center of the image) for a laser power of 120 mW and
the other experimental parameters are mentioned in the text. The scale bar is 100 um long and the color

code is the same as for MOKE microscopy images.
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Chapter 9

Conclusion

This thesis focused on the ultrafast transport and dynamics of spin. We started by discussing
the general conservation laws and dynamics equations satisfied by conserved quantities such as
angular momentum. From these general considerations, one can tackle the problem of mag-
netization or spin dynamics in various approaches that we reviewed. In particular we discussed
ultrafast demagnetization and where the angular goes during such experiments. Even though the
details of such mechanisms are still the subject of intensive work, we argue that ultrafast spin
transport, loss of magnetization accompanied by magnon generation and spin flip scatterings (all
in the presence of spin orbit coupling) are the most important microscopic mechanisms. They
may however contribute more or less depending on the sample and the experimental method (for
instance which region of the Brillouin zone is probed). We also discussed extensively AO-HIS
and presented our understanding of this mechanism which is at the base of the models we used
in this work. Finally we presented the works that had already been done on the reversal of mag-
netization due to ultrashort spin currents, which is the main phenomenon that was investigated

in the remaining part of this thesis.

The next part focused on the experimental and theoretical methods used to investigate mag-
netization dynamics. We presented a detailed characterization of the pulsed laser beams that we
used and discussed the various approximations that are commonly made implicitly. The MOKE
setups that we used were then presented and we explained why such methods allow us to probe
magnetization even under non equilibrium conditions. The theoretical part aimed at providing a
full (essentially semiclassical) treatment of magnetization dynamics in general heterostructures
irradiated with ultrashort pulses of light. We extended the TMM to consider the absorption of

laser pulses instead of monochromatic waves and extensively discussed why these types of ap-
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proaches fundamentally lack physical sense because they sharply separate electromagnetic and
electronic conserved quantities. We also presented Gridnev’s model®? of ultrafast magnetization
dynamics which was then used to provide a slightly different derivation of Beens ef al. model
of ultrafast magnetization dynamics in ferromagnets. In particular, we obtained a generalized

equation for the spin accumulation dynamics.

The remaining part of this thesis was then focused on experimental results together with
simulations of them. First we considered GdFeCo/Cu/GdFeCo structures where we showed
that spin currents due to ultrafast demagnetization modify the behavior of GdFeCo under single
laser pulse irradiation. In particular, the RE dominant GdFeCo generates a spin current whose
effect on the other GdFeCo is mostly determined by the gadolinium sublattice. Conversely, the
gadolinium sublattice of the RE dominant layer is the one most sensitive to spin currents. This
was explained by the fact that at high concentration of gadolinium, it is gadolinium that might
polarize conduction electrons and not the TM sublattice. These results where shown to be con-
sistent with measurements of exchange bias fields due to RKKY coupling. Itis the TM sublattice
of the TM dominant layer on the other hand that polarizes conduction electrons. We estimate
in chapter 7 that the transition, which would correspond to the conduction electron spin polar-
ization compensation composition, happens at z. ~ 21%. It comes from Gridnev’s model®” of
ferrimagnets that this compensation does not have to be the same as the magnetization compen-
sation point>**. This system is rather complex due to all the possible channels for the transfer
of angular momentum. To simplify the problem, and also in prevision for more practical ap-
plications, we replaced the TM dominant GdFeCo by various ferromagnetic multilayers. We
showed that by playing with Curie temperatures, one can tune the threshold fluence for the sin-
gle pulse reversal of the ferromagnetic layer. This was explained by a 2TM with heat diffusion
that is coupled to a model for light absorption and another one for ultrafast magnetization dy-
namics. Without fitting any parameter, we could explain the increase of threshold fluence with
increasing Curie temperature of a [CoxNi; (1)/Pt(1)] multilayer or with increasing thickness of
the interfacial cobalt layer in a [Co/Pt] multilayer. The impact of the spin current generated by
GdFeCo could be directly tuned by changing the laser pulse duration and the spin current was
shown to cause spin cooling i.e. increase of the magnetization amplitude due to spin currents.
Another way to modify the spin current is to change the GdFeCo alloy composition. For 33%
of gadolinium, we not only showed that no magnetization reversal of the ferrimagnetic alloy is
required but also that higher spin current intensities lead to lower threshold fluences, which is
another manifestation of spin cooling. The control of magnetism was pushed even further after

we considered samples with copper spacer thicknesses up to 80 nm. There, we showed that one
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can still achieve single shot magnetization reversal of the ferromagnetic layer even if there is no
direct laser irradiation of the layer. Up to that point, the ultrafast dynamics of magnetization was
deduced from the inability of other explanations to explain our experimental results. However
in the last chapter, we used TR-MOKE microscopy to show that the magnetization reversal (zero
crossing) happens in around 400 fs. A spin cooling of around 30% was observed after 50 ps,
meaning that the spin current can enhance the magnetization by up to 30% compared to a sam-
ple with no spin current. Moreover this spin cooling is ultrafast and already becomes sizable
after a few picoseconds. We were also able to qualitatively reproduce these results with a model
that combines laser pulse absorption, a 2TM model with heat diffusion, a phenomenological
model for the spin accumulation and Beens et al.”> model of ultrafast magnetization dynamics
for ferromagnets. This model also allowed us to understand the subpicosecond magnetization
dynamics in P and AP magnetic configurations and in particular we could ascertain what was

the role of the TM sublattice contribution to the spin accumulation.

Overall, we were able to manipulate magnetization of ferrimagnetic and ferromagnetic ma-
terials at the picosecond and subpicosecond timescales using light, heat and spin pulses. Our
results could be explained by conservation of energy and angular momentum. However, sev-
eral points remain unclear. The principle ones are: a complete understanding of the GdFe-
Co/Cu/[Co/Pt] sample for an alloy composition x = 20%, the precise role of heating in the
AO-HIS of GdFeCo, the magnetization dynamics for samples with a thick copper, whether one
can increase the reversed magnetization amplitude of [Co/Pt] as observed in TR-MOKE mi-
croscopy (for instance by increasing the Curie temperature of the spin current amplitude) and
what is the minimum delay between two consecutive pump laser pulses such that the magne-
tization reversal occurs for each pulse. Also, one should improve the presented model for the
ultrafast magnetization dynamics such that it considers an improved 2TM (at least including the
exchange of energy with localized spins) and also magnons. Indeed, we saw that our model
does not reproduce the correct magnetization behavior around the [Co/Pt] switching threshold
fluence. We explained this by the fact that we use a MFA. One would need to consider spin-
spin correlations in order to consider non equilibrium of the spin system itself*® on top of the
out of equilibrium situation between individual spins and the electronic system. Also, because
the magnetization reversal happens on timescales comparable with ultrafast demagnetization, it
might be required to consider microscopic mechanisms for the spin lattice relaxation explicitly

and not simply take it into account through a relaxation time approximation.

From a more practical point of view, we want to propose the design shown in figure 9.1. In

this design, one uses two GdFeCo with a high gadolinium content (typically = = 33%). They are
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Figure 9.1: Proposed multilayer design for subpicosecond single pulse toggle switching of [Co/Pt].

positioned on each side of a Cu(10)/[Co/Pt]/Cu(10) multilayer. One then sets the magnetization
of the GdFeCo layers such that their magnetizations are pointing in opposite directions. Then,
exciting one GdFeCo layer or the other (the simplest way would be to send a laser pulse on one
side of the sample or the other) one could generate a hot spin current of a given direction and
thus set the magnetization of the ferromagnetic multilayer in the wanted direction. Because the
threshold fluence of the [Co/Pt] multilayer can be made smaller than the ones of the GdFeCo
layers, the direction of the magnetization would always be given by which GdFeCo layer one

excites.
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Appendix A

Transition rates

In this appendix, we discuss the transition from equation (5.18) to equation (5.19). First, one

uses the wave vector representation for the conduction electrons:
1 iqr;
i = = g ey, (A1)

Where one should not confuse the number of lattice site /V appearing as factors with the letter
N indexing many body states. We note that the spin magnetic number is still a good quantum
number as the longitudinal part of the s-d Hamiltonian commutes with s7. We also use the fact
that localized and itinerant spin operators act in independent spaces:
y Jym N .
NN’ ij pap’qd’
(N

N/> <N’ ‘CL,TCPQ

PNN' S(Ey — Ely + A,)

(A.2)

cT¢CqT N> e (a=P) iy (P =)
P

[1]

Where we only focus on the term that increases the localized spin value for simplification as
each transverse term in the Hamiltonian gives rise to separate transition rates. Next, we con-
sider the electronic factors. These terms will be non zero if the effect of CI) 1Cqt On |[N') is
to transform it into | V). This means that |N) and | N’) must be identical up to one electron
that has an opposite spin and a different wave vector (in general) in |N) compared to |N').
It also directly follows that p = p’ and q = q’. When the electronic factors are not zero,
(| ehyean| V) (7
tor exp(—[(eqr — f14)) out of the density matrix element and [1 + exp(—[(eqr — 111))][1 +

T
CqtCp'l

N > = 1. For given wave vectors q and p, one can always fac-
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exp(—p(ep; — ;)] out of the grand canonical partition function. Following standard manipu-

lations**, the sum over the many body states can be simplified and one then gets:

ij

(A.3)
e Blear—nt) 1

14+ e BlEar—) 1 4+ e—Blepi—my) Oeps — at + )

Where we used Jj;,, = J, exp(i(q — p) - r;)/N. It is important to note that the localized spins
depend on lattice sites here. Otherwise, their matrix elements could be taken out of the sum
and the complex exponential factors in Ji7,, would lead to g = p. In that case, no transfer of
momentum to the localized spins is taken into account. Such transfer actually exists and in order
to consider the spatial inhomogeneity of localized spins, one needs to consider magnons’’. As
explained in chapter 3, magnons are usually taken into account through a Holstein-Primakoff
transformation whose expansion is only valid for small spin deviations or classical spins. Be-
cause we consider quantum spins and possibly large spin deviations (and because we also do
not have magnons at all in this MFA), we need another approach. Here, we will assume that
the localized spins matrix elements do not depend on lattice site (consistently with Gridnev’s
model assumptions®?) but transfer of momentum to the localized spins will still be permitted by
assuming that J;; , depends on wave vectors in a (unknown) more complicated way. Recogniz-

ing Fermi-Dirac distributions fs(c4s) = 1/(exp(S(eqs — 1s)) + 1) and replacing the sum over

wave vectors by integrals over energy:
Woiim = %Sﬁ > / J7 ()" (e)Di(e — Ay) fr(e = Ay)Dy(e) [1 = fi(e)]de  (A4)
ij

Where the energy dependence of J!(¢) is unknown. Because scattering happens for energies
close to the Fermi energy, the latter quantity may be averaged over the Fermi surface and taken
out of the integral. We also average it over lattice site such that <J U(e) 7" (e )> = \?J2/N? and
A then parametrizes the effect of localized spins spatial inhomogeneity. Taking this into account
and also considering the other transverse term of the Hamiltonian, we get:

Y i = QhJ%QS”i / Diyy(e F AV fry(e FAN)Dyy(e) [1 = fuple)]de  (A5)

Calculating this standard integral, one obtains equation (5.19) with C, =
(7/2h)J2\2D4(er)D(er), where we assumed that the densities of states are constant
close to the Fermi energy . Then the densities of states only need to be known at the Fermi

energy as usual. As mentioned in chapter 5, one needs an additional parameter, A, even though
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the exchange of angular momentum has the same origin as conduction electrons and localized
spins exchange splitting. In reference 92, the role of \ is replaced by the average of the Bloch
function over the Fermi surface. However, we believe that this is not quite right because the
Bloch functions do not directly contain information about the inhomogeneity of the localized

spins system.
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Appendix B

Sample side excitation results in
GdFeCo/Cu(10)/[Co/Pt]

This appendix shows similar results as the ones presented in section 7.3 except that laser pulse
irradiation is done directly from the sample side while MOKE microscopy is done through the
substrate. As we observe qualitatively similar results, this allows us to rule out the role of SDSE

in the magnetization reversal observed in these structures.
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APPENDIX B. SAMPLE SIDE EXCITATION RESULTS IN GDFECO/CU(10)/[CO/PT]
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Figure B.1: (a) shows the simplified sample structure together with the experimental situation for MOKE

-
titdtt

microscopy. The red cone indicates on which side MOKE microscopy is performed and the wiggly arrow
indicates on which side we send single laser pulses. (b) shows the hysteresis loops for x = 33%, performed
through the substrate side just as MOKE microscopy. The colored horizontal bars represent the color of
the magnetic configuration in the MOKE microscopy images ((c) and (d)). (c) and (d) show the results of
sending single laser pulses of high fluence on the Gd,FeCo/Cu/[Co/Pt] sample with z = 33% from P+
(c) and AP- (d) configurations. The pulse duration is 35 fs and the pulse energy is 0.74 uJ. The scale bars
are 30 um long.
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Figure B.2: (a) shows the simplified sample structure together with the experimental situation for MOKE

microscopy. The red cone indicates on which side MOKE microscopy is performed and the wiggly arrow
indicates on which side we send single laser pulses. (b) shows the hysteresis loops for x = 27%, performed
through the substrate side just as MOKE microscopy. The colored horizontal bars represent the color of
the magnetic configuration in the MOKE microscopy images ((c) and (d)). (c) and (d) show the results of
sending single laser pulses of high fluence on the Gd,FeCo/Cu/[Co/Pt] sample with z = 27% from P+
(c) and AP- (d) configurations. The pulse duration is 35 fs and the pulse energy is 0.44 pJ. The scale bars
are 30 um long.
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Résumé de la these

Représentation des systemes considérés dans cette these.

Le spin est un objet physique particulier. Il est relié au moment cinétique d’une partic-
ule, c’est-a-dire une quantité conservée par rotation. Il est aussi associé au moment magné-
tique de I’électron qui contribue majoritairement au magnétisme des matériaux dits ferromagné-
tiques ou ferrimagnétiques. Les matériaux ferromagnétiques sont caractérisés par un seul réseau
d’atomes magnétiques alors qu'un matériau ferrimagnétique possede deux sous réseaux mag-
nétiques avec des aimantations pointant dans des directions opposées. Certains matériaux ferri-
magnétiques possedent une propriété particuliere appelée le retournement tout optique indépen-
dant de I’hélicité'®*?% (AO-HIS pour All Optical Helicity Independent Switching en anglais).

Un matériau qui a de ’AO-HIS est un matériau qui retourne localement son aimantation si un
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pulse laser, généralement d’une durée de quelques dizaines de femtosecondes, I’irradie. Ce

mécanisme a surtout été observé dans I’alliage GdFeCo'8%2%

mais aussi plus récemment dans
MnRuGa*"®. Ce phénomene, tout comme la désaimantation ultra rapide”’, n’est pas autorisé
par la thermodynamique standard et est le résultat d’un état hors équilibre transitoire. Quand
le systeéme n’est pas a I’équilibre, il n’est pas décrit par une seule température et un seul po-
tentiel chimique (supposant que ces deux grandeurs suffisent a décrire la thermodynamique du
systeme). La température peut dépendre de la position dans le systeme ou alors elle peut méme
étre différente pour différentes particules ou quasi-particules. C’est aussi le cas pour le potentiel
chimique qui peut généralement dépendre de la position et du spin. Cependant, on a aussi parfois
un état hors équilibre caractérisé par le fait qu’aucune température ne peut étre définie. Cette
complexité par rapport aux phénomenes a I’équilibre rend 1’étude de ces systemes compliquée
mais intéressante d’un point de vue fondamental. Dans le cas du GdFeCo, les phénomenes hors
équilibres en jeux sont une différence de température entre les électrons de conduction (qui peu-
vent dépendre du spin), les phonons et les spins ainsi que d’une différence de potentiel chimique
entre les électrons de spin up et de spin down. En particulier, les spins, formant 1I’aimantation
du systeme, ne sont pas a I’équilibre entre eux ni avec les électrons. Comme ceux-ci sont cepen-
dant en interaction, 1’état hors équilibre va forcer des transferts d’énergie et de moment cinétique
pour rétablir I’équilibre. Au cours de ces transferts, le moment cinétique peut passer d’un sous
réseau magnétique a un autre ce qui va permettre a 1’aimantation totale du systeme de se re-
tourner. Cependant, le moment cinétique ne passe pas directement d’un sous réseau a un autre.
En effet, les électrons magnétiques du gadolinium sont fortements localisés et ils doivent donc
intéragir tout d’abord avec des électrons de conduction sur un méme site atomique. LLe moment
cinétique est donc transféré tout d’abord aux électrons de conduction puis seulement a 1’autre
sous réseau magnétique. Ainsi, durant ce processus, les électrons de conduction vont gagner
du moment cinétique qui va créer, entre autre, une différence de potentiel chimique entre les
électrons de spin up et de spin down. Comme les électrons de conduction sont trés mobiles,
ils peuvent généralement transporter le moment cinétique qu’ils portent ailleurs, par exemple a
cause d’un gradient de température ou d’énergie. Ceci fut observé expérimentalement'’’. Lors
de la désaimantation ultra rapide du GdFeCo (suivie d’un retournement ou non de I’aimantation),
celui-ci va générer un courant de spin qui va pouvoir quitter le GdFeCo s’il est en contact avec
une couche métallique, typiquement une couche de cuivre. Il a été récemment observé que
I’effet de ce courant de spin, combiné a la désaimantation ultra rapide due a un seul pulse laser
femtoseconde, permet de retourner I’aimantation d’un matériau ferromagnétique®”®. Ceci est

tres intéressant car autrement, le retournement de I’aimantation d’un matériau ferromagnétique
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nécessite plusieurs pulses laser polarisés circulairement'* !

. C’est dans ce contexte que se
situe le travail présenté dans cette these. Nous souhaitons étudier la dynamique hors équilibre
de I’aimantation, engendrée par des pulses laser femtoseconde, dans des matériaux métalliques

ou il peut y avoir du transport de spin.

Avant de présenter nos résultats, nous commengons par rappeler des concepts de physique
de base tels que la conservation de I’énergie et du moment angulaire, le concept de spin,
I’hamiltonien basse énergie du systéme ou nous discutons aussi la validité du concept
d’aimantation de manicre générale. Nous présentons ensuite les différentes approches et les
différents résultats théoriques et expérimentaux qui ont déja été faits dans le domaine générale
de la dynamique hors équilibre de I’aimantation. Nous présentons ensuite nos propres méthodes

expérimentales et théoriques.

Le principe physique étudié dans cette these est représenté schématiquement dans la figure
ci-dessus. En haut, on peut voir le GdFeCo avec les fleches vertes qui représentent les moments
magnétiques des atomes de gadolinium alors que les fleches rouges représentent les moments
magnétiques des métaux de transition (le fer et le cobalt). Lorsque 1’on excite le systeme avec
un pulse laser femtoseconde (au centre en rouge) un courant de spin représenté par les petites
fleches jaunes va sortir de la couche de GdFeCo. Celui-ci interagit ensuite avec 1’aimantation
d’un matériau ferromagnétique, comme des multicouches de Co/Pt, qui a été fortement réduite
a cause de ’action du laser. Le courant de spin peut ensuite transférer son moment cinétique
au matériau ferromagnétique qui va donc se retourner. De nombreuses questions sont toujours
sans réponse dans ce genre de systeme et nous nous proposons de répondre a certaines d’entre
elles dans cette these. D’abord, nous étudions un systeme légerement différent composé de
deux couches différentes de GdFeCo séparées par une couche de cuivre. Nous montrons que
pour un alliage de GdFeCo contenant 30% de gadolinium, les électrons de conduction sont po-
larisés par le gadolinium alors que pour 20% la polarisation est donnée par les métaux de transi-
tion. Ceci est en accord avec 1’observation expérimentale que nous faisons que le retournement
de I’aimantation du GdFeCo avec 20% de gadolinium peut se faire avec un seul pulse laser si
I’aimantation du gadolinium dans la couche avec 30% de gadolinium est dans la direction op-
posée de I’aimantation des métaux de transition dans la couche avec 20% de gadolinium. Dans le
cas contraire, aucun retournement n’est observé et si la couche de GdFeCo avec 20% de gadolin-
ium est isolée dans un échantillon différent, aucun retournement ne peut €tre observé non plus.
Ceci montre que le courant de spin est en effet la cause du retournement de 1’aimantation du
GdFeCo avec 20% de gadolinium. De plus, nous montrons que la couche avec 30% de gadolin-

ium ne doit pas nécessairement se retourner pour que ’on puisse observer le retournement de
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I’aimantation de 1’autre couche.

Le systeme précédent est tres complexe a cause du fait que les matériaux en jeu sont ferrimag-
nétiques. Pour simplifier le probléme, nous retournons ensuite dans la configuration présentée
dans la figure ci-dessus ou I’on a un matériau ferromagnétique au lieu de la couche de GdFeCo
avec 20% de gadolinium. Dans ce cas 13, nous nous intéressons séparement au role du chauffage
de la couche ferromagnétique par les pulses laser et le role des courants de spin. Pour étudier le
role du chauffage, nous considéront différents matériaux ferromagnétiques ayant des tempéra-
tures de Curie différentes. Nous observons que I’énergie nécessaire pour retourner 1I’aimantation
de la couche ferromagnétique augmente lorsque sa température de Curie augmente, indiquant
que le matériau ferromagnétique doit €tre suffisamment désaimanté pour que le retournement
puisse se faire. Pour étudier le role du courant de spin, nous changeons la durée du pulse laser
ou la concentration en gadolinium dans 1’alliage de GdFeCo. En effet, lorsque cette concentra-
tion augmente, il a ét€ montré que le moment cinétique relaché par la couche de GdFeCo dans
une couche métallique voisine augmente également. Nous observons dans ce cas qu’augmenter
la concentration de gadolinium réduit I’énergie nécessaire pour retourner 1’aimantation de la
multicouche ferromagnétique. Ceci montre que le courant de spin ne fait pas qu’autoriser le re-
tournement de I’aimantation en lui donnant une direction privilégiée mais il y a bien un transfert
de moment cinétique non négligeable qui s’effectue. Dans le cas ou la durée du pulse est aug-
mentée, cela ralentie la dynamique de I’aimantation du GdFeCo et diminue ainsi I’intensité du
courant de spin qui est généré. Des résultats similaires au cas ou la concentration en gadolinium
est changée sont ainsi obtenus. Enfin, nous avons augmenté 1’épaisseur de la couche de cuivre
entre le GdFeCo et la couche ferromagnétique jusqu’a ce que la lumiere du pulse laser ne puisse
plus attendre la couche ferromagnétique. Cependant, nous observons qu’il est toujours possible
de retourner I’aimantation de la couche ferromagnétique avec uniquement un seul pulse laser
femtoseconde. Ceci montre que la lumiére en elle méme n’est pas nécessaire mais seulement un

transfert rapide de chaleur et de moment cinétique.

Dans un dernier temps, nous avons cherché a savoir a quelle vitesse le retournement de
I’aimantation du matériau ferromagnétique s’effectue. En utilisant une technique expérimen-
tale qui mélange de la microscopie a effet Kerr avec les techniques pompe-sonde, nous avons
pu obtenir la dynamique de 1’aimantation de cette couche ferromagnétique en fonction de la
position sur I’échantillon. Nous avons observé que le retournement s’effectue en environ 400
femtosecondes pour un pulse laser d’une durée de 100 femtosecondes, ce qui est le retournement
d’aimantation le plus rapide jamais observé. Ces mesures nous permettent aussi d’élucider le

role de I’aimantation de chaque espece chimique de 1’alliage de GdFeCo dans le retournement
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de I’aimantation du matériau ferromagnétique. En particulier, nous voyons qu’a des échelles de
temps extrémement courtes (par rapport a la durée du pulse laser) d’environ 200 fs, le courant de
spin issue de la désaimantation des métaux de transition peut aussi permettre un retournement
de I’aimantation mais qui est cependant transitoire. Nous pouvons aussi obtenir de ses mesures
qu’apres le retournement de 1’aimantation en environ 400 femtosecondes, 1’aimantation de la
couche ferromagnétique reste dans un €tat de non équilibre jusqu’a environ deux picosecondes.
L’effet du courant de spin est si important que nous observons qu’il peut augmenter 1I’aimantation
de la couche ferromagnétique de 30% par rapport a une situation sans courant de spin. Cet effet,
que nous dénommons réfrigération de spin (spin cooling en anglais) est aussi lui méme ultra
rapide apparaissant en seulement quelques picosecondes.

Ces mesures expérimentales ont été supplémentées par des calculs théoriques. Ces calculs
sont basés sur des équations de cinétique quantique pour le transport d’énergie et de moment
angulaire. Des approximations standards sont faites pour simplifier la résolution de ces prob-
lemes. En particulier, il est supposé que 1’approximation de Markov est vérifiée, ot I’on néglige
les effets mémoire, et on suppose aussi que I’énergie est strictement conservée. Dans le contexte
de I’équation de Von Neumann pour la matrice de densité, cela donne la régle d’or de Fermi
qui nous permet de calculer des taux de transition. En combinant ces taux de transitions avec
I’équation de Boltzmann pour les électrons, les phonons et les spins quantiques localisés avec
les interactions correspondantes, on peut obtenir un ensemble d’équations couplées qui, une fois
résolues, donnent la dynamique de la température et du moment cinétique dans le systeme. Pour
déclencher 1’état de non équilibre, il est cependant nécessaire de considérer I’interaction de la
lumiere avec la matiere. Dans le cadre de ce modele semi-classique, nous avons généralisé une
approche standard de telle sorte a pouvoir modéliser les effets des pulses laser de maniere plus
réaliste. Nous discutons cependant les limitations de considérer I’interaction lumic¢re matiere
dans ces approches semi-classiques. Néanmoins, nous trouvons, sans aucune procédure de fit,
que les résultats donnés par ces calculs théoriques reproduisent qualitativement nos résultats
expérimentaux. En particulier, les énergies nécessaires pour le renversement de 1’aimantation
du matériau ferromagnétique sont retrouvées avec seulement un facteur deux de différence et
avec une tendance identique lorsque I’on varie des parametres tels que la température de Curie.
Dans le cadre des mesures de dynamique du renversement magnétique ultra rapide du matériau
ferromagnétique, nous sommes capable de reproduire le renversement en moins d’une picosec-
onde grice au courant de spin provenant du gadolinium ou grace a celui provenant des métaux
de transition. Nous pouvons aussi savoir si I’aimantation est a I’équilibre avec les électrons ou

non et nous pouvons reproduire I’effet de spin cooling susmentionné.
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