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Résumé

Cette these de mathématiques appliquées a la mécanique a pour objet la conception
optimale de matériaux. Elle porte sur I’étude d’outils théoriques et numériques qui
permettent la synthese de nouveaux matériaux aux propriétés émergentes. Ce travail se
décompose en deux parties distinctes.

La premiere partie concerne la synthese de matériaux architecturés périodiques, par
I'utilisation d’'une méthode d’optimisation topologique. Le but est de concevoir des
matériaux périodiques ayant des propriétés du second gradient importantes, en optimisant
la forme et la distribution de matiere de la cellule périodique constitutive de ce matériau.
Ces propriétés sont définies a partir de tenseurs homogénéisés.

La méthode que nous appliquons nécessite dans un premier temps une étude théorique
de la sensibilité de ces tenseurs homogénéisés, par rapport a une perturbation in-
finitésimale de la géométrie de la cellule périodique. Cette information s’appelle la dérivée
topologique des tenseurs homogénéisés, et son étude est 'objet du chapitre 1. En partic-
ulier, nous calculons la dérivée topologique du tenseur du second gradient.

Puis dans le chapitre 2, nous utilisons la dérivée topologique calculée précédemment
en l'incorporant dans une procédure numérique d’optimisation topologique. Ainsi, nous
obtenons des topologies nouvelles a 1’échelle de la cellule périodique qui permettent la
conception de matériaux périodiques ayant des propriétés de second gradient prononcées.

La seconde partie concerne l’étude théorique de l'optimisation d’un probleme
d’interaction fluide-structure. Elle est I'objet du chapitre 3. Nous cherchons a opti-
miser la forme d’un matériau élastique plongé dans un fluide visqueux et incompress-
ible, afin d’améliorer une fonctionnelle abstraite qui dépend des solutions de ce probleme
d’interaction, dont nous montrons l'existence et 1'unicité. Pour cela, nous calculons la
dérivée de forme de la fonctionnelle, en appliquant la méthode appelée méthode des vitesses
(ou méthode d’Hadamard).
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Summary

This thesis of mathematics applied to mechanics deals with the optimal design of
materials. It focuses on the study of theoretical and numerical tools that allow the
synthesis of new materials with emerging properties. This work is divided in two distinct
parts.

The first part concerns the synthesis of periodic materials by using a topological opti-
mization method. The goal is to design periodic materials with important second gradient
properties, by optimizing the shape and the distribution of the periodic cell constituting
this material. These properties are defined from homogenized tensors.

The method we apply requires first a theoretical study of the sensitivity of these ho-
mogenized tensors, with respect to an infinitesimal perturbation of the geometry of the
periodic cell. This information is called the topological derivative of the homogenized ten-
sors, and its study is the subject of Chapter 1. In particular, we compute the topological
derivative of the second gradient tensor.

Then in Chapter 2, we use the topological derivative computed previously by
incorporating it into a numerical procedure of topological optimization. Thus, we obtain
new topologies at the scale of the periodic cell that allow the design of periodic materials
with pronounced second gradient properties.

The second part concerns the theoretical study of the optimization of a Fluid Structure
Interaction problem. We seek to optimize the shape of an elastic material immersed in a
viscous and incompressible fluid, in order to improve an abstract shape functional which
depends on the solutions of this interaction problem, whose existence and uniqueness are
shown. For this purpose, we compute the shape derivative of the shape functional, by
applying the so-called speed method (or Hadamard’s method).
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Introduction (francais)

La fabrication additive et I'optimisation topologique ont suscité un regain d’intérét pour
I’étude des matériaux architecturés au cours des deux dernieres décennies. Ces progres
technologiques sont en partie dus a I’émergence des imprimantes 3D, permettant une pro-
duction rapide et peu onéreuse d’échantillons pour I'expérimentation, et a ’amélioration
des méthodes et de la puissance en calculs numériques. Les matériaux architecturés
sont des matériaux dont les propriétés macroscopiques sont dues a l’organisation de
leur microstructure interne, ainsi que leur structure a plus grande échelle. Ils sont
aussi appelés matériaur composites. Bien que les microstructures non périodiques ou
quasi-périodiques aient également été amplement étudiées, les matériaux architecturés
sont souvent basés sur un arrangement périodique de cellules unitaires. Dans cette these,
nous nous intéressons plus particulierement aux matériaux périodiques.

Les matériaux architecturés sont largement utilisés en ingénierie en raison de leurs pro-
priétés remarquables, comme la légereté, la résistance, 'absorption d’énergie, 1’isolation
acoustique. Ils permettent de concevoir des matériaux artificiels que l'on trouve diffi-
cilement dans la nature, aussi appelés métamatériaur. On peut citer par exemple la
conception de matériaur auxétiques, dont les bénéfices en terme de capacité de résistance
au choc et a I'impact, isolation acoustique, absorption des vibrations, grande capacité de
changement d’aire ou de volume, ont été largement soulignés dans la littérature depuis
plusieurs décennies (voir par exemple, [Alm85]). Un matériau auxétique est un matériau
qui se dilate transversalement lorsqu’un étirement uniaxial est appliqué sur celui-ci.

Un autre exemple que l'on peut citer parmi les nombreux métamatériaux concerne
les réseaux tétrachirauz (voir Figure 1). Un matériau chiral est un matériau qui ne
possede pas la symétrie miroir (son image par symétrie dans un miroir ne lui est pas
superposable). Un matériau tétrachiral est un cas particulier de matériau chiral, qui reste
inchangé lorsqu’il est tourné d’un angle de 2w /4. La structure tétrachirale périodique
étudiée dans [Kar+20] et reproduite Figure 1, présente des déformations en élongation
couplées a des rotations. Sous les forces de traction, la structure se courbe vers le
haut. Cette structure est intéressante par exemple pour la conception de ponts, afin de
compenser la flexion due a leur poids (voir Figure 1).

Bien souvent la taille de la période ou des hétérogénéités est petite par rapport
a la taille de la structure macroscopique d’un matériau architecturé. Des simula-
tions numériques peuvent étre réalisées afin de prédire le comportement global dun
tel matériau. Mais, du fait de la taille de la microstructure, une analyse directe
est tres coliteuse en temps de calcul. Ainsi le matériau microstructuré peut étre
approché par un matériau homogene. La théorie décrivant les propriétés macro-
scopiques (appelées aussi propriétés homogénéisées ou effectives) d’'un matériau a par-
tir de l'analyse de sa microstructure est appelée homogénéisation. Nous introduisons le
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Figure 1: Cellule unitaire tétrachirale (a gauche), et réponse d’'une structure périodique
composée de cette cellule périodique, lorsqu’elle est soumise a des forces de traction hor-
izontales (& droite) (Figure de [Kar+20]).

concept d’homogénéisation dans la section 1.2 du chapitre 1.

L’homogénéisation permet d’obtenir un modele macroscopique de Cauchy du premier
ordre décrivant un matériau architecturé. Nous appelons homogénéisation du premier
ordre une telle description d’'un matériau architecturé. Un matériau de Cauchy du pre-
mier ordre est un matériau pour lequel seul le premier gradient du champ de déplacement
est utilisé pour mesurer les déformations, et tous les gradients de déplacement d’ordre
supérieur sont négligés. Les modeles de Cauchy du premier ordre sont valides sous
une hypothese de séparation d’échelle : la taille des hétérogénéités doit étre infini-
ment petite par rapport a la dimension caractéristique macroscopique de la structure.
Ainsi, une telle hypothese doit étre satisfaite dans le cas d’'une homogénéisation du
premier ordre, a savoir dans le cas d’un matériau périodique, que la taille de la cellule
périodique doit étre infiniment petite par rapport a la taille macroscopique de la structure.

En pratique, cette hypothese n’est jamais vérifiée puisque les matériaux architecturés
ont des cellules périodiques de taille finie. Ainsi, la théorie de 1’élasticité de Cauchy pour
I’homogénéisation doit étre parfois enrichie afin de prédire avec précision les effets d’échelle
du matériau. Il existe deux manieres d’améliorer ce modele.

La premiere approche concerne les modeles dits d’ordre supérieur. Ils reposent sur
I’ajout de degrés de liberté dans le modele. Alors qu’un matériau de Cauchy a pour seul
degré de liberté le champ de déplacement, un matériau de Cosserat par exemple, a pour
degrés de liberté le champ de déplacement et un champ de micro-rotation. Un matériau
dit micromorphe sera lui doté d’une nouvelle variable de microdéformation, un tenseur
d’ordre deux.

La seconde approche concerne les modeles dit de degré supérieur. Ces modeles incluent
comme variable un gradient d’ordre supérieur de la variable cinématique (le déplacement
ou la déformation). Par exemple, un modéle de second gradient a comme variable non
seulement le gradient du déplacement, mais aussi son second gradient. Ainsi, le sec-
ond gradient du champ de déplacement est pris en compte dans la densité d’énergie de
déformation, alors que dans un modele de Cauchy, seul son premier gradient est pris en
compte. Nous appelons homogénéisation du second gradient la procédure qui calcule un
modele macroscopique du second gradient pour un matériau hétérogene. On appelle aussi
modéle a gradient de déformation, un modele qui fait intervenir le gradient du champ de
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déformation a la place du second gradient du déplacement.

Par exemple, nous avons calculé dans le chapitre 2 de cette these la forme d’une
cellule périodique par une procédure d’optimisation topologique, afin de maximiser des
effets macroscopiques de second gradient. Un échantillon de matériau constitué de cette
cellule périodique, présenté sur la Figure 2, a été étudié par Baptiste Durand lors de sa
thése au laboratoire Navier (Ecole des Ponts ParisTech, Université Gustave Eiffel, theése
en cours), et présente des effets de second gradient.

Figure 2: Echantillon d’un matériau constitué d’une cellule périodique de type pan-
tographique. Ces images proviennent d’expériences menées par Baptiste Durand dans
le laboratoire Navier (Ecole des Ponts ParisTech, Université Gustave Eiffel).

Les matériaux architecturés ont d’excellentes propriétés. Ceci est en partie di a la
possibilité d’ajuster leur microstructure, soit par la distribution de matiere a 1’échelle
microscopique, soit par leur topologie, afin d’atteindre les propriétés souhaitées a 1’échelle
macroscopique. Les techniques d’optimisation de forme et de la topologie permettent
d’obtenir des formes originales qui ne sauraient étre imaginées par les concepteurs de
matériaux émergents.

L’objectif de cette these est d’étudier et d’appliquer des techniques d’optimisation
topologique afin de synthétiser de nouveaux matériaux architecturés dans le cadre des
matériaux continus homogénéisés en 2D.

L’analyse de la sensibilité du tenseur d’élasticité homogénéisé du second ordre par rap-
port aux changements topologiques de sa microstructure est menée. La cellule unitaire
constitutive du matériau est topologiquement perturbée par la nucléation d’une petite in-
clusion circulaire d’un matériau aux propriétés différentes du matériau sous jacent. Cette
analyse conduit au calcul de la dérivée topologique du tenseur d’élasticité homogénéisé,
qui est donnée par un champ de tenseur d’ordre 6 défini sur la cellule unitaire. Cette
dérivée topologique mesure comment le tenseur d’élasticité homogénéisé d’ordre 2 change
lorsqu’une petite inclusion circulaire est introduite dans sa cellule périodique. Cette étude
fait 'objet du chapitre 1.

Dans le chapitre 2, les dérivées topologiques des tenseurs homogénéisés précédemment
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obtenues sont utilisées dans une méthode numérique d’optimisation forme et de topologie
des microstructures. Cette optimisation a pour objet la synthese et la conception optimale
de métamatériaux, qui présentent des effets du second gradient tres prononcés en regard
de I'élasticité de Cauchy et en raison d'un effet de microstructure, ce qui n’est pas le cas
de la plupart des matériaux rencontrés en ingénierie.

Le chapitre 3 de cette these est consacré a une étude qui ne s’inscrit pas dans le cadre
de 'homogénéisation et des matériaux architecturés, mais qui est liée a 1'optimisation
de structures. Cette étude est consacrée a l'optimisation de forme dun probléme
d’Interaction Fluide Structure. On cherche a optimiser la forme d’un matériau élastique
plongé dans un fluide, en calculant la dérivée de forme d’une fonctionnelle de forme ab-
straite, afin de trouver une direction de descente pour faire évoluer cette forme avec la
méthode dite des vitesses.

Présentation de la thése

J’ai commencé ma thése en octobre 2018, dans le cadre du projet ArchiMatHOS!
financé par 1’Agence Nationale de la Recherche. Ce projet rassemble des chercheurs
de laboratoires de Mathématiques et de Mécanique pour explorer les comportements
élastiques non standard des matériaux architecturés, afin de trouver et de synthétiser
de tels matériaux. Jean-Frangois Scheid (Maitre de conférences a I'Institut Elie Cartan
de Lorraine (IECL), Université de Lorraine, Nancy, France) et Jean-Frangois Ganghoffer
(Professeur au Laboratoire d’Etude des Microstructures et de Mécanique des Matériaux,
Université de Lorraine, Metz- Nancy, France) ont supervisé ma these.

Je tiens a souligner que cette theése est le fruit de nombreuses collaborations en-
richissantes. En plus de mes superviseurs, j’ai travaillé avec André Novotny (Laboratério
Nacional de Computagao Cientifica LNCC/MCT, Petrépolis, RJ, Brazil), Jan Sokotoswski
(Institut Elie Cartan de Lorraine (IECL), Université de Lorraine, Nancy, France), Arthur
Lebée (Laboratoire Navier, Ecole des Ponts, Université Gustave Eiffel, CNRS, Marne-la-
Vallée, France), Ilaria Lucardesi (Institut Elie Cartan de Lorraine (IECL), Université de
Lorraine, Nancy, France), Baptiste Durand (Laboratoire Navier, Ecole des Ponts, Uni-
versité Gustave Eiffel, CNRS, Marne-la-Vallée, France) et Nicolas Auffray (Laboratoire
Modélisation et Simulation Multi Echelle, MSME UMR 8208 CNRS, Université Paris-Est,
5 bd Descartes, 77454 Marne-la-Vallée, France).

Détaillons le contenu du manuscrit.

Dans le chapitre 1, nous calculons les dérivées topologiques des tenseurs homogénéisés
d’ordre supérieur d’'un matériau périodique, par rapport a une perturbation topologique
de la cellule périodique constituant ce matériau. La dérivée topologique donne le com-
portement d’une grandeur mécanique affectée a la cellule d’une structure périodique d’'un
matériau composite, lorsque celle-ci est soumise a une perturbation infinitésimale de sa
topologie. Cette information est intéressante du point de vue de l'optimisation, car elle
indique s’il est avantageux ou non de changer la topologie de la cellule de base du com-
posite. De plus, la dérivée topologique permet ’émergence de géométries nouvelles et non

!Matériaux architecturés concus avec une homogénéisation d’ordre supérieur, https://anr.fr/
Project-ANR-17-CE08-0039
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triviales qui répondent a des défis majeurs, sans avoir besoin d’une grande précision sur
la topologie initiale.

Nous commencons par introduire le cadre dans lequel nous travaillons
I’homogénéisation. La théorie de I’homogénéisation est un domaine a la fois des
mathématiques et de la physique, qui aborde les modeles qui contiennent des effets de
taille. En général, ces modeles comportent différentes échelles de longueur, en la présence
d’au moins une échelle microscopique et une échelle macroscopique. Des outils pertinents
doivent étre utilisés afin de prendre en compte les effets de 'interaction de ces différentes
échelles, et de prédire quelle sera l'influence de la microstructure sur le comportement
macroscopique du systeme étudié.

Dans la section 1.2, apres une introduction a la théorie de I'homogénéisation, nous
présentons un schéma d’homogénéisation utilisé pour explorer les matériaux élastiques
périodiques pour lesquels la taille de la cellule périodique est petite. Ce schéma nous
permet de définir des tenseurs dits homogénéisés, qui incorporent des informations rela-
tives aux propriétés macroscopiques de ce matériau. Une fois ces tenseurs définis, nous
étudions leur sensibilité topologique.

Le concept de dérivée topologique est présenté dans la section 1.3, puis nous décrivons
ce qu’est une perturbation topologique du probleme. Nous ajoutons une petite inclusion
de taille £ dans la cellule périodique, qui a pour effet de modifier légerement les valeurs
des tenseurs homogénéisés. Ainsi nous calculons les dérivées topologiques de ces tenseurs,
et pour cela, nous avons besoin d’introduire des états dits adjoints. Ces états sont définis
grace a la méthode adjointe que nous présentons dans cette section. Nous renvoyons a
I’annexe 1.5 contenant quelques lemmes utiles et les preuves des estimations des champs
topologiquement perturbés utilisés pour définir les tenseurs homogénéisés.

Dans le chapitre 2, nous abordons un probleme numérique d’optimisation topologique,
basé sur les résultats obtenus au chapitre 1. Le but est d’optimiser les propriétés
macroscopiques d’un matériau périodique. Ainsi la fonction cotit de notre probleme
d’optimisation est une fonction qui dépend uniquement des tenseurs homogénéisés. Nous
commencons par une breve revue des différentes méthodes numériques existantes pour
I’optimisation de forme et topologique.

Ensuite, nous présentons dans la section 2.2 la méthode que nous avons adoptée, a
savoir une méthode topologique de type gradient couplée a une représentation level-set
du domaine. Nous la décrivons dans le cadre de 'homogénéisation, et nous donnons
les détails techniques de la procédure algorithmique que nous avons implémentée avec
MATLAB. L’algorithme fonctionne comme suit. Pour une distribution donnée de la cellule
périodique, nous calculons les tenseurs homogénéisés, évaluons la fonctionnelle de cofit,
et calculons la dérivée topologique associée. Puis nous actualisons ’architecture interne
de la cellule de base grace a la dérivée topologique.

Dans la section 2.3, nous analysons un probleme d’optimisation topologique dans le
cas ou la cellule périodique est composée d'un mélange de deux matériaux, 1'un rigide et
lautre mou, c’est a dire que le module d’Young du premier et significativement plus
grand que ce lui du second. Nous appelons contraste le rapport entre ces modules
d’Young. Nous définissons dans une premiere étape, des fonctionnelles de colit naives,
définies avec des longueurs intrinseques obtenues comme rapport entre les coefficients
des tenseurs homogénéisés du second et du premier ordre, que nous optimisons. Nous
étudions également la sensibilité de I’algorithme au maillage, aussi bien pour sa com-
posante d’homogénéisation que pour sa composante d’optimisation topologique. Nous
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terminons cette section par I’étude d’une cellule de type pantographique que nous avons
obtenu en amont.

A partir de la, nous nous intéressons dans la section 2.4 au cas ou le matériau mou
imite du vide, ce qui signifie que 1’on fait tendre son module d’Young vers zéro. Nous ob-
servons que dans cette situation, nous améliorons certaines des longueurs caractéristiques
précédentes. En particulier, nous parvenons a rendre certaines jonctions matérielles de
plus en plus fines, améliorant du méme coup les effets d’ordre supérieur.

Enfin, nous étudions un probléme d’optimisation pour lequel la fonctionnelle de cotit
dépend des invariants des tenseurs homogénéisés du premier et du second ordre dans la
section 2.5.

L’optimisation de la forme d’un probleme d’interaction fluide-structure (FSI) est
étudiée dans le dernier chapitre. Apres une introduction aux probléemes FSI, ainsi qu’aux
travaux récents concernant leur optimisation topologique et de forme, nous présentons
dans la section 3.2 le modele qui nous intéresse, a savoir, un corps élastique incompress-
ible bidimensionnel immergé dans un fluide de Stokes incompressible. Une partie de sa
frontiere est attachée a un rivet rigide et fixe, tandis que 'autre partie est en interaction
avec le fluide. Les forces surfaciques fluides s’appliquent au corps élastique, le déformant,
et les équations fluides sont posées dans le domaine défini a partir du déplacement du
corps élastique.

A partir de la, le probleme posé est de connaitre et de calculer la forme optimale du
corps élastique initial, qui permet d’optimiser une fonctionnelle de forme abstraite (par
exemple 1'énergie). Pour répondre & cette question, nous commengons par donner un
résultat d’existence et d’unicité pour le systeme IFS dans la section 3.3, en appliquant
une procédure de point fixe.

Puis dans la section 3.4, nous calculons la dérivée de forme de la fonctionnelle de forme
au moyen de la méthode des vitesses. Nous introduisons cette méthode dans la section
3.4.1 . Nous 'appliquons au probleme IFS dans les sections 3.4.2 et 3.4.3, afin de calculer
les problemes de valeurs aux limites des dérivées matérielles de la solution IFS dans la
section 3.4.4, et la dérivée de forme de la fonctionnelle dans la section 3.4.5.

Enfin, nous simplifions la dérivée de forme de la fonctionnelle avec une méthode ad-
jointe, aussi appelée méthode de Céa.



Introduction (English)

The additive manufacturing and topological optimization sparked a renewed interest
in the study of architectured materials over the past two decades. These technological
progress are partly due to the emergence of 3D printers, enabling fast and affordable
sample production, and the improvement of the computational methods and power.
Architectured materials are materials for which the macroscopic properties are due to the
organization of their inner microstructure, including composition and internal structure,
not only at microlevel, but also at larger length scales, up to the size of a sample or
structural member. They are also called composite material. Although non-periodic
or quasi-periodic microstructures has also been widely studied, architectured materials
are often based on periodic unit cell arrangement. In this thesis we are in particular
interested in periodic materials.

Architectured materials are extensively used in engineering in virtue of their remark-
able properties such as low weight, strength, energy absorption, acoustic insulation. They
make it possible to design artificial materials that can hardly be found in nature, also called
metamaterials. For example auzetic materials can be obtained, whose benefits in terms
of shock and impact resistance, acoustic insulation, vibration absorption, high capacity of
area or volume change, have been widely underlined in the literature for several decades
(see e.g., [Alm85]). An auxetic material is a material expanding transversely when an
uniaxial stretch load is applied on it.

Another example which can be cited among the numerous metamaterials concerns
tetrachiral lattices (see Figure 3). A chiral material has a lack of symmetry when it
is subjected to a mirror transformation (its image by symmetry in a mirror is not
superimposable with itself). A tetrachiral material is a particular case of chiral material,
which stays unchanged when it is rotating by an 27/4 angle. The periodic tetrachiral
structure studied in [Kar+20] and presented Figure 3 has bulk deformations being
coupled to rotations. This creates a so-called normal to shear strain coupling. Under
traction forces, the structure bends upwards. This could be interesting for the design of
a bridge, in order to compensate for the bending due to the weight of the bridge (see
Figure 3).

Quite often the size of the period or the one of the inhomogeneities is small in com-
parison to the size of the macroscopic structure of an architectured material. Numerical
simulations can be performed in order to predict the overall behaviour of such a material.
But because of the size of the microstructure, a direct analysis is very costly in terms
of computation time, which is cumbersome for an application point of view. Thus the
microstructured material is approximated by a homogeneous material. The theory de-
scribing macroscopic (also called homogenized or effective) properties of a material from
the analysis of its microstructure is called homogenization. We introduce the concept of
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Figure 3: Tetrachiral unit cell (left), and response of a periodic structure composed with
this periodic unit cell, when it is subjected to horizontal traction forces (right) (Figure
from [Kar+20]).

homogenization in Section 1.2 of Chapter 1.

The homogenization allows to obtain a first-order Cauchy macroscopic model de-
scribing an architectured material. We call first order homogenization such a description
of an architectured material. A first-order Cauchy material is a material for which
the sole first gradient of the displacement field is used for measuring the deformations,
and all higher-order displacement gradients are neglected. First-order Cauchy models
are valid under an hypothesis of scale separation: the size of the inhomogeneities has
to be infinitely small in comparison to the macroscopic characteristic dimension of
the structure Thus, such an hypothesis need to be satisfied in the case of first order
homogenization, namely in the case of a periodic material, where the size of the peri-
odic cell needs to be infinitely small in comparison to the macroscopic size of the structure.

However, in practice, this hypothesis is never satisfied since the architectured materials
have finite size periodic cell. Thus, the Cauchy theory of elasticity for homogenization
needs sometimes to be enriched in order to predict accurately scale effects of the material.
The are two ways to improve this model.

The first one concerns the so-called higher order models. They rely on the addition of
degree of freedom in the model. While a Cauchy material only has the displacement field
as only degree of freedom, a Cosserat material has the displacement field and a micro
rotation field as degrees of freedom, and a micromorphic material has a new microstrain
variable, a second order tensor.

The second one concerns higher gradient models. These models include higher order
gradient of the kinematic variable (the displacement or the strain) as variable. For example
a second gradient model includes not only the gradient of the displacement, but also its
second gradient. Thus the second gradient of the displacement field goes into the strain
energy density, while in a Cauchy model, only its first gradient goes into it. We call second
gradient homogenization the procedure offering a macroscopic second gradient model for
a heterogeneous material. We also call strain gradient model, a model which involves the
gradient of the strain field, in place of the second gradient of the displacement.

For example, we have calculated in Chapter 2 of this thesis the shape of a periodic cell
through an topological optimization procedure, in order to maximize homogenized second
gradient effects. A sample of material constituted with this periodic cell, presented in
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Figure 4, has been studied by Baptiste Durand during his thesis in the laboratory Navier
(Ecole des Ponts ParisTech, Université Gustave Eiffel), and shows up second gradient
effects.

Figure 4: Sample of a material constituted with a pantographic like periodic cell. These
pictures come from experiments conducted by Baptiste Durand in the laboratory Navier
(Ecole des Ponts ParisTech, Université Gustave Eiffel).

The architectured materials have excellent properties. This is in part due to the
possibility to adjust their microstructure, either the distribution of matter at the
microscopic scale, or the topology, in order to reach desired properties at the macroscopic
scale. Designers of emerging materials are limited by their imagination. Shape and
topological optimization techniques can be put at the service of the imagination.

The objective of this thesis is to study and apply topological optimization techniques
in order to synthesize new architectured materials in the framework of homogenized con-
tinuous materials in 2D.

The sensitivity analysis of second order homogenized elasticity tensor to topological
microstructural changes is performed. The microstructure is topologically perturbed by
the nucleation of a small circular inclusion of weak material that allows for deriving
the sensitivity in closed form. The resulting topological derivative is given by a sixth
order tensor field over the microstructural domain, which measures how the second order
homogenized elasticity tensor changes when a small circular inclusion is introduced at the
microscopic level. This study is the object of Chapter 1.

In Chapter 2, the obtained topological derivatives of second order homogenized tensors
are used within a numerical method of shape and topology optimization of microstruc-
tures. This method aims to design optimal metamaterials having very pronounced second
gradient effects with respect to the Cauchy elasticity due to a microstructure effect, which
is not the case for most materials encountered in engineering.

This thesis ends with a study which is not in the scope of homogenization and archi-
tectured materials, but which is related to structural optimization. Chapter 3 devoted to
the shape optimization of a Fluid Structure Interaction problem. We want to optimize
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the shape of an elastic material immersed in a fluid, by calculating the shape derivative
of an abstract shape functional, in order to find a direction of descent to make this shape
evolve with the so-called velocity method.

Presentation of the thesis

I started my thesis in October 2018, in the framework of the project ArchiMatHOS?
funded by the french Agence Nationale de la Recherche. This project gathers researchers
from Mathematics and Mechanics laboratories to explore non-standard elastic behaviours
of architectured materials, in order to find and synthesize such materials. Jean-Francois
Scheid (Associate Professor at the Institut Elie Cartan de Lorraine (IECL), University
of Lorraine, Nancy, France) and Jean-Frangois Ganghoffer (Professor at the Laboratoire
d’Etude des Microstructures et de Mécanique des Matériaux, University of Lorraine,
Metz-Nancy, France) supervised my thesis.

I would like to emphasise that this thesis is the result of numerous enriching col-
laborations. In addition to my supervisors, I worked with André Novotny (Laboratério
Nacional de Computagao Cientifica LNCC/MCT, Petropolis, RJ, Brazil), Jan Sokotoswski
(Institut Elie Cartan de Lorraine (IECL), Université de Lorraine, Nancy, France), Arthur
Lebée (Laboratoire Navier, Ecole des Ponts, Université Gustave Eiffel, CNRS, Marne-la-
Vallée, France), Tlaria Lucardesi (Institut Elie Cartan de Lorraine (IECL), Université de
Lorraine, Nancy, France), Baptiste Durand (Laboratoire Navier, Ecole des Ponts, Uni-
versité Gustave Eiffel, CNRS, Marne-la-Vallée, France) et Nicolas Auffray (Laboratoire
Modélisation et Simulation Multi Echelle, MSME UMR 8208 CNRS, Université Paris-Est,
5 bd Descartes, 77454 Marne-la-Vallée, France).

Let us detail the content of the present manuscript.

In Chapter 1, we calculate the topological derivatives of the higher order homogenized
tensors of a periodic material, with respect to a topological perturbation of the periodic cell
constituting this material. The topological derivative gives the behaviour of a mechanical
quantity assigned to the cell of a periodic structure of a composite material, when the
latter is subjected to an infinitesimal perturbation of its topology. This information is
interesting from the optimization point of view, because it indicates whether it is beneficial
or not to change the topology of the cell of the composite. Furthermore, the topological
derivative has been quite used throughout numerical topological optimization scheme, and
it allows the emergence of novel and non trivial geometries that meet major challenges,
without the need for great precision on the initial topology.

In Section 1.2, we start by introducing the framework of microstructure optimization,
that we associate directly with the concept of homogenization. The homogenization theory
is a field of both mathematics and physics, which tackles the models that contain large
size effects. In general this models consist of different length scales, at least a microscopic
and a macroscopic one. Relevant tools need to be used in order to take into account this
scales effect, and in some sense, to predict what will be the influence of the microstructure
on the macroscopic behaviour of the system studied.

2Architectured materials designed with  higher-order homogenization, https://anr.fr/
Project-ANR-17-CE08-0039
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In Section 1.2, after an introduction to the homogenization theory, we present an
homogenization scheme used to explore periodic elastic materials for which the size of the
periodic cell is very small. This scheme allows us to define so-called homogenized tensors,
which encapsulate information about the macroscopic properties of this material. Once
these tensors are defined, we study their topological sensitivity.

The topological derivative concept is presented in Section 1.3. Then we describe
what we call a topological perturbation of the problem. Actually, we add a small
inclusion of size ¢ in the periodic cell, which has the effect of slightly modifying the
values of the homogenized tensors. Thus we compute the topological derivatives of
these tensors, and for that we need to introduce states called adjoints. These adjoint
states are defined thanks to the so-called adjoint method that we introduce in this
section. After this, we perform the direct calculation of the topological derivatives,
relegating to Appendix 1.5 some useful lemmas, together with the proofs of the esti-
mates of the topological counterparts of the fields used to define the homogenized tensors.

In Chapter 2, we lead a numerical topology optimization problem based on the results
obtained in Chapter 1. We start by a brief review of the different exiting numerical
methods for shape and topological optimization.

Then the method that we have adopted is presented in Section 2.2, namely a topo-
logical gradient-type method coupled with a level-set representation of the domain. We
describe it within the framework of homogenization, and we give the technical details of
the algorithmic procedure we have have implemented with MATLAB. The algorithm works
as follows. For a given distribution of the periodic cell, we compute the homogenized ten-
sors, evaluate the cost functional (which we can define with a symbolic expression as any
smooth function depending on the homogenized tensors), and calculate the associated
topological derivative. Then we update the internal architecture of the unit cell using the
topological derivative.

In Section 2.3, we perform a topological optimization problem in the case where the
periodic cell is composed with a mixture of two materials, one being stiff and the other
one being soft, that is to say that the Young’s modulus of the first is significantly greater
than that of the second. We call contrast the ratio between these Young’s moduli. We
define some naive cost functionals with intrinsic lengths obtained as the ratios between
the coefficients of the second and the first order homogenized tensors. We also study the
sensitivity of the algorithm with the mesh. We end this section with the study of an
obtained pantographic like cell.

From there we are interesting in the case where the soft material mimic voids, through-
out Section 2.4. We observe that in this situation, we improve some of the previous char-
acteristic lengths. In particular, we manage to make the material connections more and
more fine, improving at the same time the higher order effects.

Finally, we investigate a optimization problem for which the cost functional depends
on invariants of the first and the second order homogenized tensors in Section 2.5.

A shape optimization of a Fluid Structure Interaction (FSI) problem is studied in the
last chapter. After an introduction to FSI problems, and to the recent works regarding
their topological and shape optimization, we present in Section 3.2 the model we are
interesting in. Namely, a two-dimensional incompressible elastic body is immersed in an
incompressible Stokes fluid. A part of its boundary is attached to rigid and fixed rivet
from , while the other part is in interaction with this fluid. Fluid surface forces apply to
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the elastic body, and the fluid equations are posed on the domain defined from the elastic
body displacement: this is a two-way coupling system. The elastic body is deformed,
because of this interaction with the fluid.

From there, we wonder what is the optimal shape of the initial elastic body, in order
to optimize an abstract volume shape functional (for example the energy). To answer
this question, we start by giving an existence and uniqueness result for the FSI system in
Section 3.3, by application of a fixed point procedure.

Then in Section 3.4 we compute the shape derivative of the shape functional by means
of the wvelocity method. In Section 3.4.1 we introduce this method. Then we apply it
to the FSI problem in Sections 3.4.2 and 3.4.3, in order to compute the boundary value
problems of the material derivatives of the FSI solution in Section 3.4.4, and the shape
derivative of the shape functional in Section 3.4.5.

Finally, we simplify the shape derivative of the functional with an adjoint method,
also called Céa’s method.

12



CHAPTER 1

Sensitivity of the second order
homogenized elasticity tensor to
topological microstructural changes

1.1 Introduction

The study of synthesis and design of materials involving multiscale effects gave rise to a
wide interest in Engineering, Mechanics, and Mathematics during the two past decades,
and it broadened the application scope, among others structural mechanics, biomechanics,
aerospace engineering, wave propagation in solids, and acoustics. The research works on
this subject have increased with the emergence of recent experimental and manufacturing
techniques, computational methods and tools, and theoretical developments. The various
length scales of this type of materials allow the elaboration of multiscale constitutive
theories, the so-called theory of homogenization, in order to explain, more accurately
than standard phenomenological approaches, their macroscopic response under loading for
example. The first developments has been made for periodic structures [BLP11; GNS83,;
HS63; Hil65; MMS99; MSS99; San80; Suq87], and since then the framework has not stop
expanding to fit more general and complex models. We propose in Section 1.2 a short
introduction to homogenization theory.

In this context, the design of the microstructure is a major issue for a mixture of
different materials, and also for a material perforated with void areas. For example,
in [Alm85] and [Lak87] microstructural topologies that produce negative macroscopic
Poisson’s ratio are obtained with a relaxation-based technique. A material having
a negative Poisson’s ratio, called auzetic, is a material that unfolds in the direction
transverse to the loading direction.

Most of the works in the literature devoted to microstructures exhibiting such unusual
behaviors have been found recoursing to a rather heuristic approach, underlining the need
for a more systematic methodoloy for their design. To find out new microstructures pro-
ducing these kinds of non classical behaviours at the macroscopic scale, different methods
have been developed in the last two decades; we can cite the use of classical shape opti-
mization method (see e.g., [HP06; SZ92|), based on shape gradient of the desired criterion,
with respect to a smooth variation of the boundary. This approach depends deeply on
the initial guess for the microstructure, because it does not allow for topology changes.
More recently, the combination of shape gradient concept and level-set method (investi-
gated in [OS88]), has produced interesting results in structural optimization; the reader
can see for instance [AJ05; AJT04; Bur03; OS01; SW00; WWGO3]. Relaxed formulations
based on homogenization theory have been developed in [All02; AK93; All+97a; BKS8S],
and provide topology variations in certain cases. In Section 2.1, the different methods of
structure optimization are presented in more details.

13



1.1. Introduction Topological sensitivity of the second order homogenized tensor

Another strategy is based on the concept of topological derivative, which was rigorously
introduced in [SZ99]. The idea is to produce a new microstructure which is the result
of an optimization problem. For improving a selected optimization criterion yielding
such a microstructure, the strategy adopted is to compute a topological asymptotic
expansion of this criterion with respect to an infinitesimal topological perturbation of
the domain. The reader may find the use of this concept in topology optimization in
[AJT04; AA06; BHRO4]. In the framework of the development of homogenized models
of elastic materials, the topological derivative of the first order homogenized elasticity
tensor has been calculated in [GNS10; Giu+09a] in the case of void and soft inclusion,
respectively, and in [Ams+10] in the case of a soft material inclusion, completed with
a numerical investigation. More recently the topological derivative of the second-order
macroscopic model associated with scalar waves in periodic media has been evaluated in
[BCG18], making use of integral equations together with the periodic Green’s function.

Our goal is to produce new microstructures which aim to optimize the macroscopic
properties of a material, with the use of a topological optimization procedure relying
on the higher order homogenized tensors of this material. In the present chapter, the
elasticity system in plane stress in two-dimensional periodic media is considered, so that
the microstructure we aim to optimize is the periodic unit cell constituting this material.
Concretely, we want to investigate the following kind of problems:

m)%n {T(Hy)}, (1.1)

where ) is the periodic unit cell of the material, and J is a functional depending of a
higher order homogenized tensor Hy, itself depending on the unit cell Y. In this chapter
we give no clue concerning the nature of 7, which we consider as an abstract smooth
functional. We will explicit it in Chapter 2.

For tackling this topological optimization problem, we compute the topological
derivatives of its higher order homogenized tensors. These topological derivatives mea-
sure how the homogenized tensors change when a small circular inclusion is introduced at
the microscale level. This information is crucial for the synthesis and optimal design of
microsctructures having a macroscopic behaviour depending on higher order derivatives
of the average displacement.

This chapter is organized as follows. We start, after an introduction to the theory of
homogenization, by describing in Section 1.2.1 a homogenization scheme in the framework
of periodic media (see [SC00]). We consider a material which is paved with a periodic unit
cell, itself being weighted by a size ratio 7 meant to vanish. Namely we have a periodic
material for which the domain is of finite size, with a periodic unit cell of decreasing size.
We use the asymptotic expansion method in order to compute an asymptotic expansion
of the macroscopic energy of the material & with respect to the parameter 7. For this
we need to compute in Section 1.2.2 the solutions of auxiliary problems posed on the
unit cell, called correctors. Next, different truncations in the asymptotic expansion of
the energy lead to the formal definition of so-called higher-order homogenized tensors.
These homogenized tensors are defined in Sections 1.2.3 and 1.2.4, and are constructed
with the help of so-called correctors. In order to produce microstructure improving certain
macroscopic behaviours in Chapter 2, we choose to optimize functional depending on these
homogenized tensors, through a topological optimization procedure. For this purpose we
need to compute the topological derivatives of these homogenized tensors.
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Topological sensitivity of the second order homogenized tensor 1.2. Homogenization

We undertake in Section 1.3 a perturbation of the unit cell. After an introduction to
the topological derivative concept through Section 1.3.1, we define what is the topological
perturbation we perform in Section 1.3.2. The microstructure of the underlying material
is topologically perturbed by the nucleation of a small circular inclusion endowed with
different material properties from the background material. We give the estimations of the
perturbed correctors, that is the solutions of the auxiliary problems defined on the unit cell
we have topologically perturbed. Together with these estimations, an adjoint method is
need for the computation of the topological derivatives. We present this method in Section
1.3.3. We recall in Section 1.3.4 the formula of the topological asymptotic of the classical
first-order homogenized tensor derived in [Ams+10; GNS10; Giu+09al, and we calculate
the topological derivative associated with a simple higher-order homogenized tensor for
introducing the method. In Section 1.3.5 we finally derive in details the topological
derivative of the second-order homogenized tensor.

The chapter ends with some concluding remarks in Section 1.4. The proofs of certain
lemmas are moved to Appendix 1.5.

This work and its context was initiated by Arthur Lebée! and Jan Sokotowski?. Then
I worked in a close collaboration with Antonio André Novotny?, with the help and the ad-
vices of my supervisors Jean-Frangois Scheid and Jean-Frangois Ganghoffer. This resulted
in the publication of an article in the Journal of Elasticity [Cal+421].

1.2 Homogenization

Many problems coming from the Physics, or other fields, which are modeled by partial
differential equations involving specific quantities together with boundary or limit condi-
tions, come across different intrinsic scales. For example we can imagine a medium with
a characteristic length, in which waves with far longer wave-length propagate. Another
situation is that of a plate constituted of a multitude of small unit cells. In such problems
we can see emerging scale effects, resulting directly from the multi-scale character of the
problem. We at least distinguish two different scale, the microscopic and the macroscopic
one, although we could imagine more than two length-scales being involved (see Figure
5).

Generally speaking, homogenization theory consists in the study of the macroscopic
behaviour of a system which possesses microscopic heterogeneities. Thus the idea is
somehow to average a heterogeneous medium, characterized by microscopic properties,
in order to replace it with a homogeneous medium, being in some sense a good approx-
imation of the original one, and from which derive so-called homogenized, or effective
(or even macroscopic) properties. For example we can imagine heterogeneous media for
which we calculate effective thermal or electrical conductivity. Even if this theory was
notably first developed in mechanics, the term homogenization comes most likely from
nuclear engineering and the study of neutron transport in networks, and the definition

! Navier laboratory, Ecole des Ponts, Université Gustave Eiffel, CNRS, Marne-la-Vallée, France. email:
arthur.lebee@enpc.fr

2 Institut Elie Cartan de Lorraine, UMR 7502, Université de Lorraine, B.P. 70239, 54506 Vandoeuvre-
les-Nancy Cedex, France. email: jan.sokolowski@univ-lorraine.fr

3 Laboratério Nacional de Computagio Cientifica LNCC/MCT, Coordenacio de Métodos
Matematicos e Computacionais, Av. Getilio Vargas 333, 25651-075 Petropolis, RJ, Brazil. email:
novotny@Incc.br
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of the diffusion coefficient of a network by representing it with an homogeneous medium
with the same averaged characteristics [Ben64].

To illustrate this introduction, we consider a diffusion type boundary value problem
posed on a fixed domain D, with a source term f, and homogeneous Dirichlet condition.
This domain as a whole represents the macroscopic scale. And we consider a problem
characterised by the parameter 7 representing the ratio of a microscopic characteristic
size of heterogeneities to a macroscopic dimension (see Figure 5). This is expressed by a
diffusion matrix A™ depending on this parameter. For example the matrix A” fluctuates
rapidly from a wave length of 7. The solution of the problem is a scalar field denoted by
u,, satisfying the following problem.

{—diV(ATVUT) =f inD,

1.2
ur =0 on 0D. (12)

The idea of homogenization is to replace the problem (1.2) by an approximated homoge-
neous problem:

—div(A*Vu) = f  in D, (1.3)
u=0 on 9dD,

homogeneous in the sense that A* is constant or it varies slowly.

s ” & [ 4 & { 4 /u/_)’/) IL)I(_//IF
545454545454{:

{ - (/ L) 7 LO O plfﬂ

'L/ | BN 4 & 1
d-= ===

Figure 5: The domain D constituted with a microstructure of microscopic characteristic
size T.

There are different ways of thinking homogenization. From the physical, or mechanical
point of view, the idea is to identify a length-scale on which we compute the average of
the true microscopic fields. We deduce from these averaged quantities the definition of
the homogenized (or effective) properties. This is often called the Representative Volume
Element (RVE) method. For our example problem, it stands for the averaging of the
gradient field Vu, on the RVE, denoted by &, and the averaging of the flux A"Vu,,
denoted by o. Then the effective diffusion matrix A* is deduced from the constitutive
relation o = A*¢. This method is quite efficient to have the intuition of an effective model,
but is not always justified from a mathematical point of view. Anyway, we use it in the
following section for the definition of the homogenized tensors.
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Topological sensitivity of the second order homogenized tensor 1.2. Homogenization

From the mathematical point view, which is quite new in comparison to the physical
one, the method is different. The homogeneous model is defined as the limit of a sequence
of heterogeneous problems depending on a scale parameters (7,),>0 going to zero. The
homogenized or effective properties are defined as the resulting properties of this limit
problem. Those are the questions arising from this homogenization method by means of
analysis of sequences of boundary value problems:

e Does u,, converge to some limit u?
e [s actually u the solution of some limit boundary value problem?
e Is u a good approximation of u, 7

One can find the first developments towards answering these scientific questions in the
concept of G-convergence, developed in [Spa67], [Spa68]. It deals with the convergence of
symmetric matrices A” for a elliptic Dirichlet problem, through the convergence of Green
kernel. One can as well attribute the first developments of the theory of homogenization
for the mathematical study of periodic structures to the earlier works [San70], [San71],
and also to [Bab76], where the term homogenization was used for the first time in a math-
ematical context. Then the concept of G-convergence was generalized to H -convergence
in [Mur77; MT97], [Tar75], giving a framework for a general theory of homogenization.
Since then other theories and methods was developed. For example the two-scale conver-
gence method, introduced in [Ngu89], and developed in [All92]. We can also mention the
I-convergence ([De 84|, [Dal93]), which constitutes a variational theory of homogeniza-
tion, used for studying minimization problems and convergence properties of functionals.
Finally, we can also cite stochastic or probabilistic theory of homogenization ([GP83;
Koz79; PV81]).

For other general references to homogenization we refer to [San80; BP89] for linearized
elasticity, [BLP11; San80] for heat equation, [BLP11] for wave equation. Introductions
to homogenization and related mathematical framework can be found in [CD99], [Tar09]
or [All02; AllO7; All12].

In the following, we present the formal homogenization framework introduced in
[SCO00], which allows to define higher order homogenized tensors in the context of pe-
riodic homogenization. In this presentation, 7 represent a size ratio between the size of
the macroscopic material, and the size of the microscopic periodic cell. In light of what
we have introduced before, the higher order tensors act as corrective terms in the approx-
imation of the flux A”Vu, by A*¢, or equivalently of the approximation of the energy

The asymptotic expansion method is used to derive an asymptotic expansion of the
macroscopic energy & of the material with respect to the parameter 7. The energy &”"
is actually the average on a cell of the microscopic energy. We give an overview of this
procedure in Section 1.2.1, where the macroscopic energy is written in function of the
solutions of auxiliary problems named correctors. Then we describe in Section 1.2.2 how
the auxiliary problems are obtained. We finally show in Sections 1.2.3 and 1.2.4 how the
homogenized tensors are defined from the truncation of the asymptotic expansion of the
macroscopic energy.
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Figure 6: The domain D is paved with the unit cell domain ), weighted by the length
parameter t. The unit cell is composed of two different materials, a light gray and a dark

gray.

1.2.1 Smyshlyaev and Cherednichenko homogenization scheme

This section describes the multi-scale method used in [SC00] to identify the homogenized
coefficients of an elasticity problem written for a periodic media, in order to calculate their
topological sensitivities with respect to a configurational perturbation in the periodic cell.

Let D be a connected bounded regular open subset of R? representing an elastic
material having, as described bellow, a periodic micro-structure. Furthermore we assume
that this material is a Cauchy material, completely characterized by its elasticity tensor,
or stiffness tensor. In this manner the periodic structure of this material is in fact given
by the periodicity of this elasticity tensor. We first define what periodicity means, and
then what the elasticity tensor is. Let {e;,es} be an orthonormal basis of R?, and

y = (0,[1) X (0,[2) (14)

be an open rectangle of R?, for 0 < I1,l,. The open set ) stands for the unit cell of the
periodic material, and we define )-periodicity for a function as follows.

Definition 1.1. Let f be a real-valued function defined a.e. on R®. We say that the
function f is Y-periodic iff for all k € Z, and for all i in {1,2},

f(x +klie;) = f(x), forae x€R (1.5)

Before defining the elasticity tensor, we rely on the convention used in classical tensor
calculus (see also Appendix A). Let u and v be two vectors of R?, A and B be two second
order tensors of R%, and T be a fourth order tensor of R?, we write:

TA =T;juAn e @ ej, (1.6)
AB = Ay Byje; ® e, (1.7)
A-B=A,By, (1.8)
Au = Ajju e, (1.9)
UV = Uy, (1.10)

by using the Einstein summation convention, and where e; ® e; is a matrix such that
(€; ® €j)p = didj;. Now we can define the elasticity tensor characterizing the material
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D. For this, we need to defined first the elasticity tensor characterizing the unit cell ).
We consider that the elasticity tensor of the unit cell is given by a fourth order tensor
C = (Cijk)1<ijki<2, such that for all indices 4, j, k, [ = 1,2 we have:

(i) Ciju € L>*(R?), and is Y-periodic,
(ii) the following major and minor index symmetries hold:

Cijr = Cjitt = Chuij, (1.11)

(7i) C is uniformly continuous, that is there exists a real numbers 0 < b such that for
any second order tensor A:
|CA| < b|A], (1.12)

where |-| denotes the following norm for second order tensors:
[A? = A Ay, (1.13)

and C is uniformly coercive, that is there exists a constant 0 < a such that for any
symmetric second order tensor A:

alA> < CA- A. (1.14)

Let 0 < t be a microscopic length parameter describing the length-scale of the microscopic
variations of the elasticity tensor and let 0 < 7" be a macroscopic length parameter which
can be for example defined by 7" = diam(D) (see Figure 6). We denote by 7 the ratio

T=1t/T. (1.15)

We have assumed that the medium is macroscopically homogeneous, so that the tensor
C7 of microscopic moduli does not depend on the macroscale position, but only on the
microscale variable. Thus we define the elasticity tensor of the periodic material D,
depending on the parameter 7 as follows:

C’(x) := C(z/t). (1.16)

This definition can be illustrated as follows. The periodic medium we are interested in,
consists of the domain D, which is paved with the microscopic periodic cell tY (see Figure
6).

We consider for this material a pure displacement problem in plane stress: this material
is subjected to wolume forces, also called loads, f € L*(D), and the displacement field
u” : D — R?, which is the unknown of the problem, is fixed on the boundary dD being
equal to a Dirichlet data up € H'/2(9D). The displacement vector field u” is then given
by the solution of the following boundary value problem of linearized elasticity

{— divy(ol(u"))=f in D,

1.17
"=wup ondD, ( )

where the second order tensor field o7(u”), called the total stress tensor, is specified
throughout the following constitutive law (1.18), also called the stress-strain relation in
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the linear regime. Namely o7 (u") depends linearly on the total linearized strain tensor
e, (u7), defined as the symmetrized first gradient of the displacement:

or(u") :=CTe,(u"), (1.18)

T

ea(u7) 1= Vi 1= 2 (Vo) + Va()T) (1.19)

where the right lower index of a differential operator denotes the differentiation variable.
It is well know that for all 0 < 7, the boundary value problem (1.17)-(1.18)-(1.19) has a
unique solution u” in the Sobolev space H*(D) (see e.g., [Cia88] Section 6.3). For having
a good numerical approximation of u”, it is usual to make use of Finite Element Method
(FEM) to solve (1.17) in discretized spaces. But when 7 turns to be really small, and
this is the case we are interested in, then the size of the elements of the FEM has to be
small enough to take into account the microscopic variations of C” — namely we need at
least several elements inside each microscopic cells t). Such a fine discretization could
be computationally heavy for small 7. Thus we want to find a homogenized model, or
effective model, which does not depend on the microscopic oscillations of the true model.
For this we apply the multiple-scale method (see e.g., [CD99] Chapter 7).

We define
y=z/t and Y =uz/T, (1.20)

respectively the normalized micro and macro variables, for all z € D (see Figure 6).
Let the vector field u™(z) € R? be the displacement, solution of the elasticity system
(1.17)-(1.18)-(1.19) in D. We assume that u” can be expanded as

uT(x):T{ (T f)+Tu1 (T f)—i—---—i-T”un (;,f)—l—}, (1.21)

where the functions w;(Y,y) are Y-periodic with respect to the y-variable for all i > 0.
Using this expansion in the equilibrium (1.17) and constitutive equations (1.18)-(1.19), we
obtain a family of auxiliary problems, that we are going to explicit in the following section
1.2.2. The solutions of these auxiliary equations are a family of tensor fields (H®(y));o
called correctors, each of these tensors being a tensor of order i + 2. We can see in [SCO00]
that u” can be then asymptotically developed in function of terms depending on the one
hand on these correctors fields, and on the other hand on a sequence of macroscopic vector
fields (U™ (Y));>o assumed to be constant within a cell. For 0 < i and 1 < j fixed, and
for a given macroscopic vector field U (Y'), the corrector HY)(y) of order j + 2 acts on
the tensor V/7'V5.U(Y) of order j + 1 to give a vector field as follows:

(HY )V VLUD(Y))p = (H W) pipspyea (VI VU (V) (1.22)
This gives the following expansion for u:
T (z) = U (z/T) (1.23)
+T(U(1)(x/T)+H (z/t)V5U (x/T))
+ 7 (UP(@/T) + HO (/1) VU (2/T) + HO (2/t)Vy V35U (/T))

+ 73 (UD(@/T) + HO (@ /t) VU (z/T) + H? (2/t)Vy V3 U (2/T)

®(2/t) Vi VU (2/T)) +
(1.24)
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By writing formally
Uy)=>_7v9y), (1.25)
i=0

the above expansion suggests to seek approximations of u” in the form of truncations with
respect to different orders of 7 of the following form

T (z) = U(z)T)+rHY (2 /) VLU (x/T) 4 - -+7"H® (2/t)V*IVLU (2/T), for k> 0.

(1.26)
Therefore, we seek the total field ™ as the sum of a macroscopic displacement field U
and its i-th derivative weighted by 7¢ and a corrector field, for 1 < i < k.

From this, we define the macroscopic energy &" as being the average of the microscopic
elastic energy &, on the unit cell domain ), where &), is defined by

1
&, = gam(uT) e (u”), (1.27)
so that
& = 1/ 1agg(uT) e (um) dy (1.28)
VJy2 ’
where V' = || denotes the area of the unit cell, || being the Lebesgue measure of

Y. Calculating the macroscopic energy induced by truncation (1.26), we obtain such a
development with respect to 7

E"=&+TEATE+ -+ T, (1.29)
where &; does not depend on 7, for 0 <i < k.

In Section 1.2.3 and 1.2.4, we are going to show how to compute the successive terms of
the energy expansion (1.29) for k£ = 1 and k = 2, and how we can identify the homogenized
tensors from this expression. Before we recall in the next paragraph how to obtain formally
the auxiliary equations and the corrector fields in the framework of the multi-scale method
(see e.g., [CD99; SCO0; For06; JS20]).

1.2.2 Auxiliary equations

Let us write the auxiliary problems in their strong formulations. We have that for any
a = 1,2, the total derivative with respect to the x variable in the direction e; is given by
the following double scale derivative formula:

1 1
0 = 7 (aya +-0 ) . (1.30)

From now on, we set 7' = 1 for convenience. In view of Ansatz (1.21), we can formally
write

er(u") = T—lv;uo + ZTie(i), (1.31)
i=0
where
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Let us define in the same way ' '
ol = Cel. (1.33)

Introducing expansion (1.21) of u” in the equilibrium equation (1.17), we obtain a sequence
of equations at the successive order of 7:

Vyuo =0,

div, (™) =0,

div, (cM) + divy (¢?) + f =0,

div, (c")) + divy (6'?) =0,  fori>1,

(
(
: (1.34)
(

where (a), (b) and (c) are respectively the equations of order 772, 771 and 7°, and (d)
stands for equations of order 7¢, for all # > 1. Each of these equations is written on
a unit cell ), with the Y-periodicity of u; as boundary condition. The corresponding
boundary value problems, also named auxiliary problems, can be solved by induction.
In the sequel, we just solve the three first auxiliary equations (a), (b), and (c) in (1.34),
because we only need the correctors deriving for these equations for the expression of the
truncation (1.26) for k =1,2.

1. The first equation (1.34(a)) determines that the displacement uo(Y,y) does not
depend on the microscopic variable y. From now on we will write

uo(Y,y) = UO(Y). (1.35)

2. Let us rewrite the second equation (1.34(b)), reminding that ¢(®) is given by (1.33),
and setting
EO .=viU©), (1.36)

we find
div, (CVZul + C(e; ® ej)EiJQ)) =0, (1.37)

where we recall that E© can be written as

EQ = ED(e; @5 ¢)), (1.38)
with bh
a®b:= a®—g®a) (1.39)

for all vectors a,b € R2. By linearity of the problem (1.37) we can write

u (Y, y) = UD(Y) + iy (y) EQ(YV), (1.40)

ij
where the vector field @;;, called the first order corrector, is the solution of the Y-periodic
boundary value problem posed on the unit cell ) for the first auxiliary equation:

div, (CV3its; + Clei @4 ¢5)) =0, (1.41)

We choose this notation for the first order corrector for the sake of readability of the
calculations we are going to lead in Section 1.3. For a comparison with the generic
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notation we have introduced in the previous Section, recalling that @;; is a vector field
and H® is a 3 order tensor, we have

(15 (¥))e = (HO(Y))ijn- (1.42)

3. Before solving the third auxiliary problem, let us evaluate the average on the unit
cell of equation (1.34(c)). We assume that f = T-'F(Y). This gives us that:

divy ((c©@)) + F =0, (1.43)
where for all tensor fields A, we define the volume averaging of A
()= 5 [ Ay, (1.44)
where V' = || denotes the area of the unit cell. From (1.32) and (1.33), we have
(o) = (CVug) + (CVius). (1.45)
We have that E© sy where uy = U depends only on the macroscopic variable,

thus from equation (1.38) we have (CVYUO) = (Ce; ® eJ)E( ). By definition of u; given

n (1.40), we have (CV,u1) = (CV, ;) E; ) Finally, by defining the following the vector
field

uii(y) = (e ®s e5)y + g5 (y), (1.46)
we can relate the average stress to the average strain through the relation
(09) = (CV3u;,) B, (1.47)

Now let us rewrite the equation (1.34(c)) setting
EW .=vsUW and K©.=vVyEO (1.48)
and taking into account (1.43). We find
div, (CV5us) + divy (CEW) + [div, (C(ily; @4 ex)) + (CVjus; — (CV5uis))ex] K = 0.

(1.49)
Once again by linearity we can write the solution usy in the following way
up(Yyy) = U(Y) o i1y () Efj) (V) + g (9) K1 (V). (1.50)

where the vector field faijk, called the second order corrector, is the solution of the Y-
periodic boundary value problem on the unit cell ) for the second auxiliary equation:

div, (CV3ie) + div, (Cliiy; @ ex)) + (CVius; — (CV3uis) ey = 0. (1.51)
As before, we notice that we have the following connexion with the previous notation
(@i (W) = (H® (9))ijna- (1.52)

Now since we have calculated the first and second order correctors, we can compute
the macroscopic energy. We consider for this a truncation (1.26) of the displacement u”
for k = 1. This is done in the next section.
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1.2.3 First-order truncation

We recall that Y = x/T, y = x/t and 7 =t /T, with z € R? and we set T' = 1. Motivated
by expansion (1.26), we introduce the macroscopic displacement field U(Y) € R?, and the
macroscopic deformation is defined as

E(Y)=VU(Y). (1.53)
We write a(Y,y) = @;;(y)Eij(Y), where
E;(Y)=EY) - (e; ®s¢j). (1.54)
Then introduce the expansion
u(Y,y)=UY)+7a(Y,y). (1.55)

The displacement fields @;; are solutions of the following canonical set of variational
problems

ay eV /yay(aij)-ey(nw/y(xei ©se;) - e,(n) =0, WneW, (1.56)

where 0, (1;;) = Ce,(1;;) and the spaces W and V are defined as follows

W= H, . (V;R*)/R, (1.57)
Vi={neH), (VR | (n) =0}, (1.58)

where H! (V;R?) is the completion in H'();R?) of the space of functions in C°°(R?, R?)

per
which are Y-periodic. From these elements, we have

ex(u") = ey(u”) + iey(UT) = (ey(uiy) Eij + 7(li; ®s Vy Eij)) (1.59)

where
wij = (& @5 €5)y + Uiy, (1.60)

with 4;; solutions to the set of canonical variational problems (1.56).
Then we calculate the macroscopic energy &”, being the average of the microscopic

elastic energy $0,(u”) - €;(u”) on the unit cell domain Y, in order to identify the homog-
enized elasticity tensors. We find using (1.59) with (1.28):

oh = ;/A)JI(UT) en(u7)

1
= W/)}{Ekl%(ukz) - ey(uij) Eij

+ 7 (Egoy(ug) - (U; ®s Vy Eij) + Eijoy(wij) - (U @5 Vy Eg))
+ 72 (115 @5 Vy Eij) - Cliig @5 Vy Ex)} - (1.61)

We set
K(Y):=VE() (1.62)
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which can be written in the canonical basis of third order tensors K(Y) = K;j,(Y)e; ®
e; ® ey. Thus we obtain

1 1 1
&= EME K) = §E,-jcgklEkl + 7B EL Ko + 72§KijkDti Kpgr +0(7%), (1.63)

92 1ypqr ijkpqr
which defines the three following homogenized elasticity tensors: the fourth order tensor
C" = (Cl)1<ijkai<2, the fifth order tensor Ef = (Egqur)lgi,j%q,,ﬁg, and the sixth-order

1
Clljua = V/y%(uzj) ey (un), (1.64)
E' = 2/ o (uij) - (lUpg ®s €;) (1.65)
ipar = Y7, J Pq 5
and .
D?jkpqr = V /y C(’LNL” s ek) : (apq X er)- (166)

The macroscopic energy density (1.63) corresponds well to a strain gradient model. How-
ever the terms of order 7 and 72 in the expression (1.63) of the macroscopic energy &"
are not complete. The higher-order tensors E* and D* do not contain all contributions
from the order 7 and 72 provided by the full asymptotic expansion of u™ (1.21). It is
shown in [SC00] and [Dur+20] that these tensors cannot be used as a correct estimate of
strain gradient effects. For encapsulating all the contributions of order 7 and 72, we nee
to go further in the truncation of the displacement (1.26) and consider the second order
truncation, for k = 2.

1.2.4 Second-order truncation
We introduce the expansion up to the second order of the small-scale parameter:
u(Yyy) = UY) +7a(Y,y) +r*u(Y,y), (1.67)

where u(Y,y) = ﬁijk(y)Kizk(Y), with K, (Y) = K(Y)-(e;®¢;®e;) and K(Y) = VE(Y).
The displacement fields w;;, are solutions of the following canonical set of variational
problems

ftz‘jk S /yo-y(ﬁijk> ~ey(n) + /y C(ty; ®s ex) - ey(n) =
/y(%(uz‘j) — Cl'(e; @5 ¢j))er-m, VneW, (1.68)

where V and W are defined in (1.58) and (1.57). Let us calculate the strain tensor induced
by u™:

ex(u”) = ey (i) Eij + 7(li; ®s e + ey (Uijn)) Kijk + 77 (Ui @5 €)y, Kij. (1.69)

Same as before, we need to calculate $0,(u”) - e,(u7) in order to evaluate the average of
the elastic energy on the cell and then identify the macroscopic energy law. Performing

a formal macroscopic integration by parts on D in order to transform the coupled terms
E;;0y, Kpgr into K K g (see [SCO0]), we calculate

1 1

1
& = iEijC?jklEkl + TEEijEszquW + 72§KijkD’f Kpgr + 0(77), (1.70)

ijkpgr
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where E" = (E"),<; ;, 4r<2 and D" = (D?jkpqr)léi,j,k,p,q,rﬂ are the homogenized fifth and
sixth-order tensor given in index format by

2 - ~
E?qur = % /y o (i) - (e(Upgr) + Upg P 1), (1.71)

and

1 ~ ~ ~ ~
D?jkpqr = v /y Clij ®s e + ey(Uijr)) - (lpg ®s e + ey(TUpgr))

1 _ ]
— V\/:y (O-y(ulj) . (U/pq’f’ ®5 ek}) —I— O-y(upq) . (u’bjk‘ ®S e']‘)) . (172)
By setting 7 = i, as test function in (1.68), we obtain the following equality

[, o) -y ) + | Ol ®1e)-e, () = [ (0, (1) = C(es @ey))ex -, (1.73)

which allows to write (1.72) as

1 . = -
D g = v /y C(tii; ®s ex + ey(Uijr)) - (Upg D5 er)
1

v (Ch(ei ®s €5) + (tpgr @ 1) + 0y (tpg) - (Wijie ®s er)) , (1.74)

since oy (u;;)ey - Upgr = oy (uig) - (Tipgr @5 €y ). Finally we also define

1 ~ = ~ =
F%}'ijw - Vv /y C<u"j ®s ep + ey(uijk)) (Tipg ®s €7 + ey(upqr))v (1.75)

which represents the second order homogenized tensor computed without the macroscopic
integration by parts. We point out that F” is positive definite contrary to D”".

Remark 1. In the case of a centrosymmetric unit cell, the tensor E* turns to be equal
to zero (see e.g. [SC00]). In Chapter 2, we are going to investigate unit cell which are
centrosymmetric. Thus in a first step we are not interested in the tensor E*. Nevertheless,
its topological derivative could be interesting for a future study, that is why we compute it
in Appendix B.

So far, we have defined the homogenized tensors C", Ef, E Df, F and D". As we
explained in the introduction, we are interested in the optimization of the topology of
the microstructure of a material, in our case the unit cell, in order to improve some of its
macroscopic properties. For this purpose, we choose functionals based on the homogenized
tensors as optimization criteria.

In the following section, we compute the topological derivatives of these tensors. We
start by a presentation of the concept of topological derivative, then we define what is
the perturbation of the unit cell that we undertake. Before exploring the behaviour of
the homogenized tensors regarding the size of such a perturbation, that is to say before
computing their topological derivatives, we present the adjoint method needed for these
computations.
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1.3 Topological Sensitivity

1.3.1 The topological derivative concept

We are interested in the behaviour of the homogenized tensors C" and D" with respect to
the size of the topological perturbation of the unit cell of a periodic material. For this pur-
pose, we will use the concept of topological derivative. It has been rigorously introduced in
[SZ99] in the context of heat conduction and elasticity problems. Developments of the the-
ory have been led the past two decades in among others [Ams06; AN11; ANV14; BT10a;
BT10b; Bon06; Bon09; BD13; Fei+03; GGMO01; GB04; Khl+09; LS03; NS06; Novl3;
NS16; SZ03: SZ05; Toall]. Furthermore, the topological derivative was applied in many
fields, such as topology optimization [AA06; AN10; Nov+07], inverse problems [CLN14;
GB06; HLN12; Jac+02; MPS05], and image processing [AMBO07; Bel4-08; HL09]. Let us
briefly introduce the topological derivative concept, while we refer to [NS13], [NSZ19],
and [NS20] for a complete introduction.

7 \\ B
_ar / ~ =
) oY 4
| 0 — q < | O:y ’

Figure 7: Nucleation of hole with the shape w, with diameter ¢, centered at .

Let O be a bounded subset of R™, and w be a bounded simply connected open subset

of R", with 2 < n, which contains the origin. We change the domain O by removing a
small region

we(9) =9 + ew, (1.76)

for an arbitrary point § € O and 0 < e small enough that w.(7) CC O. This gives rise to
the definition of the topologically perturbed domain (see Figure 7)

0.5 = O\ (). (1.77)

Now we consider a shape functional defined on a class of admissible domains O € U,q +—>
J(O) € R. We are interested in the behaviour of the shape functional J(QO) associated
to the topologically perturbed domain J (O, ) in comparison with the shape functional
associated to the unperturbed domain J(0O), with respect to the location of the perturba-
tion ¢. Thus, for a given location of perturbation ¢, we study the behaviour of the shape
functional with respect to the size of the perturbation ¢ and we define — when it exists —
the topological derivative field as being the first order correction term in the expansion
of J(O.,) with respect to €. This leads to the definition bellow.

Definition 1.2 ([NS13]). Let J be a shape functional. We assume that the following
topological asymptotic expansion holds true

I (0:5) = T(0) + 9(e)Dr T (9) + o(g(e)), (1.78)
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where g is positive, is such that g(e) — 0 and o(g(€))/g(e) — 0 with ¢ — 0. Then the

function
7€ 0 — DrJ(9) (1.79)

1s called the geometric topological derivative of J at g.

We notice that this definition of the topological derivative implies that we consider a
shape functional which is at least continuous with respect to the size of the perturbation:
that is lim. 0 J(O.4) = J(O). Let us give a very simple example of calculation of
topological derivative.

Example 2. (Area of a two-dimensional domain). Let J(O) be the shape functional
defined as the area of a domain O of R?:

J(0) = 0], (1.80)

where |O| is the Lebesgue measure of O. By defining the topologically perturbed domain
O,y as in (1.77)-(1.76), we have

J(05) = T (O) — 2w, (1.81)
where |w| is the Lebesque measure of w. Indeed
1w ()] = |we (0)] :/ ()1da::/52da:. (1.82)
we (0 w

By setting g(e) = €* in (1.81), we obtain
DrI()) = —|w|, V¥§eO. (1.83)

In the case where the perturbation shape is the unit ball By, we have that the topological
derivative is equal to —m1%. It appears that we face an arbitrary ingredient in the definition
of the topological derivative. Indeed we have a choice regarding the positive constant
we put in the definition of g(e). If we had chosen for example in the definition of the
topological perturbation the unit domain 2w instead of w, for the same g(e) = €2, then
the topological derivative would have been equal to —4|w| instead of —|w|. This underlines
that the topological derivative is not a quantitative information by its own, and that we
are mainly interested in its sign. But putting in g(g) the area of the unit shape, we obtain
that for any perturbation shape, the topological derivative of J is —1. Thus even for more
complez cases, we will normalize the first order function g(e) by the volume of the unit
perturbation shape w.

Furthermore the sign of the topological derivative indicates whether it is interesting
or not regarding the considered criterion J to add a small hole into the material at
the point §. As we said in introduction, we are interested in a shape optimization
problem of the microstructure of a periodic media, with the aim of improving a
criterion J depending on the homogenized tensors we have just defined. To this end,
we will calculate the topological derivative of the homogenized tensors in the next section.

Before this, we extend the definition of topological derivative to a more general frame-

work. Indeed we gave above the definition in the case where the perturbation is a geo-
metric perturbation of the domain @. We made a small hole in O and thus changed its
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topology. But we can consider a more general case in which we do not directly perturb
the domain, but we rather perturb a boundary value problem defined on @. We name it
a configurational perturbation [NS13]. This is quite interesting for the case of PDE con-
straint optimization, for which the shape function is defined by J(O) = j(O, up), where
ue is the solution of a boundary value problem defined on O. We do not attempt to give
a general definition of what a configurational perturbation is. We prefer to make it simple
and clear, even if the following definition could be applied to other kind of problems and
perturbations. Let f be a source term and uep be the solution of

{—Au@ =f inO,

1.84
upo =0 on 00. ( )

Let w.(9) and O, 4 be defined by (1.76) and (1.77) respectively, and let 0 < v # 1 < 4o00.
We denote by ue, , the solution of the following problem:

Y

{— div ((1xo.,, + Me.)Vo.,) = f i O, (1.85)

o, ; = 0 on 8(’),

where xo_, (resp. Xu.(y) is the characteristic function of O, 4 (resp. w(7)). This situation
can be interpreted as follows. We consider a diffusion equation posed on a medium O
having a diffusion coefficient being equal to 1, and we perturb this media with a small
inclusion of a new medium confined in the open set w. () and having a diffusion coefficient
being equal to . Let J(O) be the shape functional defined for all 0 < e small enough by

\7((98,@) = j(oa,ﬂv u057g>7 (186)

with the convention Oy, = O.

Definition 1.3 ([NS13]). Let J be the shape functional defined by (1.86). We assume
that the following topological asymptotic expansion holds true

J(O:5) = T(O) + g(e)DrI () + o(f(e)), (1.87)

where g is positive, is such that g(¢) — 0, and o(g(e))/g(e) — 0 with ¢ — 0. Then the
function

§€O0+— DrJ(9) (1.88)

is called the topological derivative of J at 4.

For the rest of this chapter, we will work with this framework of configurational per-
turbation, by considering a small inclusion in the unit cell ) of a material having different
elastic properties from the background material. Before this, we give a simple example of
calculation of topological derivative for a configurational perturbation.

Example 3. (Diffusion in a one-dimensional bar). Let 0 < v be a positive parameter called
contrast, and F' € R be a constant volume force. We consider a diffusion equation on the
rod (0,1) C R for which the diffusion coefficient is equal to 1. Let I. 4 := (§—¢,9+¢) be a
small interval of (0,1) on which we multiply the diffusion coefficient by =y, where § € (0,1)
and 0 < € is a small size parameter such that 1. ; CC (0,1). We assume that the volume
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force does not apply to the part I. ;. We look for the solution u. of the following problem:

w/(z) = F(1=xz,,(x), in ((0,1)\T5) ULy,
u(0) = 0,

w(1) =1,

u(j—e)” =u(G—e), w(j+e) =ulj+e)t,
ul(§—e)” =qul(f§—e)t, yul(@+e) =ul(g+e)t.

(1.89)

We are interested in the energy shape functional J ((O, 1) \fy) = j(9,e,u:) given by

1

9§ ue) = | Ve () (uL(2)) de, (1.90)
where
Ve (@) = (1= x1, (%) + X1, (7). (1.91)
The limit problem as ¢ — 0 is then
u'(z)=F, n(0,1)
u(0) = 0, (1.92)
u'(1) =1,
whose solution is given for all x € (0,1) by
F o,
u(z)=(1—-F)x+ 2% (1.93)
resulting in
F2
J(3.0,u) =1 = F 4 . (1.94)
The solution of (1.89) is given by
1
(1—F+2F8)x+§F:c2, ife <qg—e,
1
u.(z) = Qu(g —¢) + (v — (@—5));(1—F+F(g}+€)), ifj—e<x<y+e,
F
w(j+e)+(1=Fle—@+e)+50" - @+ fj+e<u,
(1.95)
where
1
us(J —¢e) = (1—F+2F6)(@—6)+§F(gj—5)2, (1.96)
1
us (9 +¢) :ue(gj—e)+25§ (1-F+F({g+e)). (1.97)
This gives

F? 2
7@ eue) =1=F+— e [—Z(F— 1)* + (F@—F+1)2]
v

+ ¢? [f(l —7+F(—1+7+?3))]
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2F?
-S4y -3)|. 1.98
ve |- (199
Thus the topological derivative is
2
DrJ(§) = —2(F — 1)* + ;(ng —F+1)>% (1.99)

For the trivial case F' = 0 we obtain, by defining g(€) = €, a constant topological derivative
for all 0 < ~.

1 —
DrJ (i) = 277. (1.100)

For quite simple setting F = 1.5, and v = 0.5 we obtain the non trivial topological
derivative given in Figure 8.

3.5

25+ / :

0 0.2 0.4 0.6 0.8 1

Figure 8: D7y J(¢) when ¢ belongs to (0, 1), for the settings F' = 1.5, and v = 0.5.

1.3.2 Perturbation of the unit cell

Now we return to the topological sensitivity analysis of the homogenized tensors obtained
in Section 1.2.4. The topological optimization framework is as follows. The original
unit cell Y defined in (1.4) is composed of two phases of isotropic materials, the first
one represented by the domain Y, and the second represented by )., such that J =
ViuY,Url,, where I, = 0), NY with ) and 0}, being Lipschitz continuous (see
Figure 9). These two phases result in a piecewise constant elasticity tensor denoted by
C, which is defined as follows. Let

Co=2ul+ AN ®I, (1.101)
where the so-called Lamé coefficients p, A € R are chosen such that C, satisfies the
conditions (%), (i) and (7ii) given in Section 1.2.2. The tensor I = ¢; ® ¢; is the identity
second order tensor, and I the fourth order symmetric identity tensor, they are defined

by

L; = b, (1.102)
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Figure 9: Introduction of an inclusion centered at ¢; or 9, into the domains Y, or W
respectively. The resulting domains are denoted by V. 5, and Y. 4,.

1

Lijw = 5(51'1;531 + 0udj), (1.103)

where 6;; is the Kronecker symbol. Thus we defined C by

CO lf’y c yl
C = . ’ 1.104
) { 7Co ify ey, , ( )

where 0 < 7y < 00 is a parameter characterizing the contrast of elastic properties between
the two different materials. We can consider that ) stands for a stiff material, and that
Y, stands for a soft one in the case where v < 1.

From there, ) is subjected to a perturbation confined in a small circular open set B.({)
of radius € and centered at an arbitrary point ¢ of ), such that m C Y, and which
does not touch the interface I'y (see Figure 9). Then, the region occupied by B.(7) is
filled by an inclusion with different material property from the background. The material
properties of the perturbed domain are characterized by the piecewise constant function

v of the form

o 1 ifreY\B.,
Ye(x) := { v(z) ifz € B. (1.105)
where
I Yo itz S yl )
v(z) = { vl itz ey, . (1.106)

Namely if the perturbation B. lies in ) (the right case in Figure 9), then we multiply the
elasticity tensor being equal to Cy by the contrast vy in B., so that in B, the elasticity
tensor is now equal to 70Cy. If the perturbation lies in ), (the left case in Figure 9),
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then we multiply the elasticity tensor being equal to voCy by 75 ' in B., so that in B, the
elasticity tensor is now equal to Cy. In other words we introduce either a small ball of
soft material into the stiff one, or a small ball of stiff material into the soft one. Finally
the elasticity tensor is given by ~.C in the perturbed domain.

Henceforth we leave the lower indices of differential operators behind, because we
only deal with y-variable depending fields. The topologically perturbed counterparts of
problems (1.56) and (1.68) are respectively given by

U €V /y%—a(fbfj) ve(n) = —/y%C(ei ®sej)-e(n), Vnew, (1.107)
and
&ijk eV /y’YaU(fbfjk) e(n) = — /y’YaC(ﬂfj ®s ex) - e(n)
+/y(%a(u§j) — Cle; ®s€;))er-n Vnew, (1.108)

where V and W are function spaces defined in (1.58) and (1.57) respectively, and as we did
in Section 1.2, we can define the topologically perturbed counterparts of the homogenized
tensors, denoted as C" D! and D”. By setting

ug; = (e ®s €)Y + U, (1.109)
this gives
1
(Cliju = V/)}%U(Ufj) -e(ug), (1.110)
1 ~& ~&
(D2)sjhpar = V/y%C(uij ®s ex) - (U5, @5 €r), (1.111)

(D?)ijkpqr = V /y ’YEC(uij Ks e + e(uz‘jk)) : (upq ®s eT)
1 ~o c Ze
- - /y (Cl(er @ ¢)) - (5, @ 0x) +7:0(1,) - (5 @5 €r). (1.112)

Proposition 1.4. Fach of the auziliary variational problems (1.56), (1.68), (1.107) and
(1.108) admit a unique solution in the space V defined in (1.58).

Proof: Due to Korn’s inequality together with the Poincaré-Wirtinger inequality, the space
W endowed with the norm || - [|yy, defined as follows

1

Inlbw = ([ ot -etm)*, wnew. (1.113)

is an Hilbert space. In view of the properties (1.11), (1.12), and (1.14) introduced in
Section 1.2.2 and satisfied by the elasticity tensor C, the bilinear form a. of these problems,
defined for all u,v € W and for all 0 < ¢, by

a:(u,v) = /y%o(u) -e(v), (1.114)

is symmetric, and uniformly continuous and coercive on (W, ||-|y») with respect to e.
Furthermore W*, the dual space of W, can be identified with the subspace of the dual
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space (H,,.(V;R?))* whose elements F' € (H),(Y;R?))" are such that F(c) = 0 for
all ¢ € R%. We can see that for all the problems (1.56), (1.68), (1.107), and (1.108),
the linear forms applied to the test functions n belong indeed to W*. Then according
to Lax-Milgram theorem, the existence and uniqueness of the solutions of variational
problems on (W, ||-|w) are ensured. We finally fix for each problem a solution belonging
to H;er(y; R?) by choosing the representative element which has a zero mean value over

y for problems (1.56), (1.68), (1.107), and (1.108), so that @;; and @, as well as @; and
ug;), belong to V. [

From there, we want to compute the topological derivative D7 such that the follow-
ing expansion holds

H.=H+ gle)DrH + o(g(e)), (1.115)

where H represents any homogenized tensor we are interested in, such as C", Df and D".
In order to lead these calculations for C* and DF in Section 1.3.4, and for D" in Section
1.3.5, we need both:

e estimates of the correctors @;; and uZ] s

e an adjoint method, allowing us to simplify some terms that we cannot simply analyse
with the estimations of the correctors.

We will describe in the next Section 1.3.3 what the adjoint method is. Concerning the
correctors estimates, let us introduce a truncated domain of the form

Yr =Y\ Bgr(9). (1.116)

We fix a positive real number R, such that Bg(7) is included in Y, if § € Yy, or included in
Y, if g € Y, (see Figure 9). We consider the small positive parameter ¢ which attempts to
go to zero, with R > ¢ > 0. Note that Br(§) contains the inclusion B.(g). The existence
of the topological derivatives for the components of homogenized tensors is ensured by
the following two lemmas. The proofs of these results are postponed to Section 1.5.

Lemma 1.5. Let i;; and @; be the solutions of the original problem (1.56) and the
perturbed problem (1.107) respectively. Then, the following estimates hold true

%55 — tijll 2y = O(e), (1.117)
|55 — @il L2yimey = o(e), (1.118)
15 — || 11 g2y = O(€7). (1.119)

Lemma 1.6. Let i, and ﬁfjk be the solutions of the original problem (1.68) and the
perturbed problem (1.108) respectively. Then, the following estimates hold true

||%k Wil m 2y = O(e), (1.120)
||Uzjk Wil 2wy = ole), (1.121)
14551, — tijkl| 1 (vgm2) = 0(e).- (1.122)
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The proof of these estimates relies on the asymptotic expansion of the solutions g
and uwk with respect to the parameter €, expressed with suitable classical tmnsmzsszon
problem solutions, for which we have an explicit representations in the case where the
singular inclusion is a disk [Bar92; NS13]. For a more general shape of the inclusion,
we should use the representation of these exterior problem solutions in terms of layer
potential [AK04; AKO07]. Using the expressions of the asymptotic expansions of the
solutions, besides proving the existence of the topological derivate, we are able to write
an explicit formula. This formula depends on the gradient of the unperturbed solution,
and it is expressed by means of a so-called Polarization tensor (notion introduced in
[SS49], [PS51], for more details see e.g., [AK07]). In order to derive these expressions, we
invoke the following fundamental result.

Let 1 be a constant matrix field of R?*2, Let w® be the solution of the following
transmission problem

div(veo(w®)) =0 in R
o(w®) = Ce(w®) in R?
e(w®) = Vuw® in R?

w® — 0 at oo (1.123)
[w?] = on 0B,
[veo(w*)]n = =(1 =~)¢n  on OB,

where 7. and v are defined in (1.105) and (1.106) respectively, n is the inward normal
vector on 0B;, and [-] denotes the jump across the interface of the inclusion:

[1= ()5 — (). on 9B.. (1.124)
We have the following result.

Theorem 1.7 (Eshelby’s Theorem [Esh57; Eshb9]). The stress tensor field o associated
to the solution of the transmission problem (1.123) is constant inside the inclusion Bk,
and can be written as follows (see e.g., [NS20] Section 5.1.3)

o(w®) |p.= T, (1.125)

where T is a fourth order constant tensor given by

n_ 1—7 la—-p
’]1“_1+67<BI[+21+ I®I> (1.126)

with the constant o and [ depending on the Lamé coefficients X\ and p are given by

Ot 6_3u+)\
po ptA

(1.127)

1.3.3 The adjoint method

For a more detailed and general presentation of the adjoint method, the reader may refer
o [GGMO1] or [Ams06]. We present herein the method written in such a way that it
matches with the calculations led in the two next sections. Let (W, ||-|]yv) be a Hilbert
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space, and a. be a family of symmetric bilinear forms on W, uniformly continuous and
coercive on W, depending on € > 0. For all arbitrary multi-index i, aiming to designate
indifferently the couple or triplet of indices of the correctors ,; or ftijk , let I! be a family
of continuous linear forms on W. For all i and for all €, we denote by X! the unique
solution of the problem

Find X! € W such that: a.(X!,Y)=1(Y), VY €W. (1.128)
For all i, j multi-indices we define the following functionals depending on ¢ by:
TH(e) = je(X2, X), (1.129)

where for all 0 < e, we have that j. is a smooth map from W x W to R. We introduce
such a shape functional J9(e) := j.(X!, XJ), because if we go back to the definitions of
the coefficients of the homogenized tensor D? given in (1.110) for example, we can see its
expression as a bilinear form defined on W x W which is parametrized by e through 7.,

and which is evaluated on the functions (@, i;,). Our goal is to investigate the behaviour

of JY(g) when e goes to zero by writing an expansion of the form
TH(e) = TU0) + g(e) Dr TV + o(g(e)), (1.130)
where g(¢) is a positive function going to zero when e goes to zero. Let us develop
TH(e) = TH0) = jo( XL, XT) — jo( X5, X3)
= j€<X;7 Xg) - jO(Xga X;) + jo(X;, X:s]) - jO(Xg)v Xg)
= (Jo — Jo)(XL, X2) + Dijo( X3, X3) (X! — X5)
+ Dajo( X, X3)(X! = X3) +R(e),  (1.131)
where D; and D, denotes respectively the partial derivatives with respect to the first

and the second variables of j; or j.. Furthermore we assume on the one hand that
R(g) = o(g(e)), and on the other hand that there exists a positive constant 659 such that

(j: = Jo) (XL, X2) = g(£)87Y + o(g(e))- (1.132)
If we consider that we have the estimate || X! — X}|w = O(g(¢)), we cannot obtain an
expansion as (1.130) because of the presence of the terms D;jy and Dsjg. To overcome
this problem, we introduce what we call adjoint states. Let the adjoint state Z* be the
solution of the following problem, for all a = 1,2

Find Z® € W such that:  ag(Y, Z%) = —Dojo( X3, X)) (Y), YY e W. (1.133)
This allows rewriting
Dle(X(i)’ Xg))(X; o Xé) = _GO(X; o X(i)’ Z1)>
= _CLO(X;’ Zl) + l;)(Zl)7
= (ac — ao)(X2, Z') — a.(X1, Z") + [5(Z"),

= (ac —ao)(XZ, Z') + (I, — 12)(2"), (1.134)

and the similar expression for Dsyjy,. Now if we assume that we have positive constants
da® and 81° such that the following estimates hold:

(ac — ao) (X2, Z%) = g(€)da™ + o(g(e)),
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(ly — 1)(Z%) = g(£)d1"* + 0(g(¢)), (1.135)
then we could conclude that
T8(e) = T(0) + g(e) (859 + 6a™ + 8a% + 81" + 6V7) + o(g(e)). (1.136)

Let us apply this technique to the calculation of the topological derivatives of the ho-
mogenized tensors, by seeking to obtain expansions of the form (1.135) for C", D!, and
D"

1.3.4 First-order truncation

1.3.4.1 Tensor C"

First, let us consider the expansion of the homogenized tensors C", because we will
need it in Chapter 2. To this end, we exclusively need the estimates from Lemma 1.5.
The calculations of the topological derivative of C" is well-known, and from [Ams+10;
Giu+09a] we have the following result.

Theorem 1.8. The topological asymptotic expansion of the homogenized elasticity tensor
C" is given by

me?

(C2 = C"ijm = 77 Po(uig)(9) - e(un)(9) + o(*), (1.137)
which, setting g(g) = we%/V, allows to identify the topological derivative of any component
of C", namely

(DTCh)ijkl = Pa(uij) . G(Ukl), (1138)

where u;; is given by (1.60) and the polarization tensor is defined as

__1-0 L gl
P = 1+75<(1+6)H+2(a 5)1+WI®I>, (1.139)

with the parameters a and [ given by

(1.140)

We refer to [Ams+10] for the proof of this result. We underline that in this calculation
of the topological derivative of C", the adjoint method was not needed. Indeed we can see
that problems (1.128) and (1.133) are the same in this case. We don’t write this proof,
and directly describe the method for the tensor DF, for which the introduction of adjoint
states is required.

1.3.4.2 Tensor D!

Theorem 1.9. The topological asymptotic expansion of tensor D¥ is given by

(D2 — D9y = — T Polu)(3) - o)) "o Bolu)(3) - e(v’)(3)
T (= )C) (5 (0) @1 ) - () @ 00) o), (114D
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where P is the polarization tensor defined in (1.139). By setting g(¢) = me?/V, the
topological derivative of any component of tensor D! can be identified, namely

(DrD¥)ijipgr = —Por(uzg)-e(v

Pq)

Po (upg)-e(vE) — (1=7)C(ils; Rsex) - (Tlipg @se,), (1.142)

where w;; is given by (1.60), @;; are solutions to the set of canonical variational problems
(1.56) and the adjoint states vfl are solutions to (1.147).

Proof: Because the original and perturbed fields u;; and @j; are living in the same function
space V, we can perform a direct calculation. We recall that, from the definition of
the tensors D given by (1.66) and D! given by (1.111) for its topologically perturbed
counterpart, we have

. 1 - .
(DE — Ukqu = / Y C(T5; ®s ex) - (U, @5 er) — v /y C(u; ®s ex) - (Upg Qs €).
(1.143)

Thus we can derive the topological asymptotic expansion of the tensor Df as follows

(Dg - Ukpqr = V / — 1) ®s ex) - (Tlpg Ps €;)
ty /y Oty 1 1) - (T — i) 1 1)
— 1_‘/7 . C(u5; ®s ex) - (U, @5 er) + E1(e), (1.144)
where the remainder &;(¢) is given by
Er( =7 / C((U5; — Uij) @5 ex) - (T, — Upg) Vs €;), (1.145)
and can be bounded as follows
E(e)] < ONaj — || 2wy 1y — gl 22 (vim2) = 0(?), (1.146)

where we have used Lemma 1.5. The term & (g) corresponds to the term R(e) in the
expression (1.131), while the first two terms of the right hand side of (1.144) corresponds
to Dyjo(XE, X3)(X! — X{) and Dajo(X{, X{) (X7 — XJ) in (1.131) respectively, and
the last term of the right hand side of (1.144) correspond to (j. — jo)(X?, X7) in (1.131)
respectively. Still evoking Lemma 1.5, we notice that the third term of the right-hand
side of expression (1.144) gives rise to a €2 order term in the asymptotic expansion of DZ.
But we can not use the same arguments to analyse the first two terms of the right-hand
side of (1.144).

To overcome this difficult, we make use of the adjoint method presented in Section

1.3.3 by introducing suitable adjoint state v}y € V for 4,4, k,r € {1,2}, solution of the
following set of variational problems:

vzkjr cy : /yo’(’(]fjr) . e(n) — /yC(fa” R ek> . (77 Qs er)

—/ (Ui ®@s er)) - (n®se,), VYneW. (1.147)
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In comparison to the adjoint method for which the adjoint states are obtained by solving
the problem defined with the differential of the shape function, we have added the term
depending on (C(u;; ®; e;)) in order to be in the framework of Proposition 1.4. After
subtracting (1.56) from (1.107), we obtain

[ o5y = ) - eln) = (1 =9) [ o(us,) - eln). (1.148)

where us, 1= (e, ®; eq)y + @5,. By setting n = 4;, — 1, as test function in the adjoint

problem (1 147) for v}, and noting that (a5, — ) = 0, we obtain

[ o) - ey — i) = | Clay @) - (5, — ) 1 1), (1.149)

After taking 1 = v} as test function in (1.148), we have

/ya(agq—apq>.e( by = (1 - )/Bsa(u;q)f(vfjr), (1.150)

From the symmetry of the bilinear forms we conclude with (1.149) that

[ €l @, e0) - (35, = ) @2) = (L =) [ o) -e(ol)), (1.151)

£

Similarly we have, after replacing the indexes pg by ij in (1.148) and (1.147), that

/yc((ﬁfj — ;) ®s ep,) - (lpg ®s ) = (1 —7) /B o(us;) - e(vpn). (1.152)

£

From (1.144), these results lead to

-9 : it
(Dg - Dﬁ)ijkpqr = vV U(Uz‘j) : / )

Be

1_
- T” [ Ol @, e0) - (i, ®.e0) + E(e). (1.153)

We start simplifying the term which does not depend on the gradient of the solutions:
we develop

[, ClEG @uen) - (5, @00 = [ O = y) ©ex) - (T — ) @1 0)
+ / (Wi @s ex) - (Upg s €;)
C((aE i) ®s ex) * (lpg s €r)

+/ (i @ ex) - ((Upy — Upg) Ps €;). (1.154)

We deduce directly from the Cauchy-Schwarz inequality and from Lemma 1.5 that the
first term of the right-hand side of (1.154),

[, Ol — ) s cx) - (75, — 1) @1 1) (1.155)
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is 0(g?). Since we assume that the inclusion B, is located neither on the interface nor on
the boundary, the solutions of elliptic boundary value problems are smooth in B, by the
elliptic regularity. Then

[l 25 = O(e), and  ||ipg||22(8.) = O(e), (1.156)

so that once again from the Cauchy-Schwarz inequality and from Lemma 1.5 we find that
the two last terms in (1.154),

[, CU = ) ©cex) - (g @) + [ Cliy @) - ({5, — ) B10), (L157)

are also o(¢?). Finally, from the Lebesgue differentiation theorem, we can rewrite equation
(1.154) as follows

/ C(ii5; @ ex) - (Upy ®s er) = 7 C(7)(U(§) @s ex) - (Upg(§) ®s er) +0(e%).  (1.158)

£

Now we analyse the terms depending on the gradient of the solutions in (1.153). We
will show in Section 1.5 that we can write

5, = g + w, + R, (1.159)

where ||Rc||m1y) = o(e?), and w§,; is the solution of (1.123) written for ¢ = o(aw)(9).
Thus we can calculate by taking into account the Lebesgue differentiation theorem

1- 11—
o) ety = = [ o) - e+ ufi 4 Re)

1—7 R R R .
== (retew) @) - o) (@) + elui)@) - [, (i) + o),
(1.160)
where we remind that for all 0 < ¢, u; 1= (e; ®;, €;)y + @5, in such a way that uf; —

u;; = Uj; — U, and that in view of the properties satisfied by C given page 19, we have
o(u;j) - e(ug) = e(usj) - o(ug). From Eshelby’s Theorem 1.7

1 —7 me? =

v, o) eluy) = 7 (1=1) (e(uig) (@) - o () (@) + e(uig)(§) - To(u) () + o(e?)
B %e(uij)(ﬁ) (1 =)+ T)o(u)(§) + o(c?) (1.161)
From the definition of tensor T (1.126) we have

(1=7)(I+T)=-P, (1.162)

where PP is the polarization tensor given in (1.139). We recall that P behaves like C, that
is Pijii = Pjiy = Pri;. Consequently, for all second order tensors A and B, we have
PCA- B = A-PCB. Then we can write (1.161)

1—7 me?

o, ) - euiy) = = Po(ui)(§) - e(un)(§) + o(e?). (1.163)

Finally, we have proved Theorem 1.9. O]

40



Topological sensitivity of the second order homogenized tensor 1.3. Topological Sensitivity

1.3.5 Second-order truncation

Now we want to investigate the topological sensitivity of the tensors E" and D" involved
in the macroscopic elastic energy calculated for the second order truncation (1.70), and
of the tensor F" defined in (1.75). We have the following theorems.

Theorem 1.10. The topological asymptotic expansion of the tensor D" is given by

we?

(D! = D")iipar = = 7P () () - (€(Blr) () + (lpr (9) ©4 1))
= 5P (up)() - (eh) (3) + (@3u(3) @ e,))
+ P (0(0)(§) + C(@(9) @4 e0) - (e(ilpar) (@) + (1 (3) @5 1)) + 0(2).

(1.164)

where P is the polarization tensor defined in (1.139). By setting g(e) = we*/V, we can
identify the topological derivative of any component of tensor D", namely

(DrD")ijkpgr = —Por(uy) - (G(p’;qr) + (Upgr @ €1)) — Por(tyg) - (e(pijr) + (i, ®s €r))
+ P (o(iiagn) + Clits; @ ex)) - (e(lipg) + (iipg @5 er)) | (1.165)

where w;; is given by (1.60), @;; are solutions to the set of canonical variational problems
(1.56), w;jx are solutions to the set of canonical coupled variational problems (1.68) and
the adjoint states p;, are solutions to (1.177).

Theorem 1.11. The topological derivatives of E" and F" are respectively given by:

(DrEM)ijpqr = 2P0 (upg) - e(v];) + 2P0 (us;) - e(v),)

pq

— 2P (0 (Tipgr) + Clipg @5 €,) - e(uyy), (1.166)
and
sym
(DrF")ijiepar = 2 {Pa(uiﬂ * (UPpgr ®s e — e(Qqurk))}

= 2[P(o (i) + C(ii; ®s ex)) - e(vrpgr)|
+ P(0 (tpgr) + Clipg ®s er)) - (e(tygn) + (i ®s ex)), (1.167)

where for a sixth order tensor ¥, we define the tensor F¥™ by

sym 1
F3 = < (Fijipgr + Fpgrijk), (1.168)

ijkpqr 2

and where vj;, vpijr, and qrie are solutions to the problems (B.8), (B.16), and (B.23)
respectively.

In the following, we give a rigorous proof of Theorem 1.10. The proof of Theorem 1.11
is similar to that of Theorem 1.10, so we write it in the Appendix B.1 for the topological
derivative of E?, and in the Appendix B.2 for the topological derivative of F".
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Proof of Theorem 1.10: As we did for D¥, we perform a direct calculation. Let f and g be
two tensor fields, and f¢ and ¢° their topologically perturbed counterpart. We introduce
the following notation §(-)* = (-)* — (-), and outline the identity

/y%fs'95—/yf'g:/y<5f€'5g€+/y(5f€'9+/yf~§g€+(7—1)/B€f€~gs. (1.169)
From this we directly compute

(D2 — D")ijipgr = ‘1// (01 @4 ex) + (0155 ) - (Tipg @5 ) — /yU(MZq) - (tygr, ®s er)
+ 3 / (5 ®s ex) + J(UZJ;C)> - (61, @ er) — /ya(upq) (615, @ )
- (c< ®, ) + (i) - (i, @, ;)

1 - / @ ®s €,) + E(€), (1.170)

where the remainder & (¢) is defined as

1 ~e ~€ ~€ 1 ~g ~e
&) =+ /y (7(0i5y) + C018, @, ) - (575, @y ) — o /y o (5,) - (0715, @4 €y),

(1.171)
since ug; := (&; ®, €;)y + U5;, so that dug; = d45;. By taking into account Lemmas 1.5 and
1.6, the following estimate for the remainder & (¢) from (1.171) holds true

1&1(e)] = o(e?). (1.172)

Let us simplify some other terms in (1.170). We have that C"(e, ®, e,) is a constant
tensor and §1s ;x 18 a zero-mean field, so that we can rewrite

/yawpq)-(éﬁ;k ®s er) = /y (0(ttpg) — C"(e @5 0g)) - (3, @5 ). (1.173)

From this, and in view of the variational formulation of tq, (1.68) written with n = §a,,
we can simplify the second term from line one and the third term of line two in (1.170)
as follows

[ oG - iy @) - /y () - (85 ©1 €)=
— [ (o) = C ey @) - (G5 @u00) + [ 0(0055) - (i @1 1)

:_/ 0 (fipgr) - €(07i5,1)- (1.174)

We now calculate for all n € W the equation satisfied by 5uz > subtracting the variational
formulation of 1, (1.68) from the variational formulation of g, (1.108). This gives

[, o6 -eln) = [ (0(65) — (G = C¥)(es @1e)) - @ ex) — || OO @ ex) -e(n)
+(1=7) [ (ol + Ol ®,e)) - el) = (1=7) [ ofuf)- (@ e). (1175)

€ €
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We set 1) = i, in (1.175), and cancel the null terms due to the zero-mean value of g,
then we inject the resulting expression in (1.174). This leads to the simplification of the
all terms depending on d7g, in (1.170). Reordering the members of the equation in order

to gather the terms of the type daj; and o1y, we find

V(D" — D")ijpar = / C(615 @ er)) - ((iipg s 1) + efipgr)) — /y 0 (57,) - (iipgr ®s ex)

+/ (T ®s ex) + U(u”k)> - (0, @5 er) — /ya(éu;q) (Uijr @5 ;)

+(1=) [ o) (g @ce) +(1=7) [ olup,) - ({5 @, e0)

5 5

~ (=) [ (ol@50) + Ol 1 00) - (eling) + (5, @1 0)
+ &1(¢). (1.176)

In order to simplify further analysis, the introduction of convenient adjoint states p;;;, € V
for 4,4, k,r € {1,2} is required, which are solutions of the following set of variational
problems:

P, eV /ya(p];qr) ce(n) = /y (0(fipar) + Clig s €1)) - (s e)
- / C(&pqr ®sex) - e(n)

_/ 0 (tpgr) + C(lipg ®s er)> (n®ser), YneW. (1.177)

Let us set 7 = 6t and n = d4;, in the adjoint equation (1.177) for p’;qr and p,
respectively. We remark that the last term of (1.177) is equal to zero in this case because
ous; and 6uS, have a zero mean value, while (0(tpgr) + C(iipg ®s ¢,)) is a constant volume
average by definition (1.44). Now, we set ) = pj;;, in the variational formulation satisfied
by dt;, (1.148), and n = p’;qr after replacing the indexes ij by pq. By combining these
two expressions, we can simplify the two first lines of the right-hand side of (1.176), and
we obtain

1-— Y c =
(D? - Dh)ijkqu = ? U(ulj> ( (ppqr) + (U’P‘IT Qs ek))

1 — /E us,) - (e(piy) + (i ®s er))
_ 1‘_/7 5 (O(Tﬁjk) + C(i; ®s ek)) . (e(ﬁpqr) + (Upg ®s er)> +o(e?).
E (1.178)

We start developing the third term of the right-hand side of expression (1.178). Once

again, we will show in Section 1.5 that we can write
U5 = Uije + Wi + Re, (1.179)

where ||Rc|[1(yy = o(€?), and wgj, is the solution of the following transmission problem
in elasticity

div(y.o(w®)) = 0 in R
w® — 0 at oo,

w'] = 0 on Owe, (1.180)
[Veo(w®)n = ¥ on OJw,
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where ) = —(1—7) (a(’ﬁ)(gj) + C(a(9) @5 e)) n. We recall that the inclusion B. is located
neither on the interface nor on the boundary, so that the solutions of elliptic boundary
value problems are smooth in B. by the elliptic regularity. Using the Ansatz (1.179)
combined with the Lebesgue differentiation theorem, we derive

Lo [ (o) + Ol @ ) (elir) + (i @4 )

=- ;”(wé (0 (5j0) (9) + C (a3 (9) s ex)) - (e(lingr) (9) + (ipg (§) @5 1))

[ o] (e + (i 200) )+ o)
From Eshelby’s Theorem 1.7, we deduce that

(1 ‘_/7) /BE(J(ﬁ?jk) + Cliy; ®s ey)) - (e(&pqr) + (tipg @5 e’"))

— 1‘_/7< (U(ﬁijk)( )+ C(a;(§) ®s ek)> ( (fipgr) (D) + (Tipg (D) @4 er))

+ 7 (0 (f) (9) + C(115(9) ®s ex)) - (€(iipgr) (9) + (i (9) @5 1)) ) +o(e),

me?

_ 7(1 —(I+ T) (O(lstzjk;)( )+ C(w;;(7) ®s ek)) ( (qur)(zj) + (ipy (9) @5 er)) + 0(62)
= TR (0 (p)(3) + Cl(0) @ €0)) - (el )(3) + (Tya(d) 01 ) + (%),

(1.181)

For the first two terms of the right-hand side of equation (1.178), the calculations to be
led are exactly the same as those from the previous section, needing only the estimation
on @;. Then we deduce together with (1.181) the asymptotic expansion (1.164). The
main result of this section is proved. O

Remark 4. We can cover as well the case of three spatial dimensions which is important
in applications. In particular, the method of asymptotic analysis performed in R? can
be extended to R3. In three spatial dimensions, the topological expansion of homogenized
tensors is obtained by setting g(e) = (4/3)we®/V and replacing the polarization tensor by
[AKO07]

P=—38l— (a—B)I®I, (1.182)
with the coefficients o and B redefined as follows

I N
T30 ) — (1)1 @ B

51-v)(1—19)
15(1 —v) — 24 = 5v)(1 —v)’

(1.183)

where v the Poisson ratio.

Finally, it is important to note that formula (1.165) can be used to evaluate the
topological derivative of any differentiable function of D" through the direct application
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of the chain rule for composed functions. That is, any such function D" + J(D") admits
the topological derivative of the form

DyJ(D") = (DJ(D"), DyD"), (1.184)

with the brackets (-, -) denoting the appropriate product between the derivative of J with
respect to D" and the topological derivative DyD" of D". In order to fix these ideas,
let us consider a pair ®;, P, € R? x R? x R? of third order tensors. Then we obtain the
following results, which can be used in numerical methods of synthesis and/or topology
design of microstructures analogously to [Ams+10]:

Example 5. We consider a function J(D") of the form
J(D") :=D"®, - @, . (1.185)
Therefore, according to (1.184), its topological derivative is given by
DrJ(D") = (DyDM)®, - @, . (1.186)

If we set &1 = ¢, ® e; ® e, and Py = ¢ @ e, ® e,, for instance, we get J(D") =
(D")iktmn and its topological derivative is given by DpJ (D") = (DrD")ijkimn. It means
that DpJ (D") actually represents the topological derivative of the components (D");iximn
of the tensor D".

1.4 Conclusion and perspectives

n [Ams+10], the topological derivative of the fourth order homogenized elasticity
tensor C" as been calculated. In [BCG18] the topological derivative of the second-order
macroscopic model associated with scalar waves in periodic media has been evaluated.

In this chapter, we have calculated the topological derivative of the second order
homogenized elasticity tensor D" with respect to the nucleation of circular inclusions of
weak material at the microscopic level, by adapting to the periodic case a method of
direct computation which is explained in [NS13]. The sensitivity of D" to this topological
perturbation has been derived in closed form with the help of appropriate adjoint states.

We obtain the following formula for the topological derivative of D", given in index format
by

(DTDh)ijkpqr(g) = —Pa(u”)( ) - (e ( r) ) + (upqr( ) ®s ek))
—Pa(upqx ) (D) @) + (ije() @aer))
+ P (o(fin) (8) + Ciiaj(§) @aer)) - (elipgr) (§) + (Tipg () @5 1)),

where P is the polarization tensor given by (1.139). As expected, the computed topological
derivatives lead to tensor fields over the microstructural domain, depending on the center
of the perturbation ¢, and measuring the sensitivity of the homogenized tensors to these
topological microstructural changes, with respect to its center 7.

Therefore, we are going to use this information in Chapter 2, in the context of
synthesis and optimal design of metamaterials, for instance, accounting for second order
mechanical effects.

(9
)
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The topological derivative of the fifth order tensor E" appearing at order 7 in
the expression (1.70) of the macroscopic energy, and the topological derivative of the
sixth-order tensor F” defined in (1.75) have also been calculated. The method and
the computations being of the same kind as those led in Sections 1.3.4 and 1.3.5, we
relegate the topological derivatives of E" and F” to Appendix B. These extra topological
derivatives are written with the purpose of further use and applications.

The limit case associated with the nucleation of a very weak inclusion is interesting.
This case corresponds to a material of the same type as that described in Section 1.3.2,
for which the contrast vy goes to zero. It allows somehow to describe the behaviour of
a material with voids. First, the behaviour of the topological derivative is non trivial in
this case. Moreover, the computation of the topological derivative in the case where the
weak material is replaced by voids is rather complex. Secondly we will see in Section 2.4
that a vanishing contrast is interesting from a numerical topological optimization point
of view, and also from the mathematical point of view, although this is a more difficult
issue not analyzed in this thesis.

As we illustrate in Section 2.4 (see Figure 27), it is shown in [DK10] that the
displacement solution of a material containing weak inclusions converges in H'-norm to
the displacement solution of a material containing voids inclusions.

As a perspective, we are working on the study of the asymptotic behaviour of the
homogenized tensors we have presented in this chapter, by varying the size of the inclusion
¢ together with the contrast vy. This work being not accomplished, it does not take part
of this thesis manuscript.

Another study that would be very interesting to carry out, is to also take into account
the size parameter of homogenization 7. On the one hand we can directly study the
asymptotic expansion of the homogenized tensors with respect to the size € of a void per-
turbation, and in the same time we can investigate the convergence of the homogenization
scheme. Namely we can investigate how behaves the homogenized energy é‘;’fa when both
7 and € vanishes. This will probably leads to kinds of behaviours which were identified
in [MC82]. Recently, this has been studied in the case of elastic materials with Dirichlet
inclusions [Jin21]. On the other hand, we can simplify the analysis of the topological
sensitivity by considering weak material characterised by a contrast vy instead of voids.
Thus we could analyse the behaviour of the homogenized tensors when 7, €, and 7, vary.

1.5 Appendix: proofs of the estimations

For the convenience of the reader we provide the proofs of the auxiliary lemmas which
are used to evaluate of the topological derivatives of homogenized tensors.

1.5.1 Preliminary lemmas

We give in this subsection some useful preliminary results for the proof of Lemmas 1.5
and 1.6. We consider ) an open bounded subset of R?, with 9 of class C*, and § a fixed

arbitrary point of ). We denote by B. be the small disk of radius ¢, centered at ¢, and
take g9 > 0, such that B, C Y for all 0 < € < g9. We have the following results.
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Lemma 1.12. Letn € HY(Y), § € Y . Then for all 0 < § < 1 there exists a constant
cs) > 0 depending on 6 and Y, such that for all 0 < e < g

‘/ 'r](x)da:’ < 0(6)5275”77HH1(32)- (1.187)

Proof: This result derives directly from the Sobolev Embedding Theorem, giving that
H'(Y) embeds continuously into LP(Y) for all 2 < p < +oo (see e.g. [Brell]), and with
the use of Holder inequality for n € LP(B.), 1 € LY(B.), with ¢ =1 —p~! € [1/2,1),

setting 0 := 2(¢ — 1)/q. O

Lemma 1.13. Let n € H'(Y;R?) . Then we have for all § > 0 a constant ¢ > 0
depending on 0 and Y such that for all 0 < e < &g

170l 208,22 < ce'*°Inllm vze)- (1.188)

Proof: For simplicity we set g = 1. Let 0 < ¢ < 1 and n € H'(Y;R?). We introduce
¢- : By — B. the diffeomorphism defined by ¢.(x) = ex for all x € By. The restriction
¢. : 0B1 — 0B, is also a diffeomorphism, allowing us the following change of variable

/ |0 |? dF5=/ | no¢. |*edly,
0Bc 0B
=¢lno ¢6||%2(831;R2)u
< cfyelln o @:llin g,z (1.189)

where ¢y > 0 is the fixed constant given by the Trace theorem applied on H'(By; R?).
Once again, a change of variable yields

1
17 © ¢ell72(5, 22y = §||77||%2(BE;R2)a (1.190)

and
[V(no ¢€>H2L2(81;R2) = /B1 | V(no o) |2 dx = /31 £? | V(1) o ¢e |2 dr = HVT}H%Q(BE;RQ)'
Then we have
Il 20m.m2) < ¢y (£ Inl32(.m2) + VNI 2rm2)) - (1.191)

The Sobolev Embedding Theorem gives H'(Y;R?) — LP(Y;R?) continuously, for all
2 < p < +00. Then from Hoélder inequality with ¢=' =1 — (p/2)7!, ¢ € (1, +o0] we have

[0 dx < W nPllsrmsmn oz

< nllZs(s.m2) 11| Lo(B.R2),

< K|z 2/

= NN Lp(y;RQ)E ,

< K2C(p)52/q||77”§11(y;ﬂ§2)' (1.192)

where c(,) is a constant depending only on p and ) given by the Sobolev Embedding
Theorem. Thus we can carry on the derivation of inequality (1.191)

||77||%2(835;R2) < 0%1)(-’(20(19)52/("'_1 + 5)“””%11(3;;11@2):
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< e nllin i) (1.193)

for 6 > 0 as small as we want when ¢ goes to 1. We finally conclude taking the square
root of the last inequality. O

Proposition 1.14. Let Y, and Y, be two open bounded domains, with boundaries 0Y;
and OY, of class C*, such that Yy C Y. For ally € H (Y, \ V1), such that divo(y) = 0,
we have a constant ¢ > 0 such that

1/2
ol < ohogr = [ o)) s

\V1
where n s the unit normal vector to 0Ys.

Proof: Let ¢ € H'/2(9Y),), we denote by ¢ € H' (Y, \ V1, R") the unique solution of

—dive(¢) =0 in Y\,
p=¢ ondd, (1.195)
$=0 ondY.
This way we can write
L o@mn-o=[  oWn-

and apply Green formula, which simplifies by the assumption divo(y) = 0, according

to Holder inequality, and in view of elliptic regularity for the solution ¢. This gives the
existence of a positive constant ¢ coming from a priori estimates of the solution of the
Dirichlet problem (1.195) posed on ), \ Vi such that

/8)1 o()n- ¢ = AT o(¥) - e(gzNS) < |¢|1,y2\ﬁ|¢~5|1,y2\ﬁ < C|¢|1,y2\ﬁ||¢||H1/2(8372)'

Proposition 1.15 ([GGMO01]| Section 4.1). Let Y, and Y, be two open bounded domains,
with boundaries 0, and 0Y, of class C*, such that Y, C Vs, and v € HY?(0Y,). The

usual norm on HY2(9Y),) is equivalent to the following one

V]l 17293,y = inf {||UI|H1O,2\371); u="v on 8)71}

In particular, if v € H'(),), we have

vl z17203) < N0l o)

We end this preliminary section presenting convenient notation used to name the
norms and seminorms of the needed function spaces. For an open set ) C R?, bounded,
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connected and with Lipschitz continuous boundary, H'(), R?) is endowed with a norm
equivalent to the usual one, due to Korn’s inequality [Nec¢67], defined by

Inlly = [ (o(u) - e(w) + u-w) (1.196)
We also define in H*(),R?) the seminorm
nliy = /yo(U) ~e(u). (1.197)

We finally denote the usual norms of L*(Y,R?), H'/?(0),R?) and H~'/?(9),R?), respec-
tively by [l y: 1111 /2,00, and [0y 2 -

1.5.2 Proof of Lemma 1.5
Proof: Let us introduce an Ansatz of the form [KMM99]

iz (y) = i (y) +wi;(y) + 255 (y), (1.198)

where wj; is solution to the following transmission problem:

div(yeo(ws;)) = 0 in R?
wy; — 0 at oo,
[wi;] = 0 on 9B, (1.199)
[[%a(wfj)]]n = h on 0B.,
where h = —(1 — 7)o (u;;)(J)n, n being the inward normal vector on 0B, and [-] denotes
the jump across the interface of the inclusion:
[1= )z —()p. on IB.. (1.200)

The solution wg; of this classical problem is explicitly known [Bar92|, and gives rise to the

following estimates:

[wi;lloy = o(e), (1.201)

lw 1,y = Ofe), (1.202)

[w||1,y, = O(€?), (1.203)
where Yy is defined by (1.116) as

Yr =Y\ Bzr(j), (1.204)

where Bg(7) is the ball of radius R and center ¢, and R is chosen such that Bg(7) does not
intersect an interface nor the boundary, and contains the inclusion B.(§) (see Figure 9).
We want to estimate zj; which compensates the discrepancies introduced by wg;. Defined
as in (1.198), we don’t have z; € H}  (Y;R?). To overcome this drawback, we slightly

modify wy; near the boundary 0). We define the ring

C:={ye)|dist(y,0)) < €}, (1.205)
oC™ = {y € Y | dist(y, 0Y) = €}, (1.206)
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with 0C = ) U dC™, for a fixed ¢ > 0 small enough to have Bg() € Y\ C. Then we

set
e if y € C,
wC,z’j<y) ifyed,
where wg, ,;; is solution to the following boundary value problem
div(o(wg,;) = 0 in C,
wg,; = 0 on 9, (1.208)
wg; = wj on 9C™

Defined this way, we have that w;; belongs to H'(Y,R?). Let us introduce the new Ansatz

5 (y) = iy (y) + @5 (y) + Z5;(y), (1.209)
with

s = wi — (wi), (1.210)

] iJ iJ
where (-) denotes the mean value over ) defined as in (1.44), so that @j; € V, and
therefore z;; € H},(V;R?) with (Z7;) = 0. Thus we can calculate the variational problem

per
satisfied by zg;. First we recall that @;; and @; satisfy the following variational equations

iy €Vt [ o) e+ [ Cles@ue))-e) =0 VeV, (1.211)

and
U €V /y%a(ﬂfj) ~e(n) + /y%C(ei ®sej)-e(n) =0 Vnpe. (1.212)
Let us apply the operator 4.0 to (1.209), multiply the obtained expression by e(n) where

1 is a test function in H . ();R?), and integrate over Y. From (1.211) and (1.212), we
can directly simplify the term

JRECAR /% i) - e(n) = [ et - eln) = [ o) -e(m)

=(1=7) [ o) -eln) = [ reoti)-em). (1.213)

where the last simplification arises from the definition (1.60) of u;;. Applying the Green
formula over CNY, (Y\C'U B.), and B to the integral term depending on 1@;, we obtain

[ o @) el = (1 =7) [ oluy) -e(n)

+ [ div(ows,) 0+ /B ydiv(o(wg)) - n+

d1v(a(ww)) -
yne

Y\(B:UC)
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€

- U(wCZ])n n-— (U(Mgij) - U(wij))n i

ac'mt

—/ w;))n - 77+/ yo (wi;))n -1, (1.214)

where n is the normal vector systematically pointing outward of 9), inward on 0B,
and outward from C' on 9C™. In view of (1.199) and (1.208), we can cancel the second
line of the right-hand side of (1.214), and we can simplify the last line being equal to
— Jop [7eoy(w5;)[n - m, because of the boundary condition satisfied by wf; on 0B, in
(1.199), namely

- /835 [[’Vsay(wigj)]]n n=- /BBS<_(1 — ’V))J(uij)(gj)n - (1_215)
We have then
et <t /BE o) o) = (1 =) [ o) (@)=n) -1
o(wg,)n-n — /Cmt we ;) — o(wi;))n - . (1.216)

Applying again Green’s formula to [;p_0(us)(9)(—n) - n, we get

GEW [ wo(E) ey = (=) [ (o) —ou)(@) -e(n)
= [ etwinn = [ (o)~ o(win-n. wew. (1.217)

The inclusion B.() being located neither on the interface nor on the boundary, the data
are U at the vicinity of the center § so that by interior regularity of the solutions to
elliptic boundary value problems, w;; is smooth in B, for € small enough. Then we have
o(y) =0c(§)+ Vo(9) - (y—9) +o(ly — §]*), where |y — 9| < ¢, and we have the following
estimate

’/E o(ui;) = o(uy)(§)) - e(n)] < ce®[lnll,y- (1.218)

Now we estimate the following term, from the definition of the dual norm

[ otwena| < ot gnl-zonlnlhyzay (1.219)

We can show that there exists a constant ¢ > 0 such that for all n € H'(C, R?) satisfying
dive(n) = 0, we have (see Proposition 1.14)

||‘7(77)n||—1/2,8y <c |77|17c . (1.220)
Thus we have

[ otutgnn) < clugyhclaly, (1.221)

where we also used the continuity of the Trace operator to estimate ||7||1/2,0y < ¢[[n]]1,y-
In view of the elliptic regularity of the problem (1.208), we have

[ ot n | < el zacm Inlh. (1.222)
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Next we apply Proposition 1.15 to derive

[ otwtn | < elwgl yaoln (1.223)

and finally, the estimate (1.203) allows us to conclude that

/wd(w%,ij)n : n‘ < ce®|nll.y- (1.224)

We can use the same argumentation to show that

Lo a0 1] < Ny )l s ol

< clloy(wei)nll -1 2.00m 0]y

< c’wéij

Re 171l

< ellwjllyzocmelnlly

< cllwizlh yelinlly

< 2|y, (1.225)

where once again the estimate (1.203) has been used. Finally

] Lo outwin n] < clloy(winll 1200 1l p0cim < clloy (w1 a0y
< clug|, Ml < clwg] |, Il
< cg?[nllvy, (1.226)

where ¢ does not depend on e. Noting that the bilinear form of the problem (1.217) is
uniformly coercive on W, and because z{; € V, we can conclude, making use of Poincaré-
Wirtinger inequality, that

%511y = O(e?), (1.227)
12510y = O(€?). (1.228)

We can finally write the following expansion

5 = figy + w; + (25 + 05 — w), (1.229)

€ —wt

for which it remains to estimate the term w;; 7

We start calculating its |1y norm.
5~ wiy = [ 0@ - ) - el - w)
= [ ol —ug) - euiy —uf)

= /C U(wé’,ij - w?j) : e(waij - wfj)

= |wg; — wiajﬁ,ca (1.230)
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by definition (1.210) of ; and definition (1.207) of w;;". Furthermore we know, from the
calculations (1.221), (1. 222) and (1.223) led above, that we have

‘wz‘,ij’LC < "wfj"1,yR\6- (1.231)

Then we deduce with (1.203) that

|wfj 'L]|1y |wng|IC+|wz]|10+2|w01j|1c|ww|1c

< O(e) + O(eh) + O(h). (1.232)

For the ||-||oy norm we have

455 =) = | \wf-—sz: S = ) — i

— 2 JE\ |2
/|w01] z] wzaj| + y\6|<wfj>| y (1233)

where

,€

1 ce 1/2
VHU}ZJ’ 22(v) (/y 12) \/—Hw N2 (1.234)

From this, by using the estimate (1.201) and [[w§[[3 5 pcm = O(e?) (see calculations
(1.221), (1.222), and (1.223)), we have

[

[y

0 = 105 Pz + 0 ey

= [w§llZ2 ey + 105 22
< o(e®) + iyl c

<o(e ) + ||wij||1/2,acint
< o(e?) + O(e") (1.235)
We have shown that
@55 — wi;hy = O(e?), (1.236)
|@; — wijllo,y = o(e). (1.237)

We finally find the estimates (1.117), (1.118) and (1.119), from the expansion (1.229)
together with the estimations (1.227), (1.228), (1.236) and (1.237). O

1.5.3 Proof of Lemma 1.6

Proof: We want to introduce the same kind of Ansatz for the expansion of ﬁmk as in
Lemma 1.5. For this purpose, let us set the field w;;, meant to cancel the first terms of

23



1.5. Appendix: proofs of the estimations Topological sensitivity of the second order homogenized tensor

the right hand sides of equations (1.253) and (1.260). So wj;;, is defined as the solution
to the following transmission problem:

div(veo(wsy)) 0 in R?
wiy, — 0 at oo,
[ws;] 0 on 0B, (1.238)
[veo(wi)Jn = h on 9B,

where h = —(1 — ) (o (%) (9) + C(;j(§) ®s ex))n. The above boundary value problem
admits an explicit solution with the same estimates as in Lemma 1.5 (see e.g., [Bar92]),
namely

[wlloy = ole), (1.239)
[willhy = O(e), (1.240)
w5 ll1n = O(?). (1.241)
Once again let us introduce
? if c
wiji(y) = wfj’“(y) HyerAe (1.242)
wC,ijk(y) ify € C,

where C' is the ring defined in (1.205), and wg;;; is solution to the following problem:

div(o(wg ;1)) = 0 in C,
Wer = 0 on Y, (1.243)
wsc,l]k - wf]k on aolnt 5

where dC™ is defined in (1.206). Now we can introduce the new Ansatz:

5y = Gige + iy + (F5 + 05 — wi ), (1.244)
where W5, = wij, — (wij), so that w5, € V. In this way, we effectively have zj;, €
H;er(y; R?), with (Z5,) = 0. Our goal is to estimate ||27ka — @k |l1y by controlling the

terms of the equation (1.244), namely

55 = Gl < logally + 125l + 105 — vy, (1:245)

We directly have an estimation on the term wj;, given by (1.240). Let us investigate 1)
the behaviour of g, — wjj;,, and next 2) the behaviour of Z; .

1) The solution wg; of the classical problem (1.238) is explicitly known (see
e.g.,[Bar92]), gives rise to the same estimates as those written equations (1.201). The
same developments as those led in the proof of Lemma 1.5 in Section 1.5.2 give

€

e — wilhy = O(e%), (1.246)
@5, — wijlloy = o(€). (1.247)

[
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2) We denote by a. the bilinear form on W x W of problem (1.108), that is to say
a.(u,v) = / veo(u) - e(v), Yu,v € W. (1.248)
y

As in the proof of Lemma 1.5, we write the variational problem satisfied by z;;, applying
the bilinear form a. to Zf;; and a test function n. In view of (1.244) and the notations
introduced above, the problem is expressed by

2z'€jk eEW : ae(gfjknn) = a6(ﬁ§jka n) — aa(aijk; n) — @a(wfjkﬂ?)» Vnew. (1.249)

Let us make some preliminary calculations, for which the results directly derive from

Lemma 1.5. We want to estimate, for all n € W, the expression a. (g, n) — ae(tijx,n)-
According to expressions (1.108) and (1.68), we find

0 (5, m) — e (fagn ) = — /y (1-C(iif; @4 e1) — Clits; @4 1)) - e(n)
+ [ eotusy) = o(ug) = [ (G2 = CM(er@qep))es
Y (1—7) /B o (Gue) - e(n). (1.250)

€

Recalling the notation §(-)° = (-)° — (-), we start developing the first two terms of the
right hand side of this expression.

~ [, (eCli; ©. 1) = Cliy 1 c0) - el) = = [ 1075 @, 00) - e(n)
+ (1= )Clay () @ er) - [ el +(1=7) [ Clla; — (@) @ e0) - eln), (1:251)

£ €

and
[ (e us) = owew-n = [ eo(@is)ecn— (1= olug)@es [ o

~ (1) [ (o) = o) (@))es . (1.252)

o

In view of estimates in Lemma 1.5, the regularity of u;;, and the behaviour of (C! — C")
given by (1.137), we have for all n € W

- /y (1:C(i @ e) = Cliiy @, 1)) - eln) = (1 =) Clii (§) @y ex) - [ em) + ()l
) (1.253)
and

/y(%a(ufj) — o (uy) — (C! — C")(e; @ ¢5))ey - = /3;%0(5?3%)619 “n
— (1 =)o (uij)(F)ex - /BE n+o(e)|nlly. (1.254)

Let us show that the second term of the right hand side of relation (1.250), written in
relations (1.253) and (1.254), is actually o(¢)||n||1,y. The estimate from Lemma 1.12 gives,
for & > 0 small enough, a constant ¢(5) > 0 such that for all n € H'())

/ n(x)dx

€

< e Inllvy- (1.255)
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In this manner, the second term of the right-hand side of equation (1.254) behaves as
follows

~(=olu)@er- [ 0= o)l (1.256)

Let us develop the first term of the right-hand side of (1.254), i.e. [}, v.0(0%5;)e, - n. We
apply Green’s formula to this integral separated over Yy \ Be, Y, \ B., and B.. On each
of these subdomains, the tensor C is constant (see definition (1.104)). We recall that the
cell is such that Y = Y, U )Y, UT,, and the ball B.(§) C YV does not cross the interface
', (see Figure 9). Denoting by n the inward normal to the boundary 0B., we obtain

/y’ysa(éuij)ek = /yl\Bg Ce(dtg;) - (n@ex) + /327\35 Ce(dug;) - (n ® ex)
+7 [ Celdi) - o).
= — /ynyCdiv((n ®s ey)) - 0ls; + /w 1:C(n ®; ex)n - 51,

H1=7) [ Cl@sen b+ (1 =) [ Clopoenn - o
(1.257)

The first term of the right hand side of equation (1.257) is o(¢)||n||1 y according to Lemma
1.5 estimate (1.118). The second one is null because C, n and 0%;; are Y-periodic. The
third term is controlled by [|C(n®sex)n||-1/2,r, 10751 /2,r,. On one hand we have ||C(n®,
er)nl|—1/20, < clnlli,y, on the other [[6a5|[1/2r, < cl|0@5]1,y,, so that the third term is
O(£?)||n]l1,y. The fourth term of the right hand side of equation (1.257) is controlled by
7l z20B.m2) | @555 — GijkllL20B.m2). We know from Lemma 1.13 that for all 6 > 0 there
exists a constant cs) > 0 such that

vne H'(V;R?),  |nll2@p.22) < coe*nlluy- (1.258)

The fourth term of the right hand side of equation (1.257) is O('~*)||6as; |1,y [|7l1,y,
which is, regarding the estimate from Lemma 1.5, O(¢27%°)||n||1,y. Thus

| 2o @)en - = o)l (1.259)

Finally, we end the preliminary calculations by rewriting the third term of equation (1.250)
in view of the regularity of solutions. We find for all n € V

(1= [, olii) - e(n) = (1 = oG)(@) - [ el

€

+ (=) [ (0l0) = ol (3)) - ),

£

= (L=o(@)@) - [ em)+o@)lnly.  (1:260)

€

Now we go back to the computation of a.(Zj;,n) in (1.249). Let us develop this
expression thanks to preliminary calculations (1.250), (1.253), (1.254) (1.256), (1.259),
and (1.260). We obtain the variational problem
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T €W [ 20(E) - eln) = (1= 7)Cliay () ®cer) - [ eln)

B.

+ (1 =)o (i) (9) - /Bae(n) - /y%a(fvfjk) ce(n) +o(e)|Inlly, V¥neW. (1.261)

Let us apply the Green formula to — [y, v.0(@5;;,) - e(n) on domains CNY, (¥ \ CU B,),
and B.. In view of the definition of g, (1.238), and denoting by n the inward normal to

the boundary dB., we finally obtain that z;, follows the variational problem:

Zijg €W /y%a(gisjk) ce(n) = — Ayg(wé,ijk)” "1

B acimw(waijk) —o(wi))n-n+o(e)lnlly, Vnew. (1.262)

In the same way as in Lemma 1.5, we find that the two first terms of the right-hand side
of equation (1.262) are o(¢)||n|1,y, and the bilinear form of the problem (1.217) being
uniformly coercive on W, and Zz{; € V, we obtain

125k ll.y = ole). (1.263)

Finally, the expansion (1.244) gives rise to the intended estimates (1.120), (1.121)
and (1.122). O
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CHAPTER 2
Microstructure synthesis by
topological optimization

2.1 Introduction

Numerical shape optimization is a widely studied field, in particular in structural optimiza-
tion ([Dij+13], [Roz09]). Numerous other applications have to be mentioned, for which
we only give a small fragment of the literature, such as imagery ([Lar+09], [Amm+12],
[Lau+13]), fluid mechanics ([GI04], [Ams05]), heat conduction problems ([NS16]), acous-
tic ([FOP04], [ADO08|, [BBC13], [Isa+14]), electromagnetic ([AK03], [MPS05], [HLN12]
), inverse problems ([GB04; GBO06]) and piezoelectric ([GMS14], [Leu+10]). Generally
speaking, a shape optimization problem can be defined as follows.

it {700 = [ itcu}), 2.)

Xeuad

where x : D — {0,1} stands for the design variable and represents the characteristic
function of a sub domain of a fixed domain D, also called hold-all domain. The functions
X € U,q belongs to a class of admissible characteristic functions for which we can imagine
some constraint to be satisfied, and u,, is the solution of a boundary value problem defined
on D and depending on . The function j(x,u,) is often a smooth function such as the
energy density, or the compliance.

We briefly introduce the main shape and topological optimization techniques for
investigating problem (2.1). Far from being exhaustive, the aim is to give an idea of
the different existing methods. For more detailed introduction to numerical shape and
topology optimization techniques, the reader may refer to [A1I07], [SM13], [Dij+13], fo-
cusing on level-set methods for topological and shape optimization. Even though several
other methods exist, such as evolutionary approaches (see e.g., [AllO7]) or phase-field
approaches (see e.g., [WRA12]), the shape optimization techniques are usually classified
into three main families: the density methods, the level-set methods and the methods
using the topological derivative.

We promptly designate by density methods, the homogenization approach to topo-
logical optimization, and also all the methods deriving from the homogenization method.
From a theoretical standpoint, the homogenization method was initiated by F. Murat and
L. Tartar [Mur85] and in the pioneering works [LC18], [KS86a; KS86b; KS86¢c| (see Sec-
tion 1.2). One can also cite [BK88] regarding the study of the homogenization approach,
which was then developed in the 90’s (see e.g. [All+97b], [All02]). We present the idea of
the homogenization method following Section 7 in [All07], considering the optimization
of the design of a 2-dimensional membrane made of two materials o ({x = 0}) and
({x = 1}), with a constant volume ratio of materials (Jp x(x)dx = V). Let 0 < a < 3,
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going back to problem (2.1) we have that u, satisfies

{—diV(AXVuX) =f inD, (2.2)

u, =0 on dD,

where AX := ax + (1 — x). The problem (2.1) is then “relaxed”, or “homogenized”, that
is we a priori include as admissible design variables all the possible limits in the sense of
homogenization (or H-convergence, see [All07] Chapter 7) of mixtures of material o and
B with a proportion V. This relaxation is made possible thanks to compactness results
regarding the H-convergence. For a sequence of characteristic functions (x,), such that
Jp Xn(x)dx =V for all n > 0, there exists a sub-sequence still denoted by (X1 )n, which
converges weakly to § € L*(D), and there exists an homogenized tensor A* belonging
to an admissible space Gy depending on 6, such that for all f € L*(D), u,, converges in
L*(D) to the solution u* of the following problem.

{— div(A*Vu*) = f in D, 2.3)

u* =0 on dD,

Furthermore, the weak limit 6 is such that 0 < 6 < 1 and [, 0(x)dz = V.

Thus the new design variables are the density fields 0 < 6(z) < 1 such that [, 0(x) dx =
V . and the homogenized tensors A* depending on 6. The relaxed problem is written as
follows

o it {J(9>A*) = /Dj(u*)}. (2.4)

The advantage is twofold. The relaxed formulation of the problem admits a solution,
and we can differentiate the shape functional 7 with respect to 8 and A*. Indeed some
well-known results such as Lamination formulas or Hashin-Shtrikman bounds allows for
identifying the admissible set of A* and simplifying calculations (see e.g., [All07] Section
7.3.5). Finally a penalization procedure is applied in order to get a two phases material
back from the density 6. A variant of the homogenization method consists in replacing
A* by A, where A is fixed. That is the only design variable is §. The Simplified Isotropic
Material with Penalization method (SIMP method [Ben89], [ZR91]) corresponds to the
case where A* is replaced by 6PA, with p > 1. But in this case, we do not have a
relaxation theorem. Nevertheless, this method allows to obtain interesting results from
an engineering point of view, but one must keep in mind that it is not mathematically
correct and does not produce exact solutions (see [Gaol§]).

Another approach is the level-set methods, which were introduced in [OS88] and have
known further development to be applied to topological and shape optimization. We can
find the beginning of such applications in [SWO00] for the optimization of cantilever with
an evolutionaty stress criterion, and in [DV00]. The level-set methods kept developing
for example in [Set99; Set01], especially with the use of the shape sensitivity such as
in [OF01; OF03], [WWGO03], [AJT04]. We refer to [Dij+13] for a review of level-set
methods. Still taking problem (2.1) as a reference, we consider that € := {x = 1} stands
for a subdomain of D, for which we look for the optimal design regarding the criteria
J(2) :== J(x). The level-set method consists in characterizing the domain 2 by the level
set of a scalar function v with Q := {¢) <0}, D\ Q := {¢) > 0} and 99 := {v = 0}.

In general, within an optimization procedure, the level-set plays the role of a de-
sign variable, and its evolution is conducted by the Hamilton-Jacobi equation, such as in
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[OF01], [WWGO03], [AJT04]. We refer for example to [Laul8] Section 5 for further ex-
planation on the method. In Hamilton-Jacobi equation, a speed function acts a direction
of evolution for the hole level set 1. This speed function is defined from the underlying
optimization problem, in order to ensure that the updated level-set allows for an improve-
ment of the shape function 7. A classical manner to define this speed function is the use
of the shape derivative method (or velocity field method, see e.g. [SZ92], [HP06]). The
concept of shape derivative has first emerged in the paper [Had08], and with the pio-
neering works [Sch46], [GS53]. It experienced a resurgence of interest with the following
works [CéaT1l; CGMT73; Céa81], [MS74; MS76], [Sim80; Sim87], [Pir84]. For more details
regarding how the shape derivative is used to update the level-set, we refer for example to
[Laul8]. Nevertheless, one drawback of this method making use of the shape derivative is
that it does not allow to change the topology of the domain. They only perform a smooth
transformation of the initial domain.

It is also efficient to couple the level-set method with an ersatz material approximation
(see e.g. [DK10]). For example in the case of a drilled material, it consists in mimicking
voids by filling the void domain with a material of weaker stiffness.

Another kind of approaches, allowing for changes of topology, are the methods based
on the topological derivative (see Section 1.3.1). First time topological derivative were
used in [Sch96], [EKS94] within the so-called bubble method. The idea is to perform
a classic shape optimization procedure transforming the boundary of the domain, and
when a minimum is reached for a fixed topology, small holes are added with respect to
the topological derivative of the shape functional. Topological derivative has also been
used in level-set approach ([AJT04], [BHR04])

For the investigation we lead regarding the design of microstructures, we use a
gradient-type method introduced in [AA06], and that we describe in the next section.
It essentially relies on

e the topological derivative of the cost functional,
e a level-set representation of the domain,

e an ersatz material, allowing us to use a single mesh, leading to an efficient optimiza-
tion numerical scheme.

The idea of the following chapter is to generate new kind of microstructures, by
performing a topological optimization of the constitutive unit cell of a periodic material,
for which we aim to improve the homogenized behaviour. For this, we choose functionals
depending on the homogenized tensors as an optimization criterion. In Section 2.2, we
introduce the gradient type algorithm from [AA06]. We start by a presentation of the
periodic homogenization context, followed by a description of the algorithm, and then
we give the details of the implementation in Matlab of the topological optimization
procedure. In Section 2.3, we investigate the maximization of some characteristic lengths
defined as ratios between coefficients of the first order elasticity tensor C" and the second
order elasticity tensor D". We also analyse the behaviour of the homogenization scheme
and the behaviour of the optimization procedure. We pursue this study in Section 2.4,
in the case where the material contrast vanishes . Finally, Section 2.5 is devoted to the
definition of invariants for the homogenized tensors, and the optimization of a functional
based on these invariants.

61



2.1. Gradient type method Microstructure synthesis by topological optimization

This work is the result of a close collaboration with Antonio André Novotny (Lab-
oratério Nacional de Computacao Cientifica LNCC/MCT, Petrépolis, RJ, Brazil), with
whom I have implemented the higher order homogenization procedure, the higher or-
der homogenized tensors, their topological derivatives, a symbolic procedure allowing to
compute automatically any shape functional depending on the coefficients of the homoge-
nized tensors, together with its topological derivative. Furthermore I worked significantly
with Baptiste Durand! and Arthur Lebée on the optimization of characteristic lengths.
Finally I have collaborated with Nicolas Auffray? and Jean-francois Ganghoffer on the
optimization of invariants.

2.2 Gradient type method for topological optimiza-
tion

We describe the gradient type method for topological optimization in Section 2.2.2, by
directly applying it to our homogenization framework presented below.

2.2.1 General setting: periodic homogenization

y [ ]

Figure 10: Unit cell Y composed with two materials (a) and (b).

The problem we are concerned with is the shape and topological optimization of “ar-
chitectured materials”. Indeed the microstructural organisation of a material can bring
interesting effective properties out. Our framework is the behaviour of periodic materials.
We only work on the design of the microscopic scale. The material is constructed with a
unique cell whose pattern is repeated periodically, and our goal is to design the shape of
the cell for optimizing some resulting homogenized effects. We refer to Section 1.2 for a
detailed presentation of the homogenization framework (see also [JS20] for a well-written
presentation of the issues). Following the homogenization scheme proposed in [SC00], we
are interested in the case where the homogenized material is a second-gradient or strain-
gradient material, that is the homogenized elastic energy depends on the second gradient
of the displacement or equivalently the gradient of the strain field. We don’t meet a great
deal of examples for this kind of materials (see e.g., [PS97], [BCO7], [ASD03], [AD15],
[Bou+17], [del416], [SAI11], [AS18a], [AS18b], [ASB19]).

1 PhD student at the Navier laboratory, Ecole des Ponts, Université Gustave Eiffel, CNRS, Marne-
la-Vallée, France. Supervisors: Karam Sab, Arthur Lebée. Co-supervisor: Pierre Seppecher. email:
baptiste.durand@enpc.fr

2 Université Paris-Est, Laboratoire Modélisation et Simulation Multi Echelle, MSME UMR 8208
CNRS, 5 bd Descartes, 77454 Marne-la-Vallée, France. email: nicolas.auffray@univ-eiffel.fr
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There is a kind of paradox when using such a second gradient model. We homogenize
the material in order to ignore variations which occur at the length-scale of the cell, but
we finally take into account effects having this length-scale. Indeed we will see in Section
2.3.2 that intrinsic lengths can be defined with the square root of any component of 72D"
divided by any component of C", so that this intrinsic lengths are of order 7.

Nevertheless, when we talk about second gradient homogenization, we make a differ-
ence between what we call the “limit” and the “correction” approaches. The first one
concerns the process of homogenization dealing with the limit model when the size of the
cell goes to zero. In this case we wish to obtain a limit model depending on the second
gradient. The second one concerns the case where the limit model is eventually a Cauchy
model (that is the macroscopic energy depends only on the macroscopic strain field), but
where the size of the microscopic periodic cell is “small but not too small”. In this situa-
tion, taking into account higher order corrective terms leads to better approximations and
description of the behaviour of the effective medium. Indeed the formulas proposed in
[SCO0] seems quite efficient for the evaluation of these corrective terms. For a significant
Young modulus of order of 77!, then 72D” may become of order one. This effect is stud-
ied and well analysed in [Dur+20] for a pantographic structure yielding second-gradient
effects at the leading order. We will give more details and study this structure in Section
2.34.

Problem: we consider the unit cell composing a periodic macroscopic medium in a 2-
dimensional framework. The macroscopic medium does not interest us, we only deal with
the shape of the unit cell. Let {e;,es} be the orthonormal canonical base of R?. The unit
cell, or periodicity unit cell, is defined by

y = (0,[1) X (O,lg), (25)

being an open rectangle of R? written in that base, with 0 < [;, 0 < l,. This unit cell
is made up of two different homogeneous and isotropic elastic materials: the material
(a) and the material (b). The first one is represented by an open subset Q2 of Y, and
the second one is represented by )V \ Q (see Figure 10). These two elastic phases are
characterised by the same Poisson’s coefficient v, and by Young’s moduli having a ratio
0 < v < 400, where 7 is called the contrast between the two materials. That is, denoting
by Cy the stiffness tensor describing the first elastic material filling the domain €2, we can
write the stiffness tensor C(2) entirely defined by € of the unit cell associated to this

distribution of material as follows
CQ, x € Q,
C(Q)(z) == {

’70007 HAS y\§7

where denoting by E the Young’s modulus associated to the first material (material (a))
we have

(2.6)

Co = 1_EV2((1—I/)]I+VI®I), (2.7)

where I and I are defined in (1.102) and (1.103).

As we saw in Section 1.2, such a distribution of material yield the homogenized elastic
energy

EMQ) (1) = ;E -CMQ) - E+ ;TE "E"Q)- K + ;T2K D"Q)- K +o(r?), (2.8)
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and allow to define homogenized tensors: C"(2), EF(Q), and D"(Q2). Here 7 is a small
parameter representing the ratio of the “microscopic” size of the cell to the “macroscopic”
size of the medium, £ = V*U is the macroscopic strain, and K = VV*U is the macro-
scopic strain gradient, where U is the macroscopic displacement field. These homogenized
tensors encapsulate some information on the effective behaviour of periodic materials built
with the cell QU Y\ Q. From this, it is interesting to optimize the material distribution
within the unit cell in order to improve some criteria based on these tensors.

This question has been widely studied concerning the optimization of the underlying
microstructure with the aim of maximizing or minimizing some effective properties from
the first order homogenized elasticity tensor (see e.g, [GNS10], [Ams+10]).

But as we said previously, macroscopic models relying on the second gradient or on
the strain gradient can be used. Consequently new questions are emerging:

1. What kind of architectured materials with non classical behaviour can arise from
optimization problems taking into account higher order effective properties?

2. Can we define interesting cost functional depending on higher order homogenized
tensors?

The effective mechanical properties contained in the fourth order tensor C(f2) are known.
For example the in-plane average Poisson ratio Sty /Shom + Shor /Shem measures the
deformation in directions perpendicular to the specific direction of loading, the shear
modulus 4S19™ measures the stiffness, and the bulk modulus S"m + 28hem 4 ghom
measures the resistance to compression, where $"™ := (C")~1). However it is not
trivial to derive from the higher order tensors E*(Q) and D"(2) some coefficients being
meaningful from a mechanical point of view. In a first step we investigate quite natural
intrinsic length, and then we will look at some invariants of tensors related to symmetries
satisfied by the material.

From this point we consider the following minimization problem:

inf J(Q), (2.9)

QEUg

where U,q is a class of admissible open subsets of ), and J is a shape functional defined
by

J(Q) = j (C"(Q), E"Q), D"(Q)), (2.10)

where j is a smooth map from ®*R? x ®°R? x ®°R? to R. Here ®™R" denotes the space
of m-order tensors on R”. Now we present the implemented method.

2.2.2 The algorithm

To solve problem (2.9), we make use to a gradient-type method based on the topological
derivative (see Section 1.3.1). In some sense, this method use the same ideas as the
methods based on the linear approximation of the cost functional in classical optimization.
We recall that in the case of a circular perturbation of a domain € := {x = 1} by a ball
B(y,e) CcC § of radius € and center y, the topological derivative DpJ(2)(y) of the
functional J(2) is a scalar field D77 (Q)(y) defined while assuming that the following
expansion holds true

J(Q\ B(y,e)) = T () + g(e) Dr T (2)(y) + o(g(e)), (2.11)
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where g(g) goes to 0 when e goes to 0 (see Section 1.3.1 for more details). In [Céa+00],
Cea et al. proposed an algorithm of topological optimization in which the topological
derivative is used. In [AAO06], Amstutz and Andrd have improved this procedure by
coupling it with a level-set representation of the domain. Their algorithm is the one we
have chosen to use for our numerical study of the higher order homogenized tensors.

2.2.2.1 The level-set procedure

y [ ]

] ]
Figure 11: Initial unit cell Y (left) and perturbed unit cell Y. ; (right).

In this section we detail this topology optimization algorithm. The basic idea is to
make use of the topological derivative as a steepest-descent direction, analogously to the
methods using the gradient of the cost function in classical optimization. The advantage
is that the topological derivative represents the exact first order term of the asymptotic
expansion of the shape functional with respect to a small parameter measuring the size
of a singular domain perturbations. Here we consider the case where the perturbation of
the domain is performed by either the inclusion of a small circular set of material (a) into
the material (b), or the inclusion of a small circular set of material (b) into the material
(a) (see Figure 11). When this circular perturbation is a disk B(%,¢) centered at § with
a small enough positive radius 0 < €, we define the perturbed domain €2, ; as follows

O\ B(f,e) ifgeq,
0.y = \Blg.e) 1tg _ (2.12)
QUB(j,e) ifjeY\a.

Thus we want to use the following topological asymptotic expansion to implement an
optimization procedure:

T (Qey) = T(Q) +9(e) DrT (2)(9) + o(g(e)), (2.13)

where g(¢) — 0 while ¢ — 0. This expansion delivers a necessary local minimality
condition for the minimization problem (2.9) under the class of domain perturbations
depicted above, which is (see [AA06], [Ams11])

DrJ(Q)(H) >0, VieQu\Q). (2.14)

To take advantage of the optimality condition (2.14), we start representing the distribution
of material composing the cell with a level-set function 1. Namely we have

Q={re Y |¢(x) <0}, (2.15)
Y\Q={zeY|¢(z) >0}, (2.16)
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I'={zecy|v(x)=0}. (2.17)

Now the idea is somehow to let the topological derivative Dy J(€2) plays the role of a
“target level-set”. Indeed, by defining a new signed topological derivative g& as follows

T(gj) _ { — DrJ(Q)(g) ifgeqQ,

0=\ L prg@@) itgey\a, (218)

we can rewrite the optimality condition (2.14) as being equivalent to the collinearity
between the level-set ¢ and the signed topological derivative g5. Thus the optimality
condition becomes

Jc >0, ¥ =-cgy. (2.19)

The distribution defined by the level-set 1) remains unchanged when we multiply it by a
positive scalar. We can therefore normalize in L? norm both ¢ and g without changing
the procedure. From now we consider that |[¢| 2y = 1 and ||g§lz2¢) = 1. In order
to control and drive the collinearity between this two fields, we choose to use € the non
orienting angle between them

0 = arccos({g&, ) r2(v))- (2.20)

For achieving the optimality condition, we make the level-set evolve “in the direction” of
the topological derivative by rotating it of an angle 6 in the plane span{t, g4}, where
k € [0,1] plays the role of a step size. We denote by C,(¢) the result of this rotation,
namely

P, (qgF
Co(¥) = cos(kB)1p + sin(kh) prjgé?ﬁ;(y) , (2.21)

where
Pyi(94) = g6 — cos(0)y (2.22)
is the orthogonal projection of g} onto the orthogonal hyperplane ¢ of ¢ (see Figure

12). The evolution of the level-set will follow the fixed point procedure 1) = C\(¢)), where
some calculations give (see [AA06])

C.(v) = sinl(ﬁ) (sin((l — R)O)Y + sin(mﬁ)gg) : (2.23)

The procedure is summarized in the following steps:
e Choose a initial level-set 1y and an initial step size kg
e While the optimality condition (2.19) is not satisfied: iterate on n >0

— calculate the associated topological derivative gl

— update the level-set function within a line search

1

U1 = —Ch) (sin((1 = k)00 ) + sin(kn0)g., ) - (2.24)

The step size k, is adapted in order to make sure that the level-set follows a
descent direction, that is to make sure that the cost function J decreases, that
is J (1) < T(Qy), where ,,11 := {41 < 0}. We finally decrease the step
size if the criterion is not improved.
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Figure 12: Tllustration of the evolution of the level-set from 1 to C, (1)), as a function of
the signed topological derivative g4, and of the step size x € [0, 1].

We recall that our topological optimization problem depends on the homogenized
tensors. Let us denote by Hq an arbitrary homogenized tensor depending on 2. We have
demonstrated in Chapter 1, that we have the following rigorous topological asymptotic
expansion

Ha., = Ha + g(e) DrHa(9) + o(g(e)),

and this expansion is valid for the tensors C"(Q), E*(Q), and D"(Q) we are interested in.
From now on we write these tensors more compactly Cp, Ef, and D. Moreover we gave
explicit formulas for DrHq, and we made in the previous section the assumption that j
in (2.10) is smooth. Thus we directly have the exact topological derivative of the shape
functional J in (2.10) given by the chain rule

DrJ(Q) = <D1J} DTC}SL)> + <D2j7 DTE?2> + <D3J} DTD?2> - (2.25)

For the optimization procedure, we will only need to compute the approximated topolog-
ical derivatives Dy Hq.

2.2.2.2 Numerical computation of the topological derivatives

As we saw in Section 1, in order to, on the one hand calculate the homogenized tensors,
and on the other hand calculate the topological derivatives of the homogenized tensors
(other than C%), we need to solve auxiliary boundary value problems defined on the cell.
Some of them will give us the first and second order correctors ;; and ﬁijk, while others
are needed to calculate adjoint-sates. In all cases, the problems to be solved are of the
following form:

FindueV: a(u,v)=1I(v), forallveW, (2.26)

where we recall that
W= H. . .(V;R*)/R, (2.27)
Vi={ne HL (ViR |(n) =0}, (2.28)

where [ is a continuous linear form on W, and a is the bilinear form defined for all u,v € V

afu,v) = /y o(u) - e(v). (2.29)
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We solve these problems and implement the optimization procedure in a Matlab code, for
a computation of the fields by a finite element (FE) discretization. The design variable
is the level-set 1. For the discretization, we select a mesh My, and we use P; elements
for solving (2.26). The numerical level-set v is defined by its nodal values. From this
we define the field v characterizing the distribution setting v = 1 on the nodes for which
the level-set ¢ < 0, and v = 79 on the nodes where ¢ > 0. At this stage, the contrast
field v is defined by its nodal values. Then by linear interpolation from the nodes to the
centers of the triangles, we calculate a contrast field which is constant on each triangle.
From this we can construct the stiffness matrix K, and the mass matrix My once for one
iteration of the main optimization loop. Indeed regardless of the corrector or the adjoint
state denoted by U we want to calculate, the bilinear form, and then the stiffness matrix
remains the same, so that we only adjust the associated linear form L and solve

KU =L, (2.30)

We use the Matlab function assema to assemble the matrix K, and we wrote a procedure
adapted to our problem to calculate L. The periodic boundary conditions imposed for
the vector fields is ensured by a procedure described in [Giu+09b], and was implemented
by S. Amstutz, and A.A. Novotny (some updates where added by S.M. Giusti, J-M.C.
Farias and D.E. Campedo, and myself more recently).

The solutions of approximated auxiliary problems (i.e. correctors and adjoint states)
of the form (2.30) are computed. They take their values on the nodes, while their gradients
are constant on each triangular element. The homogenized tensors and their topological
derivatives depend on the contrast field, and both on the correctors and adjoint states
and their gradients. Thus we also interpolate the correctors and adjoint states from the
nodes to the center of the triangular elements. With the correctors, we evaluate the
approximated constant homogenized tensors by computing the integrals over the unit cell
Y with the constant values of the fields on each triangular element, and hence we evaluate
the shape function j. Together with the adjoint states, we compute the approximated
topological derivatives fields of the homogenized tensors, which are thus fields given by
constant values on each triangular element. Then the application of the chain rule (2.25)
allows us to compute directly the approximated signed topological derivative g of j. This
scalar field gJ is also constant within each element of the mesh. Then g2 is interpolated
from the elements to the nodes, in order to be used through expression (2.24) for defining
a new level-set function defined on the nodes.

2.2.2.3 The optimization procedure

The optimization produces a sequence of level-set (¢,),>0 as follows. For a given initial
level-set 1y, we compute the homogenized tensors and then evaluate the shape functional.
Then we calculate the signed topological derivative of the functional, which is used to
update the level-set following (2.24) throughout a line search in which the step size k
is updated (k = r/2) until the shape function is improved. If the angle 6 between the
level-set and the signed topological derivative defined in (2.20) is lower than a predefined
threshold 6,,;,, we consider that the procedure has converged. In the case where the step
size is too small (kK < Kpin) — that is the level-set does not progress any more — we try a
mesh refinement. The algorithm is summarized Figure 13.
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%Initialisation
1 Yg, j, mesh, kg =kK;, n =0 ;
2 while 6,, > 0., or K, > Kpin do
3 %Homogenization
4 From the level-set 1, ;
5 — compute correctors u;;, ﬁijk ;
6 | — compute homogenized tensors C" E! D!
7 sEvaluation of the Shape Functional and the topological
derivative
8 | = Jns G
9 %Line-search
10 77ZJolcl = ¢n> jold = jna jnew = ]n +1;
11 while j,ew > Joia and K, > Kpin do
12 %Update level-set
13 wnew - C/@n (¢n)7
14 %Homogenization
15 From the level-set 0]
16 — compute correctors (@), (i) ;
17 — compute homogenized tensors C*, E*, D" :
18 %Update Shape Functional and step size
19 - jnew )
20 Kn = Kn/2;
21 | jn+1 = jnew; Rn+1 = 2/{%7 n=n+1 ;
22 if Kk, > Kpin then
23 ‘ Eventually refine the mesh and go back to line 2 ;
24 else

| Result: ¢~

Figure 13: Algorithm: Topological optimization of homogenized tensors

With this algorithm, we investigate in Section 2.3 functionals based on the defini-
tion of intrinsic characteristic lengths for a mixture of two materials . We start with a
presentation of the setting and of the convergence of the homogenization procedure.

2.3 Results for a mixture of two materials
In this section we consider topological optimization problems of the general form

inf J(Q) :=j (ChH El DY), (2.31)

QeUq
where  is a subdomain of the unit cell Y. The sequence of domains (£2,,),>¢ produced

by the optimization process are defined by Q,, = {¢), < 0} and Y\ Q,, = {,, > 0}, where
¥y, is the level-set at the step n (see Section 2.2.2.3), and where the cell is the unit square

Y :=(0,1) x (0,1). (2.32)

69



2.3. Results for a mizture of two materials Microstructure synthesis by topological optimization

Both domains are characterized by the same Poisson coefficient
v:=0.3 (2.33)
and by Young’s moduli which differ from a contrast v, = 0.01, that is

By =1, (2.34)
Egys0y = 0.01. (2.35)

The initial distribution I'y = {z € Y | ¥o(x) = 0} is a disk (see Figure 14) given by the
initial level-set function 1y defined by

Yo(w,y) = cos(m(z — 0.5))* cos(m(y — 0.5))* — 0.5. (2.36)

Henceforth the homogenized tensors will be written in matrix form, and we simplify the
writing by omitting the lower index € (indeed we remember that these tensors depend
on the distribution of material). This expressions are allowed by the different symmetries
satisfied by the tensors, namely Cl;,, = Cly, = Cj;; and DI =Dt~ = D!

ijkpqr Jikpgr pqrijk-
Thus we adopt the following convention, also called Voigt notation:
h h h
N Clin C%L122 \/EC}an
C" = * Can \/502212 ) (2.37)
* * 2C}1‘212
and
h h h h h h
D111 Diiom \/§D111121 D112 Di11202 \/§D111122
h h h h h
* D319 \/§D221121 D251110 D31999 \/§D221122
h h h h
D! — * * 2D751191 \/§D121112 \/§D121222 2D1751199 (2.38)
= h h h ) ‘
* * * Dii2112 Di12902 \/§D112122
h h
* * * * D3s2900 \/5th22122
* * * * * 2D%55199

where * stands for the symmetries of these tensors. This convention is interesting for the
following reason. Let Ejje; ®e; be a macroscopic strain tensors. Let ¥ be the macroscopic
stress tensor defined by ¥;; = CZMEM. Both are symmetric second order tensors. Thus
we can compactly write this tensors by defining two vectors:

Y11 En
[E] = 222 s and [E] = E22 . (239)
\/5212 \/§E12

We can also define the third order tensors KX = VFE and write it compactly by defining
the vector

Klll
K221
\/§K121
K112
K222

\/§K122

K] = (2.40)
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With this definition, we have that the macroscopic energy defined by (1/2)(C"E - E +
D"K - K) = (1/2)(E;;Cl; EBx + KjaD! 0 Kper) can be written with these vectors, and
is equal to

1 1 1

5 (C"E-E+D"K - K) = o (CE] - [B] + DY[K] - [K]) = S ([EL:C[E]; + [K:Dj[K];),
(2.41)

where CP is given by (2.37) and D™ is given by (2.38). Furthermore we have that

[¥] = CP[E]. (2.42)

Apart from the choice of the minimization problem we want to investigate, that is the
choice of the functional j, we still have some options to set regarding the initialization.
On the one hand we need to defined a mesh, and specify its size. As we said, the vocation
of the algorithm procedure we apply is to find local solution to problem (2.31). We have
remarked that the procedure can be sensitive to the initialization. It depends both to the
size of the mesh and the initial shape I'y, and can converge to different local solutions.
However we will see in Section 2.3.3 that algorithm encounters a form of stability with
respect to the initial data. We start with a rather coarse mesh, so that we can reach
rapidly but not precisely a local minimum, and then we refine the mesh. The mesh we
choose is made with structured triangles (see Figure 14). We divide the cell ) with n?
squares crossed by their diagonals, giving 4n? triangles elements.

On the other hand we have to determine the initial step size x;. In most cases, and
when it won’t be specified, k; will take the value 1. This high value allows the algorithm
to initially move quickly through expression (2.24). But in some cases, the first step is
too strong and we will choose to start the algorithm with a lower value of .

Figure 14: Initial black and white distribution on the left, and initial mesh on the right,
both given for a number of squares n; = 40 along one side of ).

We start in Section 2.3.1 with some properties regarding only the homogenization pro-
cedure: that is the computation of the homogenized tensors. Then we study a topological
optimization problems of some characteristic lengths and invariants.
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2.3.1 Convergence of the homogenization scheme
2.3.1.1 Behaviour with respect to the mesh

We compute the homogenized tensors for the distribution of material given by the initial
level-set (2.36), for n; in the range of 40 to 600, where 4n; represents the number of
triangular elements subdividing the square domain ) = (0,1) x (0,1). We call C;, and
D! the resulting homogenized matrices (2.37) and (2.38) calculated for n; = 600, and
we compute the relative differences (see Figure 15)

_ |ICrs — C(na)l

Diig — D"(n)]|
Ch n;) = ’ _ H reff ?
DIFF( ) ”CII?BHH

were for a matrix A, ||A]| is the 2-norm of A, that is to say

A
4] = sup 14212, (2.44)
z20 ||l
with [|z|l2 = ;22. We can see that for n; = 40 the relative difference made on the

matrix C? is about 0.6%, and becomes smaller than 0.1% for n; > 100. However the
relative difference made on D" is far greater: 20.6% for n; = 40 and 7.9% for n; = 100.
It becomes acceptable from n; = 200, for which the relative difference is 3.1% (see Table
2.1).

n; 40 60 80 100 200 300 400 500
CPor(ns) (%) | 0556 0489 0.163 0.086 0.065 0.012 0.013 0.007
DB o(n) (%) | 20.643 13.406 10.269 7.298 3.061 1.426 0.724 0.234

Table 2.1
h h
. Chirr Dpipr
610 0.25
*
2 ¥ 02 *
4
0.15
3 *
0.1 *
2, . .
1l ; | 0.05 i
*

0 ‘ ‘ * * * 0 ‘ ‘ * * *

0 100 200 300 400 500 0 100 200 300 400 500

Figure 15: Relative differences in % between C®(n;) and C2; (left), and between DP(n;)
and D2 (right).
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(a) (b) (c)

Figure 16: For each figure, the initial level-set is defined by (2.36). From left to right:
(a) ni = 100, Y, = (0,1) x (0,1). (b) ni = 200, Y, = (0,2) x (0,2). (c) ni = 100,
Y. =(0.5,1.5) x (0,1).

2.3.1.2 Translation of the unit cell

The definition of the homogenized tensors does depend neither on the size of the unit cell,
nor on any translation of it. We want to check numerically this property. To this end we
consider for the initial level-set (2.36) the unit cell ), := )Y (case (a)), the translated unit
cell Y. := {(0.5,0)} + Y (case (c)), and we can choose another periodicity cell made of
four unit cells ), (case (b)) (see Figure 16).

Thus we expect that for each of these configurations, the homogenization procedure
provides the same homogenized tensors. That is what we check, paying attention to
perform the computations with the same resolution for each cells: that is n; = 100 for (a)
and (c), and n; = 200 for (b). Here are the results for matrices C* and D, calculated
for the matrix 2-norm:

IC*(a) — C*®)ll IC*(a) — C*(9)ll

— 2.092¢ — 04, — 3.615¢ — 04 (2.45)
IC @] IC @]
|D"(a) — DR(b)| |D"(a) — DR(e)|
= 1.266e — 04, = 8.417e — 04. 2.46
DR ()] DR ()] (2:46)

This shows that the invariance of homogenized tensors with respect to the unit cell choice
is numerically satisfied.

2.3.2 Study based on characteristic lengths

A second-gradient model contains intrinsic lengths. Such model has a macroscopic strain
energy depending on the macroscopic strain £ and the macroscopic strain-gradient K.
Equation (2.8) shows that by picking any coefficients D?jklmn and C?jlm, the following
ratio without index summation

is homogeneous to a length (length dimension is denoted by [). Indeed the strain field £
is dimensionless, and the strain-gradient K is of dimension [, while 7 is a dimensionless
ratio.

These intrinsic lengths can provide us a first naive choice of mechanical quantity to
investigate. We could expect that, in some sense, the greater an intrinsic length is, the
more significant the second order effects are. We recall that the coefficient CZW couples
the strains E,, and E,, in the expression of the macroscopic strain energy, for op (resp.
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qr) equal to 11, 22 or 12, and the coefficient D}, couples the strain-gradients Kj
and Kjy,p, for ijk (resp. Imn) equal to 111, 112, 221, 222, 121 and 122 (recalling that
Kijk = 8kEZ])

A pertinent approach could be the study of lengths related to the eigenvalues
{E\,, E\,, Ex,} of the stiffness matrix CP, also called eigenstrains, defined for all i =

1,2,3,j=12by

(EM ®6) -Dh (EM ®6)
ey = J o)D) (2.45)
AT LN

which can be interpreted as a measure of the sensitivity of the material to strain gradients
for each eigenstrain of C" (see [Dur+20]). We choose a simplified approach in which we
look at the unit strains of uniaxial extension Eji, and FEsy, and of pure shear Ei5. This
gives the following definition of the six different arising characteristic lengths:

h h h
l _ Dllllll l _ D221221 l _ D121121
111 — h ) 0221 — h y V121 — h )
Cllll 02222 01212 (2 49)
h 1) h ‘
l112 _ D112112 l222 _ D222222 l122 _ D122122
- h ’ - h ) - h :
Cllll C2222 Cl212

From this we try first to maximize these lengths. As we said in Section 2.2.1 these
characteristic lengths are in fact of order 7. We want to obtain second gradient effects,
that means we want to observe a gradient of deformation throughout several cells. For
this, we want the unit characteristic lengths (Il not multiplied by 7) to be of order of
several cells, or at least one cell. With our definition of the cell in (2.32), we wish to have
lo greater than 1.

We start to maximize the characteristic lengths defined in (2.49). In view of the square
cell (0,1) x (0,1), and the isotropic initial shape (see Figure 14), we only consider the
maximization of [111, l112, and 121, because we obtain the same results rotated with a /2
angle by respectively maximizing lag9, lo91, and ly95. Before numerical investigation, we
give the value of the computed homogenized tensors for the initial cell defined by (2.36),
and for a mesh n; = 100.

N 0.6657 0.1756 0
C" ~ | 01756 06657 0 , (2.50)
0 0 0.3676
—0.0889  —0.0192 0 0 0 —0.0235
—0.0192  —0.0057 0 0 0 —0.0086
h 0 0 —0.0032  —0.0086 —0.0235 0
D" ~ 0 0 —0.0086  —0.0057 —0.0192 0 : (2.51)
0 0 —0.0236  —0.0192 —0.0889 0
—0.0235  —0.0086 0 0 0 —0.0032
That is
li11 >~ 10.3655, (2.52)

noting that in each case the lengths are imaginary, because the coefficients D%, ;1,,, D% 5,15,
and D%, ,,, are negative. In the following, we are going to maximize the square of these
lengths, and we will observe that for each optimized shape that we obtain, the coefficients
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of D" will be positive, and thus the optimized lengths will be real lengths. Indeed by
maximizing these ratios, we force some coefficients of to be small, and even go to zero. In
this case we obtain some zero strain energy modes, also called floppy modes (see [Dur+20]),
corresponding to this apparition of a kernel for C", that allows the strain-gradient elastic
energy depending on D" to be predominant. It is observed in [Dur+20] that in this zero
strain energy modes, the corresponding part of D" turn to be positive.

2.3.2.1 Length: [

In this case, we minimize the following functional:

Dh
j(C", D") = —ié}fm. (2.55)
1111

The mesh is initialized with n; = 100. After 18 iterations, the level-set reaches almost its
final shape, for an angle # ~ 8.15°. Then we perform a local refinement of the mesh, and
we obtain the final distribution for a total number of iterations of 27, and a final angle
0 ~ 5.33° (see Figure 17). Here are the values of the component of interest for the final
distribution:

Ch, ~0.0753, (2.56)
D% 5,1, =~ 0.0034. (2.57)
which corresponds to
l112 ~ 0.2139. (2.58)
100 Theta Angle
Figure 17: Results for the cost function j(C", D") = —(D",,,,,/C",,): maximization of

the characteristic length [115. From left to right: optimum unit cell ; periodic microstruc-
ture ; convergence history: angle with respect to the number of iterations.

2.3.2.2 Length: [

In this case, we minimize the following functional:

Dh
j(C",D") = = (2.59)
C
1212
The mesh is initialized with n; = 100. The optimum distribution is reached after 17
iterations for an angle 6 ~ 0.01° (see Figure 18). Here are the values of the component of
interest for the final distribution:

Ch,,, ~ 0.0250, (2.60)
D", 15, =~ 0.0522. (2.61)

that is
Loy ~ 1.4442. (2.62)
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Theta Angle
100 —5

80 - ok,

60 -

40 [

20 1 *

0

Figure 18: Results for the cost function j(C", D") = —(D",,,,,/C",,,): maximization of
the characteristic length [15;. From left to right: optimum unit cell ; periodic microstruc-
ture ; convergence history: angle with respect to the number of iterations.

2.3.2.3 Length: [,

In this case, we minimize the functional:

Dh
j(C"D") = ——5=. (2.63)
C
1111

The mesh is initialized with n; = 100. We have made two local refinements of the mesh at
the iterations 20 and 26, before the level-set finally reached an optimum for a total of 29
iterations, with an angle 6 ~ 9.30° Surprisingly, in view of the simplicity of the functional
involved, we obtain a pantographic like cell (see Figure 19). Here are the value of the
component of interest for the final distribution:

Ch,, ~0.1079, (2.64)
D" ,;, ~ 0.0183. (2.65)
that is

Theta Angle

Figure 19: Results for the cost function j(C", D") = —(D",,,,/C",): maximization of
the characteristic length [11;. From left to right: optimum unit cell ; periodic microstruc-
ture ; convergence history: angle with respect to the number of iterations.

In this section we have obtained some interesting results. Surely we have found some
microstructure improving selected characteristic lengths in comparison with the initial
distribution (Figure 14). Furthermore, the final coefficient D ,,, is positive and equal
to 0.0183, while it was initially negative: —0.0889 (see (2.51)). But we are quite far
from the emergence of strain gradient materials. Indeed the characteristic lengths we
obtain are quite small. However the optimization scheme has produced an interesting
result, especially with the maximization of /11, for which we have obtained a pantographic
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material. Thus we are going to investigate with more details this problem in Section
2.3.4. Before this we present some properties concerning the behaviour of the topological
optimization algorithm.

2.3.3 Behaviour of the optimization scheme

First we want to investigate the effect of the initial level-set and of the initial mesh on
the convergence of the algorithm. For this we consider the problem of minimization of
the functional defined in (2.63), for several perturbations of the initial level-set 1y defined
in (2.36) as follows. For all ¢ in {—4,—3,---,3,4} we consider the new initial level-set
functions

Yo,i := 1o + i % 0.05. (2.67)

In the same time we also consider, for each of these initial level-set functions, different
initial meshes. Namely n; varies in {40, 60,80, 100,120, 140}. The final resulting distri-
butions are gathered in Figure 20 page 78.

As expected, the optimization procedure is sensitive to initial data. We can observe
in Figure 20 that both initial level-set and initial mesh influence the final result. We
remind that the algorithm produces local optimized topology. We can imagine that even
small variations in the data of the problem can lead the procedure to follow different
descent directions. Nevertheless, Figure 20 shows some characteristic patterns in the
optimized results. In fact we observe that several optimized distributions do look like
pantographic material (see Figure 19) such as results (15 — 18), (21 — 24), (27,28), (42)
in Figure 20. The result (1) has got also a lot of similar results (sometimes translated):
(3 —11), (13 —14), (19), (25), (29,30), (33,34), (38), (40,41), (45 —47), and (52 — 54).
This indicates a kind of stability of the topological optimization procedure (at least for
the maximization of [11;).

Furthermore, even by changing the initial shape of the distribution (but with the same
initial topology) the algorithm produces similar results. For example, still within the
maximization of /111, we consider an initial rectangular inclusion of material, determined
by the following level-set

Y(z,y) = —max (Jy — 0.5], 2|z — 0.5) + 0.25. (2.68)

The final level-set obtained Figure 21 is quite similar to the result (1) from Figure 20.

Now we turn to the effects of the choice of the unit cell on the optimization procedure.
In Section 2.3.1.2 we have shown that the homogenization procedure is not affected by
the choice of the unit cell. We consider the unit cells (a), (b) and (c¢) from Figure 16,
with meshes defined by n;, = 50 for (a) and (c), and n; = 100 for (b). From this we
maximize the length [;1;. For all the cases (a), (b), and (c), we perform a homogeneous
refinement of the mesh at iteration 27, and the final topologies are obtained after a total
of 37 iterations, for an final angle § ~ 5.88° every time. The results are presented Figure
22, and show that the topological optimization procedure does not depend on the choice
of the cell.

Finally we would like to know how behaves the algorithm convergence with respect
to the mesh. We have seen in the previous paragraphs that the size of the initial mesh
can affects the final result, and leads the algorithm to reach a local optimum rather than
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Figure 20: Different final level-sets obtained when the initial level-set and the size of the
initial mesh vary. Each line from the top to the bottom is obtained for the level-sets from
Yo,—4 10 g4 defined in (2.67). Each column corresponds to different mesh sizes.
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Figure 21: Maximization of the characteristic length ly1;. From left to right: initial
distribution; optimized distribution.

(a) (b) (c)

Figure 22: For each figure, the optimized topology obtained by maximization of li1;.
(a) ni = 50, YV, = (0,1) x (0,1). (b) ni = 100, Y, = (0,2) x (0,2). (c) ni = 50,
Y. =(0.5,1.5) x (0,1).

another. What happens when we get closer to a certain optimum? In order to analyse it,
we go back to the maximization of 11, for the initial level-set given by (2.36), and for an
initial mesh characterized by n; = 100. The algorithm converges to the solution that we
display once again (i) Figure 23, for a final angle § ~ 18.54°. After the algorithm reached
the state (i), we perform a homogeneous refinement of the mesh leading to (ii) Figure 23
for a final angle 6 ~ 10.18°. We repeat the refinements one more time resulting in (iii)
for an angle 6 ~ 9.08°.

() (i (i)
Figure 23: Final optimum topologies for the maximization of l;1;, initial level-set given

by (2.36), n; = 100. (i) no refinement of the mesh. (ii) one refinement of the mesh. (iii)
two refinements of the mesh.

We measure the widths of the junction regions surrounded by the red rectangles in
Figure 23, which are displayed with a zoom in Figure 24. We find that the width is ~ 0.04
for (i), ~ 0.035 for (ii), and ~ 0.0325 for (iii). It seems that the width of this junction is
stable when the mesh goes to zero. The small decrease between (i) and (iii) is specific to
the resolution. When we refine the mesh, each element is subdivided into 4 elements, and
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Figure 24: Zoom on the junctions surrounded by red rectangles from Figure 23. The new
window is (0.4,0.6) x (0.55,0.75).

with the starting mesh, the elements are rectangle triangles of length 0.01 and 0.01+/2,
which are of order of the uncertainty on the width of the junction of (i).

2.3.4 Pantographs

The pantographic continuous material has been introduced and studied in [Dur+20]. It
corresponds to a 2-dimensional periodic material constituted with triangles and lozenges
being connected together via fine junctions (see Figure 25). Their layout produces the
behaviour of a pantograph. This material has got two floppy modes in deformation. One in
extension F1, and another one in shear F15. When the size of the junctions goes to zero,
these floppy modes implies that the first order homogenized matrix C" is degenerated,
so that a classical macroscopic Cauchy material — whose energy is usually described only
by C" - is then unsuitable. This is the reason why in [Dur+20] this material has been
studied, its macroscopic behaviour is described by a strain gradient model, following the
formal homogenization scheme proposed in [SC00].

<

Figure 25: Pantograph (Figure from [Dur+20]).

In Section 2.3.2.3, we have obtained a microstructure being a kind of pantograph,
through the maximization of the length l;;;. This aroused our curiosity, and pushed
us to investigate this structure more closely. We start to mimic the framework of the
pantograph studied in [Dur+20] (Figure 25). For this we consider the rectangular unit
cell

Y =1(0,1) x (0,2). (2.69)
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In their work [Dur+20], Baptiste Durand and Arthur Lebée have evaluated the charac-
teristic lengths of the pantograph for the unit cell ), and have found l1;; ~ 2.96 and
l112 ~ 6.16. We consider the following functional to be minimized

§(Ch, DM = _Dc?}llnn _ ]:2;11}112112_ (2.70)
1111 1111
We choose an initial mesh for which the vertical direction of the rectangle is subdivided
into n; = 80 crossed squares, and the horizontal direction is subdivided into n; = 40
crossed squares. The initial step size is k; = 0.4. Finally we choose an initial level-set
function defined by

o i cos(3vaZ+y%)?  cos(3y/z?+ (y—2)?)°  cos(3y/(z —1)? +y?)?
T (14822 +1042)2 | (14822 +10(y —2)2)2 ' (1 + 8(x — 1)2 + 10y2)?
cos(3y/(z —1)2+ (y—2)2)*  cos(3y/(z — 0.5)2 + (y — 1)2)?
(I1+8(x—1)2+10(y —2)?)2 (1 +8(x—0.5)2+10(y — 1)?)?

resulting in to shifted strips of holes (see Figure 26). After 20 iterations, we perform a
homogeneous refinement of the mesh, followed by a local refinement of the mesh after 12
iterations. For a total of 37 iterations, the final angle is # ~ 7.19°, and the optimized
distribution is shown Figure 26. We finally get

l111 >~ 0.2348, 1112 >~ 0.4380. (2.72)

—0.15 (2.71)

In comparison with the values l11; ~ 2.96 and [115 ~ 6.16 obtained by Arthur and Baptiste,
the microstructure we have obtained is less efficient. This difference has two possible
explanations. First, the computations led by Arthur and Baptiste are made for the case
of a cell made up of a material (blue part in Figure 25) and voids (white part). In our
case, the white part is a weak material. Secondly, the junction regions of the pantograph
in [Dur+20] are built to be small on purpose. We give more details regarding the size of
these junction regions in the next section

However, the shape we get in Figure 26 looks pretty much like the pantograph in
Figure 25.

Figure 26: Maximization of the sum l;1; + l112. From left to right: initial distribution;
optimized distribution; optimized periodic microstructure

2.4 Behaviour when the contrast vanishes

In the previous section, we have obtained optimal topologies for various functionals,
which constitute an interesting result of the proposed topology optimization method.
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But the second gradient behaviour, which could be quantified by the characteristic
lengths we have introduced, is not very significant. The result we obtained regarding the
pantograph is quite new and surprising, but is not competitive with the microstructure
studied in [Dur+20]. We can outline two remarks about their home designed pantograph
(Figure 25) and the topologically optimized pantograph we obtained (Figure 26). First
the solid part of the home designed pantograph (blue part on Figure 25), is surrounded
by voids (white part), whereas we compute a microstructure which is a mixture of two
materials. Admittedly, the contrast between the stiff and the soft material is important.
We recall that the Young’s modulus of the stiff material is equal to 1, while the Young’s
modulus of the soft material is equal to 0.01. The contrast equals to 0.01 is small, but
it is non zero. Secondly, we have explained that the second gradient behaviour of the
pantograph is exacerbated when the size of the junctions goes to zero, so that these
junctions act almost like a ball joint mechanism. With this in mind, the junctions of
home designed pantograph [Dur+420] has been set with small junctions whose length is
0.02, when we recall that the length of the unit cell edge is equal to 1. Furthermore
in [Dur+20] the authors show that the second gradient model describes perfectly the
behaviour of the pantograph for a junction radius of 0.005, while the largest junction in
the topological optimized pantograph we compute is of 0.09.

To satisfy in the same time these two restrictions, we found out that we can decrease
the contrast 7. For this, we need to change slightly the model for the higher order
correctors ;5. Indeed we can see on equation (1.51) or (1.68) that we have a volume
force depending on C" which is applied homogeneously on the unit cell ). Thus we have
a volume force applied to the very weak material (b) when the contrast vy goes to zero.
We adopt another model for which the weak phase material (b) is meant to mimic voids.
We describe it below.

In the setting of Section 1.3.2, the topologically perturbed counterpart of the unit cell

is given by the characteristic function x* = x — x., xB. being the characteristic function
of the ball B.. Let ¢ > 0, we define a normalized characteristic function for 0 < & < ¢
by
X _ Vv
x°)  Jax®
Thanks to this normalized characteristic function, we can avoid to apply a volume force
on the weak phase. The first auxiliary problem (1.107) remains unchanged, while the
second auxiliary problem (1.108) is replaced by

P (y) = X (y) (2.73)

aijk eV : /Q%U(ﬁfjk> ~e(n) + /Q%C(ﬂfj ®s ex) - e(n) =

[ (rousy) = ¢ Clies @, ¢)) - (M@, e) YneW, (274)
with the use of the characteristic function ¢°.

We check the convergence of the model when 7, goes to zero. We consider the
square unit cell given in (2.32), with the initial level-set (2.36), for a mesh resolution
given by n; = 200. With these settings, we compute the relative differences DB (70.4)
of the matrices DIV‘OJ calculated when the contrasts vy = 7y, are varying in the set
{0.0005, 0.001, 0.002, 0.003, 0.004, 0.005, 0.006, 0.007, 0.008, 0.009, 0.01}, in comparison to
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D! . calculated for 5 = 0.0001.
D — DIl
DY

Dper(70.0) = (2.75)

We can see the results in Figure 27, displaying a linear convergence of the matrix DP
when the contrast goes to zero.

0.035

0.03

0.025

0.02 ¢ *
D3er(70) 0.015 | *

0.01 *

0.005

0 0.002 0.004 0.0086 0.008 0.01

Yo

Figure 27: Relative difference of the matrix Dg‘w with respect to the contrast ~y,, in
comparison with D2 calculated for vy = 0.0001.

We go back to the problem of the maximization of l11; from Section 2.3.2.3, on the
square unit cell with an initial circular inclusion of material (b). We found an optimized
microstructure with a characteristic length l;;; = 0.4114. We consider the same problem
with the above model for which the material (b) mimics voids (see Figure 11). The unit
cell is given by (2.32), the initial level-set by (2.36).

1. First we start with a initial mesh having a resolution of n; = 50, and a contrast
Yo = 0.01. After 47 iterations, we perform a homogeneous refinement of the mesh,
and then an local refinement of the mesh at iteration 56, so that the algorithm
converges in a total of 62 iterations to the microstructure (), for an angle § = 7.83°
(see Figure 28). The final characteristic length is

10D = 0.4092, (2.76)
and the width of the junction is of 0.035 (see Figure 29).

2. Secondly we follow the same path as the one leading to (I), but this time, together
with the local refinement of the mesh at iteration 56, we change the contrast vy from
0.01 to 0.005. We perform another local refinement of the mesh at iteration 64, and
then the algorithm converges in a total of 71 iterations to the microstructure (/7),
for an angle § ~ 8.42° (see Figure 28). The final characteristic length is

10— 0.5849, (2.77)
and the width of the junction is of 0.0225 (see Figure 29).
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3. Finally we follow the same path as the one leading to (I7), but this time, together
with the local refinement of the mesh at iteration 64, we change the contrast 7
from 0.005 to 0.001. Then we perform a local refinement of the mesh at iteration
73. The algorithm converges in a total of 76 iterations to the microstructure (I11),
for an angle 6 ~ 19.00° (see Figure 28). The final characteristic length is

10D = 12649, (2.78)

and the width of the junction is of 0.0125 (see Figure 29).

O HQ HO

Figure 28: Maximization of the characteristic length [1; for different contrasts .
7o = 0.01. (I1) o = 0.005. (I1I) ~o = 0.001.

' ' (I11)

Figure 29: Zoom on the junctions surrounded by red rectangles from Figure 28. The new
window is (0.4,0.6) x (0.75,0.95).

In conclusion we have improved the second gradient properties by diminishing the
contrast. We find that in this case, the width of the junctions goes to zero. We retrieve
this property imposed for the home designed pantograph of [Dur+20] in Figure 25: the
small junctions are supposed to act like a ball joint mechanism.

We finally study the problem treated in Section 2.3.4 in the case of vanishing contrast.
We recall that the functional to be minimized is

j(Ch7Dh) — _Dill}llllll _ DlllflLQllQ. (279)
Cllll Cllll

The initial distribution is given by the level-set defined by (2.71) (see Figure 26) on the
rectangular unit cell Y = (0,1) x (0, 2).

1. First we start with a initial mesh having a resolution of n; = 50, and a contrast
Yo = 0.01. After 32 iterations, we perform a homogeneous refinement of the mesh,
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and then an local refinement of the mesh at iteration 41, so that the algorithm
converges in a total of 48 iterations to the microstructure (P;), for an angle § ~ 9.19°
(see Figure 30). The final characteristic lengths are

1PV = 0.3045, (2.80)
1P = 0.5128. (2.81)

2. Secondly we follow the same path as the one leading to (P;), but this time, together
with the homogeneous refinement of the mesh at iteration 32, we change the contrast
Yo from 0.01 to 0.008. We perform another change of the contrast from 0.008 to
0.006 at iteration 39, and from 0.006 to 0.005 plus a local refinement of the mesh
one iteration latter. The algorithm converges in a total of 47 iterations to the
microstructure (Pz), for an angle § ~ 11.76° (see Figure 30). The final characteristic
lengths are

172 — 0.4117, (2.82)
172 — 0.7476. (2.83)

3. Finally we follow the same path as the one leading to (P;), but this time, together
with the homogeneous refinement of the mesh at iteration 32, we change the contrast
o from 0.01 to 0.005. Then we change the contrast from 0.005 to 0.001 together
with a local refinement of the mesh at iteration 40. We perform two additional local
refinements of the mesh at iterations 51 and 57. The algorithm converges in a total
of 60 iterations to the microstructure (Ps), for an angle § ~ 13.80° (see Figure 30).
The final characteristic lengths are

1) — 0.8855, (2.84)
17 = 1.7838. (2.85)

The shapes we get in Figure 30 bear an impressive resemblance to the pantograph in
Figure 25.

(P1) (P2) (Ps)

Figure 30: Maximization of the sum of the characteristic lengths l11; + l112 for different
contrasts Y. (P1) 70 = 0.01. (P2) 7o = 0.005. (Ps) vo = 0.001.
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2.5 Study based on invariants

In the previous study, we have defined some basic functionals depending on the homoge-
nized tensors, in order to bring out new microstructures. In this first approach we have
optimized characteristic lengths expressed in the orthonormal canonical basis {ej, e;} we
have fixed. As we said, the mechanical information contained in the second order tensor
D" is not completely understood. In collaboration with Jean-Francois Ganghoffer and
Nicolas Auffray, we have investigated properties which, even if they are complicated to
described from a mechanical point of view, are independent of the spatial orientation
of the material. To perform such an optimization problem independently of the spatial
orientation of the material, the shape functional needs to be written with respect to some
invariants of the tensors. For this, we are going to describe concisely how to define these
invariants in the framework of the invariant theory, following what has been done in
[OKA13], [AR16], [AKO17], [Aufl17], [AAD21]. For the sake of simplicity, we confine this
short presentation to the case of 4th-order tensors, even though the recent works [AAD21]
and [ADAZ21] allows us to define invariants for tensors of order 5 and 6.

2.5.1 Orientation of a material

The properties of an homogenized elastic material are encapsulated in its homogenized
tensors. Let T(;;) (1) denotes the space of the 4th-order tensors T satisfying the following
index symmetries: Tjj = Tjug and T = Truy. Let T = Tije; ® ¢ ® e ® ¢ be an
arbitrary tensor belonging to T(;;) (). We also name it the space of fourth order elasticity
tensors. We would like to study properties of 7" whatever the orientation of the material
is. Indeed the nature of a material is the same when it is subjected to a rotation or a
mirror isometry through a line. Let O(2) be the orthogonal group, that is the group of
the 2 dimensional isometric transformations. We consider the action of O(2) on Tij) ()
given by -

VQ € O2), (Q*T)iju = Qip@iqgQuirQisTpgrs- (2.86)

Then with the perspective of a study independent of the orientation, we should not focus
on the tensor 7', but on its orbit Orbr through the action of O(2), also called O(2)-orbit,
defined by

Orby = {T S T@ (kD) ’ 3Q € O(Q), T = Q*T}. (287)

In that respect, the idea is to reveal functions depending on the tensor variable T', that
will remains constant on these orbits. That is the case for what we call O(2)-invariant
polynomial on T (r).-

2.5.2 Definition of polynomial invariants

Let V be a finite dimensional real vector space on which acts the group O(2). The action
is still denoted by x. A polynomial p on V is said to be an O(2)-invariant polynomial if

Ve eV, VQ € O(2), p(z) = p(Q * ). (2.88)

A classical result of the invariant theory stipulates that for the action of O(2) (the result
is valid for compact group in general), there exists a finite set of polynomials {py,--- , px}
called integrity basis, which generates the algebra of the O(2)-invariant polynomials (see
e.g., [OKA13], [Aufl7]). That is any O(2)-invariant polynomial on V is a polynomial in
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the elements of the integrity basis. Furthermore, such an integrity basis is actually a
functional basis, that is

pz(xl) :pi(fﬂg), Vi € {1, ce ,k} & dQ e 0(2), 1 = Q * xa. (289)

Thus we can characterize the orbits Orby with such an integrity basis for the action of
O(2) on Ty (wy- But before that, we need to decompose the tensor into elementary

tensors irreducible under O(2) action. This is called the harmonic decomposition.

2.5.3 Harmonic decomposition

Let V be a real vector space such that we have an action of O(2) on V. A subspace U of
V is said to be O(2)-irreducible if it is stable under the action of O(2), that is

YQ e O?Q), VT €U, Q+Tel, (2.90)

and if the only stable subspaces of U are the null space {Oy} and U itself. As a classical
result of group theory (valid in general for any action of a compact group on a finite dimen-
sional vector space), we know that V can be written as a direct sum of O(2)-irreducible
subspaces. Another result shows that for any finite dimensional O(2)-irreducible space U,
we have an isomorphism ¢ : U — K", for some n, where K" is the space of totally sym-
metric and traceless n order tensors, and this isomorphism ¢ is O(2)-equivariant, namely

VT U, YO € 0(2), 6(Q+T)=Qo(T). (2.91)

Here we consider the natural action of O(2) on K" (see [AKO17] or [AAD21]). Finally,
this results show that we can find a linear isomorphism O(2)-equivariant ¢ between a
direct sum of harmonic tensor spaces and V,

g
¢: PaK =V, with K" = PK, (2.92)
k =1

where a finite number of «; are non zero. This is what we call the isotypic harmonic
decomposition of V. We can write more compactly

V>~ P a K" (2.93)
k

Let us apply this harmonic decomposition to T(;;) ) following what is done in

[AAD21]. We recall that the tensors of T () appear in the constitutive law. The
constitutive law in linear elasticity is a linear relation between the Cauchy stress tensor
o € S*(R?), and the strain tensor e € S?(R?), where S?(R?) is the space of bi-dimensional
symmetric second-order tensors, also called state space. This law is given for an elasticity
tensor T' € T(ij) (k1) by

0ij = Tijrier- (2.94)

That is to say we consider a tensor T' € T(;;) (1) as being a linear map between the stress
and the strain state spaces: T' € L£(S?(R?), S*(R?)) ~ S*(R?)® S?(R?). Thus, rather than
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directly decompose the space of fourth order elasticity tensors T ;) (x), we decompose in

a first time the state space S?(R?). The harmonic structure of S*(R?) is
S?(R?) ~ K? @ K°. (2.95)

In a second step, this decomposition of S?(IR?) induces a block decomposition of the space
L(S%*(R?), S%(R?)), but the blocks of this decomposition are not necessary irreducible.
Thus in a third time, the harmonic decomposition of the blocks is performed. We do
not present the details of the harmonic decomposition which can be found in [AAD21].
Finally the harmonic structure is of T ;;) () is the following

Ty ) ~ K' & K & 2K°. (2.96)

For the case of the 6th order elasticity tensors D, we can consider that D drives the
linear constitutive law between the hyperstress tensor T (defined by this law as follows)
and the strain gradient tensor Ve = (Oye;j)e; ® e; @ ey,

Tijk = Dijtpar(V€)pgr- (2.97)

The state space of the hyperstress and the strain gradient tensors, denoted by T;;x, is the
space of the third order tensors 7 satisfying the following symmetry relation 7, = 7.
So that we consider that the space of sixth order elasticity tensors, denoted by Tk (pg)rs
is the space of tensors D satisfying Dijrpgr = Djikpgr a0d Djjipgr = Dpgriji. We have the
following harmonic structures ([AAD21])

T ~ K @ 2K, (2.98)
Tk or =~ K° @ 2K* @ 5K* $4K° o K, (2.99)

where we recall that K" for n > 1 is the space of totally symmetric and traceless n order
tensors, K is the space of scalar tensors, and K~! is the space of pseudo-scalar tensors,
which is the space of scalars whose sign changes under a mirror transformation.

2.5.4 A deviatoric/spheric coupling invariant

As we said in the previous section, before decomposing the tensor space T (pg)r, We
decompose the state space T(;;),, in order to obtain a block structure for T (pg)r, and

finally we decompose these blocks. It is shown in [AAD21] that -

T ~ K* @ 2K (2.100)

Because of the multiplicity of K! in the harmonic structure (2.100), its explicit harmonic
decomposition is not uniquely defined. Thus we have a choice to make in its decomposi-
tion, and it is preferable make it in such a way that this decomposition is mechanically
meaningful. For this, we remember that a tensor in T is the gradient of a tensor in
S%(R?), whose harmonic structure is given by (2.95). We decompose a tensor T' € S?(R?)
into a deviatoric tensor 7% € K? and into a spheric tensor 7% € KO:

T=T"+T¢, (2.101)
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where T = 1/2tr(T)I and T? = T — T*. Then we introduce a decomposition of Ty
based on the derivation of the harmonic decomposition (2.101), namely the differentiation
of the deviatoric and the spherical parts. This gives for a tensor K € T, the following
decomposition

K= K34 K'Y 4 K (2.102)

where
(K K'Y e K* x K! (2.103)

stand for the gradient of deviatoric part, and
K' eK! (2.104)

stands for the gradient of the spherical part. This leads to the following per block decom-
position for a tensor D € T )k (pg)r:

D3d,3d D3d,1d D3d,ls

_ 1d,3 1d,1 1d,1s
D= D d,3d D d,1d D d
Dls,?)d Dls,ld Dls,ls

: (2.105)

which corresponds to the harmonic structure (see [AAD21]):

KS ®s K3 K3 ® Kl K3 ® Kl
KpK' K @K KoK |. (2.106)
K3 ® Kl Kl ® Kl Kl ®s Kl

We choose to investigate a particular invariant related to the coupling of the deviatoric
part K'? and the spherical part K, that is to say an invariant concerning the harmonic
block K! @ K'. Tt is shown in [AAD21] that this harmonic block is decomposed as follows:

KloK' ~K*@ K+ K. (2.107)

For such an harmonic structure, we have two kinds of invariants. The specific invariants,
concerning a single harmonic component, and the joint invariants, concerning more than
one harmonic components. We are interesting in the specific invariant £ related to the
harmonic component K~!. This invariant 3 is actually invariant under the action of
SO(2), which is the subgroup of elements of O(2) which preserve the orientation. We
recall that IK~! is the space of pseudo-scalar tensors, which is the space of scalars whose
sign changes under a mirror transformation (also called reflection). Thus the invariant
changes its sign under a mirror transformation. Let D € Tk (pg)r, the invariant Sp is
defined as follows (see [ADA21]): o

BD = D111112 - \/§D111121 + \/§D122112 + \/§D122222 - \/§D221121 - D221222‘ (2108)

We investigate two shape functionals j© and j~ depending on the homogenized tensors
C" and D". The purpose regarding C" is to maximize the bulk modulus, and regarding
D" to minimize +Bpr or —Bps. This gives the following problems:

min j*(C" D"), (2.109)

89



2.6. Conclusion Microstructure synthesis by topological optimization

where

7H(C",D") =+ (D445 — \/§D]f11121 + \/§le22112 + \/§D}1122222 - \/§D321121 — D3y1990)
4 (Shom 4 gghom 4 Ghom), (2.110)

The initial level-set is given by (2.36), and the initial mesh is given by n; = 40.

For both functionals, the algorithm converges in 14 iterations, and the final angle is
0 ~ 8.84°. It is interesting to observe that we obtain two tetrachiral microstructures (see
Figure 31), which are the same under a mirror transform, knowing that in one case we
minimize Sps, and in the other case we minimize —fpn, where Spn is a pseudo-scalar,
that is where the sign of Spr» changes under a mirror transformation.

It is inspiring to observe that the convergence of the algorithm is uniform, fast when
we optimize invariants, and in particular to observe for real some theoretical properties
coming from the invariant theory. This gives confidence in a more generalized study of
topological optimization problems relying on functionals which depend on the invariants
of the homogenized tensors.

1

0.5

0 0.5 1 0 0.5 1

Figure 31: Final shape for the minimization of 5% (left), and for the minimization of j~
(right).

100 : : 100
* * *.y
0 (°) 50 o 0 (°) 50 *
0 5 10 15 0 5 10 15
Iterations Iterations

Figure 32: Evolution of 8 angle with respect to the number of iterations for the minimiza-
tion of j* (left), and for the minimization of j~ (right).

2.6 Conclusion

In this chapter we have presented a gradient-type method introduced in [AA06]. We have
implemented this procedure in order to solve topological optimization problems of a unit
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cell composing a periodic material. The optimization relies on the distribution of a stiff
and a weak material composing this unit cell. The cost functionals we have optimized
depend on the first and second order homogenized elasticity tensors we have defined in
Chapter 1.

The purpose is to use the topological derivatives (1.138) of the homogenized tensor
C" calculated in [Ams+10], and the expression (1.165) of the homogenized tensor D"
calculated in Chapter 1. We have adopted the established topological differentiation
method, within the topological derivative procedure, in order to obtained periodic
microstructures having significant second gradient effects.

We have obtained non trivial, preliminary, and encouraging microstructures for func-
tionals based on intrinsic characteristic lengths. The latter are defined as a ratio of the
coefficients of these two tensors. In particular, we have obtained a pantographic unit cell,
similar the one studied in [Dur+20] (see Figure 26).

We have also shown that these characteristic lengths can be improved when we dimin-
ish the contrast. Another consequence when we decrease the contrast of moduli between
the two materials is the refinement of the junction regions of the optimal unit cells (see
Figures 28 and 29).

Finally, we have optimized a functional based on invariants of the homogenized
tensors. We have seen that we can control the orientation of the chiral unit cell we have
obtained in Figure 31, by changing the sign of the invariant § of tensor D",

The topological optimization of the unit cell of a periodic material based on the second
order homogenized tensor gave us two kinds of results.

On the one hand, we can improve the second gradient effects in the macroscopic
response of the material. This is the case for a pantographic material. Such a material,
as the one presented in figure 30, allow an extension in the direction e; for almost no first
order gradient energy: we call it a floppy mode. Through this extension, the material is
subjected to a gradient of deformation: the deformation of the material changes from cell
to cell.

On the other hand, we can optimize first gradient effects, while we control properties
which are not encapsulated in the first gradient tensor. This is the case for the functional
treated in Section 2.5.

There exists a very large number of invariants for sixth order tensors, and their me-
chanical understanding is still a subject of study. Thus we are still investigating their
topological optimization with the procedure presented and tested in this chapter.

We also planed to consider functionals depending of the fifth order tensor E* of cou-
pling moduli between first and second gradient effects. Its topological derivative is already
computed (see Appendix B) and implemented in the topological procedure. At first we
were not interested in this tensor because it cancels in the case of a centro-symmetric unit
cell. But we could explore new microstructure by taking it into account.
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CHAPTER 3

Shape optimization of a
Fluid-Structure Interaction problem

3.1 Introduction

Fluid structure interaction (FSI) problems are challenging from a mathematical point of
view, and also from the point of view of its numerous applications. We can generally
define FSI problem as the coupling between a structure which is deformable (although
rigid structure studies can be mentioned, such as the motion of a solid body in a fluid)
with a surrounding fluid flow, or sometimes an internal fluid flow. We will be interested
in particular in problems of interaction of a viscous fluid and an elastic medium. For
the several examples of application in engineering one can mention the problem of
airfoils [DHO1] or engines [SL04]. But we can also mention medical applications such
as the study of the blood flow in vessels [GVF05], of the aortic valve [CL20], or studies
concerning the human lung system [Tez+08].

As a early study of the FSI problem we can cite [Lio69] in which the existence of
weak solutions for the Navier-Stokes equations in a fixed domain coupled with linearized
elasticity. We can also refer to [Ser87] investigating the tailspin of a rigid body into
a viscous incompressible fluid. But, the first important contributions can be found
in [AL93; LA91; LA92| in which the authors study steady flows in nonlinear elastic
shells and nonlinear elastic tubes and shells under external flow for which the velocity
is prescribed. In the early 2000 mathematicians started to investigate more intensely
the interaction of a viscous liquid with elastic bodies in steady and unsteady regime.
For the steady-state problems one can cite [Rum98], [Gra98; Gra02|, [Bay+04], [Sur07],
[GK09], and for the unsteady case, we refer for example to [GM00; GMO03|, [Des+01],
[Bei04], [Cha+05], [CS05; CS06], [BST12; BGT19], [MC13]. One of the difficulty of the
study of a steady FSI problem is that the fluid, described in Eulerian coordinates, turn
to be defined on a domain depending on the structure displacement which is in contrast
described in Lagragian coordinates. For existence result with other type of boundary
conditions one can cite [DT19].

We can ask several interesting questions regarding the shape optimization of a Fluid
Structure Interaction problem. For example can we have for a well chosen class of domain,
the existence of an optimal solution, or even do we have uniqueness of such a solution? We
already meet many examples of application for structural optimization problems, as we
could see in the introduction of Chapter 2. But there are also numerous works concerning
shape and topological optimization problems applied to fluid mechanics only. For example
the minimization of the drag in airplane optimization (see e.g., [AP89], [MP01], [GMO0S],
[GMZ09]), the shape minimization of the dissipated energy in a pipe (see e.g., [HP10],
[BP13]), the optimization of fluidic flow with or without body forces (see e.g. [DLW13])
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These problems are not concerning FSI.

The optimization of FSI problems is more recent. One can cite [Yool0O; Yool4],
[Kre+10], [AS13], [JM15; JM16] where a level-set method is used to characterize the
fluid and the structure domains, [PVP15; Pic+20], [Lun+18] in which the FSI problem is
relaxed by a density design variable. In [SS18] the shape differentiability of a simplified
free-boundary one-dimensional problem is studied, for which it is proved that the shape
optimization problem is well-posed. In the recent paper [Fep+19; Fep+20; Fep+21], the
shape and topology optimization of a multiphysics thermal-fluid-structure interaction
problem is studied with a velocity and adjoint method, for which the structure domain
is assumed to be fixed.

We are interested in a F'SI problem for which an elastic body in plane strain is immersed
in a viscous fluid, and clamped to a rigid support from a part of its boundary. We
consider that the system is infinite in the anti-plane dimension. Our goal is to study
the shape optimization of this two-dimensional elastic body. For this purpose, we start
with a presentation of the Fluid-Structure Interaction problem we work on in Section 3.2.
We present in particular what the unknowns of the problem are, how the fluid and the
structure problems are coupled, and we finish with the definition of a simplified model
for which the elastic structure is incompressible. The Section 3.3 is dedicated to the
resolution of the FSI problem, through the resolution of the fluid equations in a first
time, followed with the resolution of the structure problem, and completed with a fixed
point procedure. Then, after an introduction to the calculus of shape derivatives by the
velocity method, we apply this method to the FSI problem, we give the boundary value
problems satisfied by the material derivatives of the solutions of the FSI problem in the
Section 3.4.4, and we compute in Section 3.4.5 the shape derivative of an abstract shape
functional. After this, we introduce in Section 3.5.1 the adjoint method used in order to
simplify the expression of the shape derivative computed before. We apply this method
to the FSI problem in Sections 3.5.2, 3.5.3, and 3.5.4.

This chapter is the result of a work I carried out with Ilaria Lucardesi’ and with
Jean-Francois Scheid.

3.2 A two-dimensional Fluid-Structure Interaction
model

We are interested in the optimization of a Fluid-Structure Interaction (FSI) problem. We
want to investigate some optimality result regarding the shape of a given two-dimensional
clastic body (the structure) in plane strain immersed in an incompressible Stokes fluid,
and clamped from a part of its boundary, while applying volume forces to both fluid and
elastic phases (see Figure 33). We consider that this system is infinite in the anti-plane
direction. This results in the deformation of the free boundary of the elastic body, which
is the interface where the interaction between the elastic body and the fluid takes place.
We start by presenting a Fluid-Structure Interaction model following what is done in
[Gra02] and [SS18], then we introduce a simplified model, and finally we present a general
shape optimization protocol.

! Institut Elie Cartan de Lorraine, UMR 7502, Université de Lorraine, B.P. 70239, 54506 Vandoeuvre-
les-Nancy Cedex, France. email: ilaria.lucardesi@univ-lorraine.fr
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First we define the geometry for the FSI problem (see Figure 33). Let w, €2, and D be
three simply connected bounded open sets in R?, such that w CC Q) CC D. We denote
by I'y and Ow the boundaries of € and w, respectively. The domain

Qo= \w (3.1)

stands for an elastic body attached to a rigid support w, namely 2y has an fixed boundary
Ow and a deformable one I'g. The domain €2, is the configuration at rest of this elastic
medium. The domain

Q¢ =D\ (2 U®) (3.2)

is occupied by an incompressible fluid interacting with the elastic body trough the interface
Iy.

D Qe D Qp

Ty \ r Fsﬂ
i/ @ o N :/ @ QS\>
‘~\‘\7 - / \\‘\’/ o =

Figure 33: The geometry of the Fluid Structure Interaction system, before (left) and after
(right) deformation.

Now we apply volume forces f and g to the fluid and the elastic body respectively, and
we assume that this interaction through I'y together with the applied forces deform the
elastic body and lead to an equilibrium state in the fluid and the structure parts. Each
point of the initial elastic body X € € is deformed into a new point x = T'(X), where

T(X)=({1d+w)(X) € Qs, (3.3)
where w : Qg — R? is called the displacement field, and
Qg :=T(20) = (id + w) (o) (3.4)

is the domain representing the deformed elastic body. We also define the deformed fluid-

structure interface

From this, we describe the elastic body by the Lagrangian coordinate X € §2y. This elastic
body is completely determined by the knowledge of the displacement field w. Moreover,
the fluid fills the remaining domain

Qp =D\ Q5 Uw, (3.6)

and it is described in Eulerian coordinates by a wvelocity field u : Qp — R? and by a
pressure field p : Qrp — R. What remains to be done is to specify what equations govern
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the two phases of this system, and what is the nature of the interaction. On the one hand,
the fluid is considered as being viscous and incompressible. It is described by the Stokes
or the Navier-Stokes equations, and a non-slip boundary condition is imposed (i.e., the
velocity is set to zero on the boundaries). This gives

—divg(u,p)+€e(u-Vju = f in  Qp,
divu = 0 in Qp, (3.7)
u = 0 on 0Qp,

where € = 0 for Stokes equations and € = 1 for Navier-Stokes equations. Denoting by
v > 0 the viscosity of the fluid, we define the Cauchy stress tensor:

¢(u,p) :=2vV°u — pl, (3.8)

where [ is the identity matrix and
E 1 T
V u.—§(Vu+ Vu ) (3.9)

The force f in (3.7) is given in D. On the other hand, the elastic body satisfies the
equations of equilibrium in the reference configuration for a St Venant-Kirchhoff material,
that is

div(w) =g in Qo, (3.10)

where 3(w) is the Piola-Kirchhoff stress tensor defined by

Y(w) = I+ Vw)C(E(w)), (3.11)
C(E(w)) = 2uB(w) + A tr(E(w))L, (3.12)
E(w) = ; (Vw+ Vw' + Vw'Vw), (3.13)

where C is the stiffness tensor and A > 0 and pu > 0 are the Lamé coefficients. We suppose
that the elastic body is attached to the rigid support via the boundary dw, that is we
have the following boundary condition

w=0 on Jw. (3.14)

The force ¢ in (3.10) is given in €. Furthermore we have the equilibrium of the surface
forces on the free boundary I'g, which reads

/ S(w)no - (v o (id + w))dTo = / ¢(u, p)nrs - v dlps, (3.15)
To FFS

for all function v defined on Qp, where I'rg := (id+w)(I'y) defined in (3.5) is the boundary
between the fluid and the deformed elastic body, and where dI'y and dI'pg are the length
elements of the surfaces I'y and I'pg respectively, and ng and npg are the outer unit normal
vectors to I'g and I'pg respectively. We have the following identity (see e.g. [Cia88]):

npsdlps = [det(V(T(w)))VT(w) ™ "ngldlo. (3.16)

Thus a change of variable in (3.15) with the use of (3.16) gives the following boundary
condition

Y(w)ng = (s(u,p) o T) cof (VT)ng  on Iy, (3.17)
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where 7" is defined in (3.3) and
cof ((VT) = det(VT)(VT) T, (3.18)

is the cofactor matrix of the jacobian matrix of 7. Finally we must add a constraint on
the displacement field, in order to make the deformation it creates compatible with the
incompressibility of fluid. That is we have the following condition

|| = [€0], (3.19)
where |-| denotes the Lebesgue measure. This condition is actually a condition on w:
1 :/ det(I + Vw) dz = ||, (3.20)
Qo
At this stage we have written boundary value problems for each phase, fluid and

structure, needing to be completed by a constraint (3.20), and which are strongly coupled
in the following way

—divg(u,p) +€(u-V)u = f in  Qp,
divu = 0 in Qr,
u = 0 on 0Qp,
divi(w) = g in Qo, (3.21)
w = 0 on ow,
Y(wng = (s(u,p+e¢)oT)cof(VT)ng on o,
/Q det(I4+ Vw)dz = |Q,
0

where c is a Lagrange multiplier introduced to take into account the non-local area con-
straint [Qg| = |2]. We can observe that his coupling is twofold:

e the structure displacement w affects and defines the domain on which the fluid
equations are posed and the velocity u and the pressure p are calculated,

e the velocity u and the pressure p of the fluid give rise to a surface force which
influences the calculation of the displacement w.

Two difficulties arise in this system of equation. Firstly, we have to deal with a non-local
constraint area. Secondly, we have two kinds of variables: Eulerian variables (the fluid
velocity u and pressure p, and Lagrangian variables (the displacement w). Moreover, the
domain Q2 on which the fluid equations are written is unknown.

To overcome these difficulties, we first simplify the structure equations in Section 3.2.1,
and then we transport the fluid equations into a reference domain in Section 3.2.2.

3.2.1 A simplified model: incompressible material

In seek of simplification, we define a simplified model. First, we consider the case of linear
elasticity. That is we define the linearized stress tensor or simply stress tensor:

o(w) := C(e(w)), (3.22)
e(w) :== Viw, (3.23)
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where e(w) stands for the linearized strain tensor or simply strain tensor, and C is the
elasticity tensor defined in Chapter 1 equation (1.101), which gives, in view of tr(e(w)) =
divw,

o(w) :=2pe(w) + Adiv(w)I, (3.24)

where A and p are the Lamé coefficients.

In this case, we neglect the quadratic terms in (3.11), (3.12), and (3.13). Thus o(w)
replaces X(w) in (3.10) and (3.17), and equation (3.10) turns linear with respect to w. The
constraint (3.20) is non linear. We also want to perform a linearization for this constraint.
For a matrix A of size 2 x 2, we recall that

det (I+ A) =14 tr(A) + det(A). (3.25)
Hence, we get
det (I+ Vw) = 1 + div(w) + det(Vw) = 1 + div(w) + O (| Vw|2). (3.26)
If we assume that
divw =0, (3.27)

and if we neglect the second order terms, we obtain that the area constraint (3.20) is
verified. A simplified model is then obtained by replacing the (non-local) area constraint
(3.20) by the (local) incompressibility condition (3.27). A Lagrange multiplier function
s is associated to the incompressibility condition (3.27). The simplified model now deals
with the elastic tensor

o(w,s) :=o(w) —sl, (3.28)

which can be written as follows in view of the incompressibility condition (3.27)
o =2uV:(w) —sl, (3.29)

and which replaces the Piola-Kirchhoff tensor ¥(w) given by (3.11).
The simplified model stands for the couple (w,s) which satisfied:

—2pdivVei(w)+ Vs =g in Qg (4)
divw =0 in Q (zz) (3.30)
w=0 on Ow (7i1)
(2uV?*(w) — sl)ng = (s(u,p) o T) cof (VT)ng on I'y. (iv)

The surface forces continuity relation (3.30)(iv) differs from (3.17) by involving the La-
grange multiplier function s.

3.2.2 Fixed domain formulation of the simplified FSI problem

In order to solve the simplified FSI problem, we write the fluid equations onto the fixed
domain €2y. Until now, we have defined the fluid domain as being the complementary in
D of the system composed by the deformed elastic body and the rigid support (see (3.6)).
But in order to transport the boundary value problem (3.7) from Qg to the initial domain
Q§, we need a bijective map from 5 to Qr which is a C'-diffeomorphism. We introduce
the following map:

T(w) = id + P(w), (3.31)
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where w is a displacement field defined in the initial elastic body domain €2y, and P is an
extension operator from Qg to D, such that P(w) is defined in D and T'(w) is one to one
in D. The map T defined above in (3.31) extends the definition of the map we introduced
in (3.3). This allows us to define the fluid domain Qp in which the velocity and pressure
fields are defined:

Qp = T(w)(20), (3.32)

where €)f is defined Figure 33. We will return to this extension procedure later, to give a
rigorous definition.

Now we can write the variational formulation of the Navier-Stokes system written on
Qp, and then we transport it onto the reference domain 5, in the same way as in [Gra02].
We recall that ¢(u, p) := 2vV*u — p,], and because of the incompressibility condition, we
have

div(Vu') = V(divu) = 0, (3.33)

so that
divg(u,p) = div(rVu — pl). (3.34)

Thus the variational formulation of the Navier-Stokes system is written as follows.

Find (u,p) € HY(Qp) x L*(Qp), such that ¥(Z, ) € H} (Qr) x L*(Qp):
v Vu-VZ—/Qdeiv(Z)—l—/QFe(u-V)u-Z: (s 2 ms, (3.35)
Bdiv(u) = 0.

QF

We can define the transported velocity and pressure fields

v=uoT(w), (3.36)
q=poT(w), (3.37)

and we set 2 = zoT(w)~' and 3 = BoT(w)~" in equation (3.35), where z € H}(Q5) and
B € L(€5). We obtain with a change of variable T'(w) that (v, q) satisfies the following
problem:

Find (v,q) € Hy(Q5)? x L3(Q) such that for all (z,8) € Hy(Q5)* x L3(Q5):
V/Qo V(V)F(T(w))-Vz— /Qo q(G(T(w)) - Vz)

+ [ elv NIV 2= TS T, gy )
|, BE@) - vv) =0
where
F(T(w)) = (VT (w)) " cof (VT (w)), (3.39)
G(T(w)) = cof (VT (w)), (3.40)
J(T(w)) = det(VT(w)). (3.41)
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Problem (3.38) is related to the following boundary value problem:

v div(VV) F(T(w)) + G(T(w))Va + (v, - GIT(w))V)v = (f 0 T(w))J(T(w))  in O,

div(G(T(w))'v) =0 in Qf,
v=20 on I'y.
(3.42)

We recall that the surface force applied on the structure is given in (3.17) by (¢(u,p) o
T) cof(VT)ng. With the definitions of v and q given in (3.36) and (3.37), we can compute
the surface force applied on the structure and depending on these new variables. This
gives

(s(u,p) o T) cof (VT)ng = (v(VV)F(T) — q:G(T}))no. (3.43)

Thus we can write the complete Fluid Structure Interaction problem, with the fluid equa-
tions transported onto the reference domains €.
The fixed domain formulation of the simplified FSI problem reads as

—vdiv((Vv)F(T(w))) + G(T(w))Vq
+e(v-G(T(w)V)v = (foT(w)J(T(w)) in @
div(G(T(w))v) = 0 in  Qf,
v = 0 on 09y,
—dive(w)+Vs = ¢ in  Qp, (3.44)
divw = 0 in Qg
w = 0 on Ow,
(oc(w) —s)ng = v(VVv)EF(T(w))ng
—qG(T(w))ng on Ty,

where € = 0 or € = 1 for dealing with Stokes or Navier-Stokes equations.

We have to keep in mind that this simplified model is an hybrid model. Indeed we
have linearized the equilibrium equation of the structure (that is to say the Pila-Kirchhoff
stress tensor) and the area constraint, in order to simplify the mathematical analysis that
will follow in this chapter. We will see in Section 3.3 that we obtain an existence and
uniqueness result in Theorem 3.9 for our simplified model, while for the three-dimensional
Navier-Stokes/St Venant-Kirchhoff FSI problem C. Grandmont obtain an existence result
in [Gra02|. For us, the uniqueness is quite important to be able to tackle an optimization
problem. But we do not have linearized the fluid equations change of variables, that is to
say J(T'(w)), G(T(w)), and F(T(w)), because we want to compute shape derivatives in
Section 3.4 by keeping as much information as possible, for possible further application and
calculation purposes for the complete system. Nevertheless, even by linearizing J (7T (w)),
G(T(w)), and F(T'(w)) in the following, the results we obtain are not trivial, because it
keeps a trace of the deformation of the domain.

3.2.3 Objective: optimization of the FSI problem

Our objective is the study of a shape optimization problem of the following form:

Juin J(S), (3.45)
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where J(€)y) is an abstract shape functional depending on the initial elastic domain
defined by

J () = /Qo Js(Y,w(Y),Vw(Y))dY + o Jjr(z,u(x), Vu(z)) dz, (3.46)

where jr and jg are smooth functions depending respectively on u = v o T'(w)~! and w.
The fields v and w are the velocity and the displacement solutions of the FSI problem
(3.44) posed on €. The domain Qy € U,q belongs to a class Ung of admissible domains.

To this end, we start in Section 3.3 to present an existence and uniqueness result for
the simplified FSI problem (3.44). Then in Section 3.4 we compute shape derivatives of
the functional J(€2) with the use of the velocity method. In Section 3.5 we finally simplify
the shape derivative obtained previously by applying an adjoint method.

3.3 Existence and uniqueness result for the FSI prob-

lem
D Q(C)
Y
| @% )
\\;\ /,//

Figure 34: Initial Fluid-Structure configuration.

In this section, we establish an existence and uniqueness result written in Theorem
3.9 for the FSI problem (3.44) with € = 0. In [Gra02], an existence result is obtained for
the Navier-Stokes equations coupled with a St Venant-Kirchhoff material (whose stress
tensor is given by the Piola-Kirchhoff tensor ¥(w) defined in (3.13)) in 3D. For volume
forces regular and small enough, C. Grandmont finds a non necessary unique solution to
the FSI problem, by applying a fixed point procedure. In our case, we wish to optimize
the initial distribution of elastic material, and the uniqueness of the solution seems to be
essential. Thus we will obtain an existence and uniqueness result by adapting what is
done in [Gra02] to our simplified model.

We start with a sketch of the approach. Let b be a vector field belonging to (H?(€))?.
We define the following extension map:

T: (H(Q)* —  (H(05))

b id+ R(y(b)), (347)

where 7 is the trace operator on I'y:

v H3 () — H3Y2(T), (3.48)
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and R is a lifting operator from I'y to €2:
R : H3V3(y) — H3(Q). (3.49)
We introduce two problems.

1. Let f € (H*(D))?, and (v(b),q(b)) be the solution of the first problem

{ —vdiv((Vv(b))F(b)) + G(b)Vq(b) = J(b)(foT(b)) in Qf,
div(G(b)Tv(b)) = 0 in €, (3.50)
vib) = 0 on 082,
where the maps J, G and F' are defined by
J(b) = det(VT' (b)), (3.51)
G(b) = cof (VT (b)), (3.52)
F(b) = (VT(b)) ! cof (VT(b)). (3.53)

We will justify the definition of (3.53) in Section 3.3.1.
2. Let g € (H'(D))?, and (w(b),s(b)) be the solution of the second problem

—2pdiv(Vw(b)) + Vs(b) = ¢ %n Qo,
i) = 8 B
(2udiv(Vw(b)) —s(b)l)ny = (vVv(b)F(b) —q(b)G(b))nyg on I'y.

For a fixed b small enough, we will show that the problem (3.50) admits a unique
solution (v(b),q(b)), and then that the problem (3.54) depending on (v(b),q(b)) admits
also a unique solution denoted by (w(b),s(b)):

b — (v(b),q(b)) — (w(b),s(b)). (3.55)

In particular we will see that w(b) belongs to H?(Q). Thus we will be able to define a
map
St (H(Q))* — (H(())?
b — w(b) 7
and we will show in Section 3.3.4 that this map is actually a contraction, so that we can

apply the Banach Fixed Point Theorem, and deduce that the solution we search for the
FSI problem is unique and is given by the fixed point of S.

(3.56)

In the following section, with start by presenting useful results for the resolution of
problems (3.50) and (3.54), investigated in Sections 3.3.2 and 3.3.3. Then in Section 3.3.4
we show that S is a contraction.

3.3.1 Notations and preliminary results

In a first time we give the notations used in the rest of this chapter. Let {e;,--- ,e,} be
the canonical orthogonal basis of R™. Let u and v be two vectors of R", A and B be two
second order tensors of R™. We write (see also Appendix A)

AB = AlkBkj e X €j, (357)
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Au = Aijuj €;, (359)
w-v = (3.60)

by using the Einstein summation convention, and where the elements e; ® e; are the
element of the canonical basis of the second order tensors on R". We define the trace
tr(A) of a matrix A by

tr(A) =1-A, (3.61)
its symmetric part by )
s .. = T
A ._2(A+A ). (3.62)
and its norm |A| by
Al = (A A2, (3.63)

Let €2 be a open subset of R™. The fields involved in the equations we study belongs
to Sobolev Spaces W™P(Q)), for m > 0 a positive integer, and p > 1 a real number. With
this convention, W°?(Q) stands for the Lebesgue space of LP(Q). Let u € W™P(Q), we
denote by

[l (3.64)

the standard W™P-norm of w. When there is no ambiguity on the open set of definition
2, we simply write this norm

HUHm,p- (3-65)

In a second step, we give premilinary results that we are going to use to solve problems
(3.50) and (3.54).

Problem (3.50) is a slightly perturbed incompressible Stokes problem with non-slip
boundary condition, giving rise to a velocity and a pressure weak solutions (v,q) €
H(25) x LE(€2) (see e.g., [BF13]), with the space

L2(0%) = {q e L2(Q%) ‘ /QS gdz = o} . (3.66)

In general, for 1 < p < 400, we denote by L{(£2§) the following space

LR(QS) = {q e LP(QF) | /Q gde = 0} . (3.67)

Furthermore we recall a useful result called the Piola identity (see e.g., [Cia88]). Let
n < p,and ¥ € (W??)" we have

div (cof V¥) = 0. (3.68)

Problem (3.54), even though it describes the behaviour of an incompressible elastic
material, can be identified with an incompressible Stokes problem with mixed Dirich-
let and Stress boundary conditions, for which we also obtain weak solution (w,s) €
(H'(£2))? x L*(Q)In view of the shape optimization related problem, we need higher
regularity results for the solutions of problems (3.50) and (3.54). Indeed
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e we need the transformation map T'(w) to be a C*-diffeomorphism, which requires
some regularity results on the displacement field w (see Lemma 3.2),

e the change of variable in the Stokes problem for the fluid shows up some terms
such as (Vv)F(T(w))) or G(T'(w))Vq. If we want them to be well-defined and
integrable, we still need higher regularity for w, and we need an algebra structure
allowing products of functions (see Lemma 3.2).

As in [Gra02], we give a Lemma offering an algebra structure for Sobolev spaces. A
proof can be found in [AF03] (Theorem 4.39, p. 106).

Lemma 3.1. Letn > 2, 1 < p < 0o, and let Q be a bounded domain of R™ Let m > 1 be
an integer. If mp > n, then there exists a constant C, > 0 such that for all u € W™P(Q),
and for all v € W™P(Q), we have the product uvv € W™P(Q), and

[wvllymr @) < Callullyms ) [0lwms) - (3.69)
Thus W™P(Q) endowed with the norm Cq||-||wmsq) is a commutative Banach algebra.

Now we exhibit a threshold below which, for a function b € (H3(€)))?, the map T'(b)
defined in (3.47) can be used for a change of variable. A proof can be found in [Gra02].

Lemma 3.2. There exists a constant 0 < M such that for all b € (H*(Q0))? satisfying
bl z3(00) < M, (3.70)
Then we have
(i) V(id + R(y(b))) = I+ VR(y(b)) is an invertible matriz in (H*(QF))**?,
(ii) T(b) = id + R(v(b)) is one to one on Qf,
(iii) T(b) is a C'-diffeomorphism from Q§ onto T (b)(€5).

Actually, the constant M depends only on C,, Cr, C,, and Cq, where C, is the
constant from Lemma 3.1, Ck is the continuity constant of the Lifting operator from
(3.49), C, is the continuity constant of the Trace operator from (3.48), and Cy is a
constant such that

v e C' Q) ([ V6]lcom < Co = {det(1_+ Vo) >0, Vee
id + 0 is injective on €2,
(see e.g. [Cia88], Theorem 5.5.1).
From the two preceding Lemmas, we define the set
By == {b € (H*(2))" | ||bll2, < M}, (3.72)
and the maps J : (H3(Q))*> — H?(QF) defined by
J(b) = det(VT' (b)), (3.73)

104



Shape optimization of a FSI problem 3.3. Ezistence and uniqueness result for the FSI problem

G (H3(Q0))? = (H*(Q5))**? defined by
G(b) = cof (VT(b)), (3.74)
and F : B, — (H*(€5))*? defined by
F(b) = (VT(b)) ! cof (VT(b)). (3.75)
In addition we have (see [Gra02))

Lemma 3.3. The mappings G and J are of class C*>. The mapping F is infinitely
differentiable everywhere in B, defined in (3.72). Moreover, F satisfies a condition of
“uniform ellipticity” over B,, i.e. there exists a constant 3 > 0 such that:

Bz < F(b)x -z, VYbe B, VzeR. (3.76)

3.3.2 Resolution of the fluid problem

In this subsection we give an existence and uniqueness result for the fluid problem (3.50).
This extends the standard Stokes well known existence result.

To begin with, we recall the standard result of existence, uniqueness and L9-estimates
for the solution of Stokes problem in Proposition 3.4. The regularity result is a conse-
quence of what is established in [ADN59] and [ADNG64] (see [BF13]). For a complete proof
of existence and regularity, we may refer to [Cat61] for the 3-dimensional case, and to
[Tem84] (Proposition 2.3 p. 35) for the 2-dimensional case. A complete development on
these questions is carried out in [Galll].

Proposition 3.4. Let Q be a bounded domain of R™, n > 2. Suppose € of class
Crax{2m+2t yp > 1. Then for any

feWmaQ)", hpe WmH(Q), v, e (WmH2Ye990)", 1< q< +oo, (3.77)

with the compatibility condition

/hpda::/ vy - nds, (3.78)
Q N

where n is the outer unit normal to OS), there exists a unique pair (v,p) € (W™T24(Q))" x
Wmtha(Q) N LE(Q) solution of the Stokes system

—vAv+Vp=f in §,
diveo = hp in Q, (3.79)

v=u1, on OS],
and which satisfies the following estimate
[0llm+2.q0 + IPllmr1e0 < CL,(1fllmeo + 1hrlmirgn + [vellmiz-1/gq00)-  (3.80)
where Cr, = Cr,(n,m,q,9).

We notice that problem (3.50) differs from problem (3.79) due to the presence of
matrices G and F. Then we follow below what is done in [Gra02] to be able to apply
Proposition 3.4.
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Theorem 3.5. Let Q2 be a bounded domain of R®, n > 2, having a C™2 boundary 02,
m > 0. Let 1 < ¢ < 400 such that (m+1)qg >n, f € (W™{(Q))", hp € W™TL9(Q) such
that

/QhF dz = 0, (3.81)

and A,B € (W™ Q)™ " two matrices.  We assume that B is invertible in
Wmtha(Q)"*n - and there exists 1 € (W™29(Q))" such that

B = cof V. (3.82)
There exists a positive constant 0 < Cper, such that if
HI - AH(Wm-Q—l,q(Q))an S Cperta and HI - BH(Wm+1,q(Q))n><n S Cpert7 (383)

then there exists a unique solution (v,p) € (W™24(Q))" x W™HLa(Q) N LE(Q) of the
perturbed Stokes system.:
—vdiv(Vv)A)+BVp=f inQ,
div(B"v) = hp in Q, (3.84)
v=20 on 052,

and there exists a positive constant Cr,, > 0 such that

[Vllmt2.g0 + Plmirg0 < Croa([[fllmgo + [2rlmire0)- (3.85)

We could have just refered to [Gra02] where the proof of the following result is
entirely given, but we rewrite the second step to highlight the behaviour of the constant
arising in estimate (3.85), in view of a shape optimization investigation.

Proof: Let (v, po) € (W™F24(Q))" x W™TL4(Q) be the unique solution of

—vAvg+Vpy=f inQ,
div Vo = hF in Q, (386)
v =10 on 0f,
obtained applying Proposition 3.4. We define by induction for all N > 0 the following
problem for (vxi1,Pn+1)
—vdiv((Vuni1)) + Vpngr = f—vdiv(Voy)I—A)) + (I -B)Vpy  in Q,
div(vyi1) = he + div((I — B )uy) in €,
vyt =0 on 0f).

(3.87)
This problem is well-posed for (vyy1, pyy1) With (vy,py) € WmT29(Q)" x WmTLe(Q).

Indeed, from Lemma 3.1 and in view of the regularity of vy and py, we have that
div((Von)(I — A)) € (W™1(Q))™ and div(py(I — B)) € W™4(Q). Yet we can write

(1 - B)Vpy = div(pn (1 - B)) (3.89)

using the Piola identity (3.68), so that (I — B)Vpy € W4(Q2), and then also BVpy €
(Wm4(€))™. Still using the Piola identity (3.68) we have

div((I-BM)uy) = (I1-B) - Vuy = (I - B);;(Von)ij, (3.89)
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and consequently div((I — B")vy) € (W™%(Q))". Finally the compatibility condition
(3.78) is satisfied because vy = 0 on 01, and

/Qdiv((l — BNy da = /80(1 ~ BNy - nds = 0. (3.90)

By subtracting problem (3.87) written for (vyi1,pn+1) by problem (3.87) written for
(vNapN)a we find

-V diV(V(UN+1 - UN)) + V(pNJrl - pN) = —V diV(V(UN - UNfl)(I — A))

+ (I — B)V(pN — pN_l) in Q,
div(vyi1 —vy) = div(I - B")(vy — vn_1)) in
U1 — oy =0 on Of).
(3.91)

According to Lemma 3.1, we have the following estimates for any (v, p) € (W™24(Q))" x
Wmtha(Q), v =0 on 9:

[div((I— B ")) |wmrra@) = |1 — B) - Vollym1a)
||d1V(<VU) (I — A))H(Wm,q(Q))n S nCaH(I — A)H(W7n+l,q(ﬂ))nxnHU||(Wm+2,q(Q))n (393)

where C, is the constant appearing in Lemma 3.1, and

[div(p(I = B))[[wma)» = [[(I = B)Vpl|wm.aq)n
S nCa”(I - B) ||(Wm+l,q(Q))n><n ||p||(Wm+l,q(Q))n, (394)

where we used Piola identity (3.68) Thus by applying Theorem 3.4, there exists a unique
solution (vyy1, pyi1) € WTT24(Q) x W™L4(Q) to problem (3.91). Moreover in view of
assumption (3.83) we find that

||UN+1 - 'UN”m—i—Q,q + ||pN+1 - pN||m+1,q S C(TL, V>CLqCanert(||UN - UN—le—i—Q,q
+ |lpv — pN—1||m+1,q>7

< (C(n,1)C1,CaCpert)™ ([100llm+2,4 + [P0lm+1,);
(3.95)

where C'(n, v) is a constant depending only on n and v, where C, is the constant appearing
in Lemma 3.1, (', is the constant appearing in estimation (3.80), and Cpey the constant
appearing in assumption (3.83). For a constant Cpey small enough such that

T = C(n> V>CLqCanert <1 (396)

the sequence (vy,pn)ny>o converges strongly in (W™F24(Q))" x Wmthe(Q). We call
(v,p) € WmH24(Q) x W™HL(Q) its strong limit. We pass to the limit in the system
(3.87), which is possible thanks to the strong convergence. Hence we find that (v,p) is
actually a solution of problem (3.84). Finally, by applying Proposition 3.4 to the system
(3.87), we obtain the following estimation

|ons1llmi2q + 1PNt 1llmr1g < (C(n,v)CL,CaCpert) ([N [[mr2,q + PN [[mr1,q)
+ CrL, ([ fllmg + 1rllm1,q)- (3.97)
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which yields to

lonsllmizg + 1Py llmra <Y ([vollmrzg + IPollimeiq)

+ (’}/N + 4 1)CLq(||f||m,q + ||hF||m+1,Q)7
<O A o+ DL f g + 1PEllmr1g)- (3.98)

Passing to the limit in estimation (3.98) yields to the following inequality

Cr
V][ mt2.q + [[Pllm+1,q < (|| f]
+2,q +1,q 1_,7

ma0 + [[Prlmirq0)- (3.99)

The uniqueness of the solution is straightforward due to the estimate (3.99)
and the linearity of problem (3.84). We have obtained a unique solution
(v,p) € (WmT29(Q))" x WmTa(Q) N LI(Q) for the problem (3.84), satisfying the
estimation (3.85). O

3.3.3 Resolution of the structure problem

Now we solve the structure problem (3.54). It is actually a Stokes like problem. The
field w stands for the structure displacement. The structure being clamped at Odw, we
have at this boundary a homogeneous Dirichlet condition. But for the boundary I'y, the
equilibrium of the surface forces leads to a stress boundary condition.

Usually, the Dirichlet condition for the Stokes problem implies that we have a solution
for which the pressure field is defined up to a constant (which is often chosen such that
the pressure has a zero mean), whereas pure Neumann or pure stress condition brings to
a solution for which the velocity field is defined up to a constant. In the case of mixed
boundary condition, i.e with Dirichlet condition on a part of the boundary and stress
condition on the rest of the boundary, we will note that the velocity together with the
pressure are completely determined, and no zero mean value has to be imposed.

We first recall a classical result, that we are going to use to show the existence of the
“pressure” field for the structure problem. We refer for example to [BF13] for a proof.

Proposition 3.6 (de Rham’s Theorem). Let 2 be a connected, bounded, Lipschitz
domain of R", n > 2. Let f be an element in (H-1(Q))", such that for any function
© € (D(Q))™ satisfying dive = 0, we have (f, <,0>H_17H5 = 0. Then, there exists a unique
function p in LE(Q) such that f = Vp.

Let O be a bounded domain of R?, we denote by I' its boundary. Let w be a subset
of O such that w CC O. Thus we define the domain €2 by

0 =0\, (3.100)
so that the boundary of 2 is
00 =T Uow. (3.101)
Let us introduce the space
H 5,(Q) :=={u e H'(Q) | u=0 on dw}. (3.102)

We state the main result of this section, providing the existence, the uniqueness and the
regularity of solutions to the structure problem when the stress boundary conditions on
I' are given.
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Theorem 3.7. Let (g, hs, f,) € (L*(2))? x H(Q) x (HY?(00))%. There exists a unique
pair (w,s) in (Hg 5,())* x L*(Q) solution of the problem:

—dive(w)+Vs=g in
di =h n )
ivw s in (3.103)

w =0 on Ow
(c(w)—shn=1f, onT,

where n is the outward normal vector to I', and o(w) = 2uV?*(w).

Moreover, if the domain § is of class C**% for k > 0, and if (g, hs, fy) belongs to
(H*(Q))2x H*1(Q) x (H*1/2(09))2, then the pair (w, s) belongs to (H*+2(Q))2x H*1(Q)
and there ezists a constant 0 < Cy depending only on ) such that

[wl[gsse + (I8l zxer < Csllgllz + ([Pl mser + [ foll mrvarz)- (3.104)

Since problem (3.103) involves non standard boundary conditions of different types,
we give a proof of the first part of Theorem 3.7 for the existence of a unique weak solution.
The regularity result can be obtained following [BF13]. We follow the approach presented
in [BF13] in the case where the stress boundary condition lies on the whole boundary 0fQ.
First we show the following useful Lemma, enabling us to deal with free-divergence field.

Lemma 3.8. Let Q be a reqular open bounded subset of R%. There exists a right inverse
for the divergence operator, that is there exists a continuous linear operator m from L*(Q)
to (Hy 5,(Q))?, such that for any q in L*(€):

div(mq) = q. (3.105)

Proof: Let q be in L*(Q2). Because  is of class C'"!| we have a unique solution ¢ in H*(Q)
solution of ([Eval0])

—AyY =q in
=0 on T’ (3.106)
O, =0 on Jw,

where 0,, stands for the normal derivative along dw, and ) satisfies

[ 2(0) < Cllallr2@)- (3.107)
We set
v ==V, (3.108)

such that v belongs to (H*(2))?, v-n = 0 on dw, and divv = q. We would like to have
also v -7 = 0, where 7 is a tangent vector that we can define by 7 = (ny, —n;)", where
the normal vector is written in a canonical base of R?: n = (ny,ns)". So we have v - 7.
Let

=0v-T, (3.109)

and let ¢ be the (H2(2))? lifting of (0, g) € H3?(0w) x H'/?(0w) ([BF13]), satisfying

¢ =0 on Jw, (3.110)
Opp = g on Ow, (3.111)
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and
el < Cllall e (3.112)
Thus we have Vo -7 = 0. We set
dp ¢\’
I (I N 3.113
werotp= (g2, 22) (3.113)
in such a way that
w-n=Ve-7=0 on Ow,
w-T=-Vy-n=—g on Jdw,
divw =0 in €.
We conclude by defining
Tq=0v+w, (3.114)
and easily check that mq € (Hj,,())? satisfies div g = q. O

Proof of Theorem 3.7: First, we can only consider the case where hg = 0 in (3.103).
Indeed, from Lemma 3.8 there exists a linear operator

71 L(Q) = (Hj 5,(Q))? (3.115)
such that for all ¢ in L?(Q)
div(mq) = ¢q in Q. (3.116)
We introduce @ := w — whg. From (3.103), w satisfies
—dive(w) + Vs = g +divo(rhs) in Q
divw =0 in (2
w=0 on Jw
(o(w) —sl)n= f, —o(rhg)n  on T,

(3.117)

which corresponds to the homogeneous data hg = 0 in problem (3.103). Thus we are now
only interested in the problem of the following form:
—dive(w)+Vs=¢g inQ
divw =0 in

3.118
w=0 on dw ( )
(o(w) —s)n=f, onT.
We define the Hilbert space
W :={ve (H"(N)?*|v=0ondw, dive =0}, (3.119)

and the bilinear form
a(u,v) = /Q o(u) - e(v) (3.120)

is obviously continuous on W. Furthermore, a is coercive on W because of the homoge-
neous Dirichlet condition on dw allowing the validity of a Poincaré type inequality and of
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Korn inequality (see [OSY92] Theorem 2.5). Namely there exists a constant C' such that
for all u € W, ||ul| g2 < Ca(u,w)/?. Thus, by applying Lax-Milgram theorem, we obtain
that there exists a unique w in W such that for any z in W

a(w, z) = /Qg 2+ (fo, Z>—1/2,1/2,r~ (3.121)
Thus for all z € (D(Q))?, we have that
(—divo(w) = g,2)pp =0, (3.122)

where we recall that D() is the space of C*°(Q2) functions having a compact support, and
D’ is the space of the distributions on €. In particular (3.122) holds for all z in (D(Q))?
satisfying div z = 0. We deduce from de Rham’s theorem 3.6 that there exists a unique s
in L3(€2) such that

—dive(w)+Vs=g (3.123)

in (H1(92))". From the regularity of g, we have then —div(o(w) — sI) = g € L*(Q).
Hence, Stokes formula leads to

(o) =s)- Vo = (0(w) = shin. @)1 paor = [ g-00 Ve € (HUQ)™  (3.124)
Now choosing ¢ € (H'(£2))? such that divy = 0, that is to say ¢ € W, we have that
sI-Vyp =sdivp =0. (3.125)
Then by comparing (3.121) and (3.124), we obtain

((o(w) — sD)n, 90>71/2,1/2,r = ([, S0>71/2,1/2,r, Yo e W. (3.126)

We want that (3.126) holds for all ¢ € (H*(Q))?. Let ¢ be in (H'/?(T"))?, we choose
a free divergence extension of ¢ to (H'(2))?, for example by taking the solution ¢ €
(Hj 5.,(£2))? to the problem

—Ap+Vr=0 in 2
divp =0 in €2

5=0 ondw (3.127)

p=¢ onl,

where 7 is a pressure field in L2(Q2). This solution ¢ exists as long as the additional
condition holds (see e.g. [BF13] Theorem IV.5.2)

/ o-nds=0. (3.128)

r

Thus we have shown in view of (3.126) that for all ¢ € (HY/2(T"))? satisfying (3.128),
((o(w) = sDn — fo,0) 12,1720 = {(o(w) — sD)n — fo, §) 172,120 = 0, (3.129)

since p € W. Let v in HY?(T"), we write
1 1
V=1 — <|F|/F¢n>n+<|r|/F¢n>n,
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1
— Yy + (\N/r¢ . n) n, (3.130)

where by definition [n1/; -n = 0. Thus we can write for all 1 in H'/?(T):

((o(w) = sDn — fo, V) 1/2,1/2r = (con, ¥) 1721721, (3.131)

where ¢g is the constant defined by

1

co = T ((o(w) = sDn = fo,n) _1/91/a7 - (3.132)

We can conclude that
(o(w) = (s +co))n=f, in (H Y3(T))% (3.133)
Hence (w, s + cp) € (HY(Q))? x L*() is a weak solution of (3.118). O

3.3.4 A fixed point procedure

In this section, we show the main result of Section 3.3: an existence and uniqueness result
for the Fluid Structure Interaction problem.

Theorem 3.9. Let f € (H*(D))?, and g € (H'(D))?. Let S : (H?*(Q))* — (H*(Q0))? be
the map defined in (3.56) by consecutively solving problem (3.50) posed for f and problem
(3.54) posed for g.

There ezists a constant Cg such that if || f|l22 < Cg and ||g||12 < Cs, then there exists
a unique solution (v,q) € (H3(2))* x H*(Q5) N LA(2), (w,s) € (H*(Q))* x H*(y) to
the Fluid Structure Interaction problem (3.44). Furthermore, there exists a constant Crg
such that

[Vls2.00 + llall22.0c + [[Wlls2.00 + Isll22.00 < Crs(l[fll22p + 1lgll120)- (3.134)

Proof: In a first step we look at the continuity of the fluid problem. Let (v(b1), q(by)
and (v(bz),q(b2) be the solutions of problem (3.50) for respectively by and by in B,
where

B, :={b € (H*(Q))* | [|blls» < M}, (3.135)
for M a given constant. We set dv := v(b;) — v(bsz) and dq := q(b;) — v(bz). In view of
(3.50) we can write
— div(V(v)F(b1)) + G(b1)Véq = J(b1)f o T'(b

( J(b2) f o T(b,)
+ div(V(v(bs)

1) =
)(F(by) — F(by)))
— (G(by) = G(by))Va(bs) in €25,
div(G(by) "év) = — div((G(by) — G(by)) "v(by)) in Qf,
ov=0 on 082.
(3.136)

The compatibility condition (3.81) is valid because of the homogeneous Dirichlet condition
satisfied by v(bs). In view of the regularity of v(by) and q(bs), we can apply Theorem 3.5
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for m =1 and ¢ = 2, giving that for all by, by in B,, if M is small enough, the solution
(6v,d8q) of (3.136) belongs to (H3(€25))% x H?(Q5) N L2(€25), and satisfies

16v[32.00 + [6qll22.0: < Cr, ([ frll12.00 + Ihrll2209), (3.137)
where fr and hp are defined by

fr=J(b1)f oT(b1) — J(b2) [ o T(by) + div(V(v(b2))(F(b1) — F(by)))
— (G(b1) — G(b2))Vq(by), (3.138)
hr = —div((G(by) — G(by)) "v(by)). (3.139)

We first estimate the term fr, and then we estimate hp.

From Lemmas 3.1 and 3.3 we have that J defined from B, into H*(Q5) and G and F
defined from B, into (H%(€5))?*? are of class C*, and the norms of their derivatives are
bounded on B,. We set

[ DJ|[p = sup 1D J(b) || 213 (020), 12(025)) (3.140)
€b5p

DG p = SUE ||DG(b)||£(H3(Qo),(H2(Qg))2x2), (3.141)
€bp

||DFHM = sug HDF(b)||£(H3(QO)’(H2(QS))2><2). (3142)
€bp

From Theorem 3.5 for m = 1 and ¢ = 2 applied to problem (3.50) written for bs, we
have the estimation

[Vv(ba)[32.0: < CL,,[|J(b2)(f o T(b2))]12.05- (3.143)

In view of Lemma 3.2, T'(by) is a C'-diffeomorphism, and from the definition of the map
J in (3.73), a change of variable gives

[J(b2)(f o T'(b2))[l1.2.05 = I fll127m) ) < I fll12D- (3.144)

From Lemma 3.1, we deduce:

[Vv(b2)(F(b1) = F(b2))[l22.05 < Cal[V(b2) 22,06l (F(b1) — F(b2)) 15,0
< CoCl,,[[fllh2p|DF | mlbr = bafls 20, (3.145)

Similarly we find
[(G(b1) = G(b2))Va(b2)[l12.0; < CaClL,, [ fl12D DGl mlbr — ba|l320,-  (3.146)
Now we want to estimate

|[J(b1)f oT(by1) — J(bz)f o T(by)[l12,00 < [[(J(b1) — J(b2))f o T'(b1)|l120¢
+[[J(b2)(f o T'(by) — f o T(by)|l120s (3.147)

We have that H?(2§) is embeded continuously into L*°(€25). Thus J(bz) belongs to
L>(€25), and there exists a constant Ci,, > 0 such that

17 (b2)loo p.05 < Cool|J(b2)l2.2.05- (3.148)
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We can write point-wise

J(b)(z) =detT(b)(x) =1+ tr(VR(y(b))(x)) + o[ VR(y(b))(z)|), for a.e. z €,

(3.149)
and by taking M small enough, we can obtain both
1/2 < [|J(®) 0,00 [|7(0) " lo,00 < 2 (3.150)
for all b € B,. With these elements we calculate:
[(J(b1) — J(b2))f o T(b1)|l12.00 < 2[[fllL2pl DIl ml[b1 — ballz2,0,- (3.151)

From [HP06] Lemma 5.3.3, we consider € W'P(R?) for 1 < p < +00, and the map
b € (W'*°(R?)? — noT(b) € LP(R?) (3.152)

is of class C' in the vicinity of 0. Thus for f € (H?(D))? we have
[f oT(b1) = foT(b2)|12 < [[D(f 0 T(b2))[l12[lb1 = ball2,0c + o([[b1 = ba|2,6). (3.153)

Once again we have
b1 — ball2.00 < Cusl|b1 — bal|3.2. (3.154)

Moreover, Lemma 5.3.3 in [HP06] gives the following expression for the derivative

|D(f oT(bs))|l12 = [[VfoT(bs)|l12 < 2| fll22Dp (3.155)

where we have obtained the inequality with a change a variable and in view of the uniform
bound we have for J(b) over B,.

We recall that fp is given by (3.138). We have completely estimated || fr|/12 by
combining (3.145), (3.146), (3.146), (3.146), (3.146), and (3.146). We obtain

| feliz0s < 112 (CaClrya (IDF |t + 1DGan) + 2 DT [ aa) 11 = bal3.2.0,

+2[[fll22p[b1 = ba|l5.2,0,, (3.156)
and finally
1frlli2.05 < [ fll220 (2 + CaCL,, (IDF[|m + |1 DG m) + 2||DJ||M) b1 = b2l|5,2,0-
(3.157)
For the estimation of ||hr||22, we recall that we can write
hp = —div((G(by) — G(by))"v(by)) = —(G(by) — G(by)) - Vv(by), (3.158)
so that
[hrl22.00 < n°Cal|G(b1) — G(b2) 22,00 | VV(b2) |22,
< n*CoCl,, | 1,20l DG ml[b1 — balls.2.0,- (3.159)
Finally from (3.137) we get
16v[3.2.0¢ + [6q]l2.2.0; < C(M,Cy, Cry, Cr,,) || fll220]b1 — bal3.2.0,- (3.160)
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In a second step we look at the continuity of the structure problem. Let
(w(by),s(by)) and (w(bz),s(bs)) be the solutions of problem (3.54) for respectively by
and by in B,. We set 6w := w(by) — w(by) and ds := s(by) — s(by). In view of (3.54) we

can write

2pudiv(Véw) + Vs = 0 in Q,
divédw = 0 in €,
ow = 0 on Jw, (3.161)
(2udiv(Vow) — dsl)ng = (Vv(by))F(by) — (Vv(bs))F(ba))ng
—(Q(bl)G(bl) - q(bQ)G(bg))TLO on FQ.

Let us denote by f, the surface force
fo = (Vv(by))F(by) — (Vv(by))F(bz))ng — (¢(b1)G(b1) — q(b2)G(bs))ny. (3.162)

In order to apply Theorem 3.7 for k = 1, we need that f, belongs to (H3/%(I'y))2. In view
of the regularity of the fields involved in the expression (3.162), and from Lemma 3.1, we
have that

(Vv(b1))F(by) — (Vv(by))F(by)) € H*(), (3.163)
(g(b1)G(b1) — q(b2)G(by)) € H* (). (3.164)

Thus f, belongs to (H*?(T))%. We first estimate:

[(Vv(b1))F(b1) — (Vv(b2)) F(b2))nl[3/22r, < [[(Vv(b1) — Vv(b2))F(b1)ll2,2,05
+ [[(Vv(b2)(F(by) — F(bz))[[220; (3.165)

Thus from (3.145) and (3.160) we have a constant C' > 0 such that
[(Vv(b1))F(b1) — (Vv(b2))F(b2))nl[3/2210 < Cfll22,pl[P1 — balls. (3.166)
In a same manner we have a constant C’ > 0 such that
I(a(b1)G (b1) — q(b2)G(b2))nlls /220, < C[|fll22p]b1 — b2fl32. (3.167)

Finally we have obtained by applying Theorem 3.7 for f, defined as in (3.162), we obtain
a constant Cry = Cy(M, Cy, Cr,, Cr,,) > 0 such that:

[w(b1) —w(bz)|32 + [[s(b1) = s(b2)|l22 < CsCrl| fll22,0lIb1 — ba[32. (3.168)

In a third step, we show that the map S : b — w(b) defined in (3.56) is a
contraction. For a fixed M, we have from (3.168) that there exists a constant C such
that if || f|l22.0 < C1, then S is a contraction.

By applying Theorem (3.7) to the problem (3.54) satisfied by w(b), for a b € B, we
obtain that
[w(B) 32 + [[s(B)ll22 < C(Crmll fll1p0 + [lgll1,2,00)- (3.169)
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Hence, there exists a constant C such that if || f||22p < C2 and ||g||12,0, < C2, then

[W(b)[ls.2 + [[s(b)[l22 < M. (3.170)

By defining
Cs = min(Cq, Cy), (3.171)

we have that if || f|l22p < Cs and ||g[/12.0, < Cs, then the map S is a contraction which
maps B, onto B,. Thus, form the Banach fixed-point theorem, S admits a unique fixed
point in B, denoted by w. It results that the solution (v(w),q(w), w,s(w)) is the unique
solution to the Fluid Structure Interaction problem (3.44).

O

3.4 Shape derivatives by the velocity method

In this section, we start by a introduction to the velocity method for the computation
of shape derivatives. In Section 3.4.2, we present how we apply this method to the FSI
problem. Then in Section 3.4.5 we calculate the shape derivative of an abstract shape
functional expressed with the material derivatives of the solutions of the FSI problem.
We give finally the boundary value problems satisfied by this material derivatives in
Section 3.4.4.

3.4.1 General introduction

We are interested in the study of the variations of a shape functional [7(£2) with respect
to the variation of the domain 2. In classical optimization, the information offered
by the derivative of the cost function is helpful. It gives information on optimality
conditions, and can be used for numerical optimization, and it allows us under certain
conditions to find its extrema. But in the case of shape optimization, the variable is
a geometrical domain, and thus does not belong to a vector space. We therefore need
to give an adequate definition of the derivative of a shape functional As we mentioned
it in the introduction of Chapter 2, the concept of shape derivative was introduced
in the pioneering paper [HadO8]. For further references, the reader may consult
for example [SZ92] Chapter 2, [HP06] Section 5.1 or [All07] Chapter 6. We introduce
below the concept of shape derivative following what is done in [SZ92], [HP06], and [A1l07].

We recall that the shape functional we study is defined on a collection of open subset
of R™. Let 2 be such a set. In some sense, we want to explore how behaves the functional
J around the value J(Q2), when we slightly “perturb” €. For this, we first have to
make a choice on the definition of what a perturbation is for €2, in order to then define a
derivative related to this perturbation. To define a perturbation allowing us to calculate
derivatives, we generally choose a normed vector space of parameter ©, and a continuous
map ¢ from O to an affine space E of map from R" into itself (we can say that E is a
set of transformation of R"), such that ®(0) = idg» and & is differentiable at 0 (see e.g.,
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[MS76]). Thus we can say that J is shape differentiable at 2 (keeping in mind that this
definition of shape differentiability depends on ©, E, and ®), if we have a neighbourhood
V of 0, and a continuous linear map denoted by DJ(2) (or J'(£2)) called the “shape
derivative” of J at €2, such that for all 8 € V:

J(@(0)(©) = T(Q) + DI (Q)(0) + o([|0]|e)- (3.172)

There exists different ways to define such maps driving to the deformation of the
domain. To go further than the fuzzy definition we gave above, we are going to present a
classical framework for differentiation with respect to domains (see e.g., [SZ92], [HP06]).
First we give the rigorous definition of an appropriate space of transformation of R™.

Definition 3.10. We denote by W1>(R",R") the set of bounded, Lipschitz continuous
map from R™ into itself, endowed with the norm defined for all § € WH(R", R") by

() — 0(v)] } |

0|, o = sup {9$ +

z,yeR™ Ay

(3.173)

The space WH2(R™ R™) can be identified with the space of (L®(R™))" functions hav-
ing their gradient in (L*°(R™))™". It will be simply denoted by W when there is no
ambiguity.

In a general manner, the transformation map is defined as a perturbation of the
identity
®(0) :=idgn + 6, (3.174)

for all 6 € WhH(R" R"), such that
10]]1,00 < 1. (3.175)

Such a transformation is then bijective (it is even a Lipschitz homeomorphism from R™
into itself, with Lipschitz inverse), so that we can define a perturbed domain

Qp 1= B(0)(Q). (3.176)

Definition 3.11. A shape function J is said to be shape differentiable at €2 if the map
defined by 0 € Wh> — T (Qyp), where Qg is given by (3.176), is Fréchet differentiable at
0. In this case we denote by DJ(Q2) (or simply J'(Q2)) the differential of J at ), and we
have:

T () = T (Q) + DI (Q)(6) + o(6). (3.177)

In this manner we have defined a sensitivity of the domain with respect to a vector
variable. In practice, it is more simple to make calculation with a real variable. In view
of this, for a fixed § € W' we can define a family of transformations ®(¢) for ¢t € [0,T)
small enough as follows?

O(t) = idgn + t0. (3.178)

For a study of the above transformations we refer to, [MS76], or [Pir84]. An equivalent
approach consists in defining ® as the flux associated to a vector field V' € C([0,T); Wh*),
being the solution of the Cauchy problem 0,®(t) = V (¢t) for allt € [0,T"), (0) = idga. For

2 Or more generally we can give a map ® : ¢t € [0, T[— ®(t) € idg» + W, differentiable at 0 and
such that ®(0) = idgn.
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more details on the general definitions, one can follow the construction given in chapters
8 to 11 of [SZ92]. In definition (3.178), we can call § the velocity field, giving its name
to the procedure used to define suitable shape derivative: the speed method (also called
velocity method, or method of Hadamard). In some sense, 6 plays here the same role as a
vector v in the Gateaux differential of a classical vector function f : R — R given by:

of [z +tv) — fz)
g0 = I t '

By applying such transformations ®(#) to our Fluid-Structure interaction problem,
we can not ensure that the perturbation ®(6)(£2y) of Qp will either remain contained in
the hold-all domain D, or remain attached to the rigid support w. We recall that D is a
bounded connected open subset of R™, and w is an open subset of D such that w CC D (see
Figure 34). Hence we need to restrict the velocity fields 6 to a limited class of admissible
velocity fields in W1, Let us define the domain

D, =D\, (3.180)

such that 0D, = 0D U dw is piecewise C*, k > 1, and we denote by = the set of the
singular points of 9D,,. We define a set of admissible vector fields:

OM(D,) := {0 € C§(R*,R?) | §-n =0 on dD,, 6 =0 on Z}. (3.181)

(3.179)

Finally, fixing a field § € ©%(D,,) we can define the admissible transformations for ¢t > 0:
O(t) = idgn + 6 (3.182)

With this definition, we can view t¢ as the differentiation parameter. For a domain
which stands for a reference domain, we define

Qo 1= B()() (3.183)

as being the transformed domain (3.183) (see Figure 35). Thus the shape derivative of the
functional J(€2) with respect to the parameter ¢ through the family of transformations
®(t) is simply defined by

T Qo) = T () +tT' () + o(2). (3.184)

We end this introduction section with the definition of the material derivative of a field,
with respect to such a perturbation of a domain. Let (u¢)¢>o be a family of fields defined
on the family of transformed domain (€g;);>0. We want to define what a derivative is
with respect to the parameter ¢ for such a family. In order to do this, we first transport u;
on the fixed reference domain 2y, by composing it with the transformation ®(¢). Thus
u; o P(t) is defined on €y. Provided that the following expansion exists, we define the
material derivative of u; at 0, denoted by i, as being the field defined on € satisfying

ug 0 O(t) = up + tu + ot), (3.185)

where 19 and @ do not depend on t. For a more general class of transformation, we
should have defined the material derivative of a family of fields (ug)y defined on ®(6)(£2),
denoted by (), as being the linear form on 6 satisfying

ug o ©(0) = uo + u(h) + o(0). (3.186)
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: T | S
< Q D \/ o) )
\\\7777 J’/ \\,,,_ —

Figure 35: Shape transformation of a domain €2 by the transformation ®(¢) for ¢ > 0.
The resulting domain is denoted by €2;.

3.4.2 Shape transformation of the FSI problem

First we define for 0 < ¢ small enough the transformation
®, ;= idgn + tV, (3.187)

for a fixed V € ©%(D,), k > 1, with D, defined in (3.180), and ©* in (3.181). Let us
name with the lower index ¢ the new fields and variables induced by the problem written
for the domains

QO,t = q)t(Q()) and Qg,t = (I)t(QS)7 and FO,t = @t(Fo), (3188)

where (), defined in Section 3.2, represents the initial shape of the elastic body attached
to the rigid support w, and € is its open complementary in D, (see Figure 36). Let
(g, pe, Wi, 8¢) be the unique solution of the coupled Fluid Structure problem posed for the
perturbed elastic body €2 ; as follows

—div §(Uta Pt) + G(ut : V)Ut = f in QF,tv
divwy = 0 in  Qpy,
Uy = 0 on aQF,t,
—div(wy) + Vs, = g in Qo (3.189)
divw, = 0 in Qo
w, = 0 on ow,
(X(wy) —sela)nor = (s(ug,pe) o Ty) cof (VT )ng, on Loy,

where the map T; is defined by T} := id + w;, and is one to one from )y, to {25, for a w;
small enough, and where

Qs = Ti(Qo,4), (3.190)
Qpy =D, \ Qs (3.191)

Thus Qg; and €2p; represent respectively the shape of the elastic body and the incom-
pressible fluid after resolution of the coupled problem.

Before calculating material derivatives with the velocity method in Section 3.4.4, in
which we will need to transport the fields onto fixed domain, we have to tackle a first dif-
ficulty. The families of fluid velocity and pressure fields (u¢, pt)i>o are defined on domains
Qg depending on ¢, which are furthermore unknown because they depend on the family
of displacement w;. Therefore we want to transport fluid equations onto the reference
configurations €25 ,. For this, we apply what we have done at the end of Section 3.2.1. Let
us consider a linear lifting R;:

R+ H¥V2(To,) — H3(Q5,), (3.192)
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D D
Q5 Q64
TV P, Py
‘f @ Qo /> \ @ QO,t/y )
N N
Y € Qy X €0 Y, € Qo Xy €9,
T T
D D
Qp QF,t
Yo //h\\/
[ @Qs > | >
\@/ = \\@Esﬁ/
y € g, v€p Y € Qst, T € Qpy

Figure 36: The geometries of the fluid-elasticity system submitted to transformation ®,
and the resolution of the coupled problems, characterised by T;.

and the Trace map
Yo o H3(Q0,) — H>Y(Dy,), (3.193)

in such a way that we can introduce the following map defined on € ,:

which is one to one from Q&t to Qp; for a w; small enough. Thus we have defined a
bijective map T; : Qo x 5, — Qg X Qpy. For t =0 (i.e. the coupled problem posed
on the initial elastic domain €2y), all the fields and domains are written without the lower
index t. The names of spatial variables depend on the domains they are related with, and
are defined Figure 36. By defining 7} this way, the difficulty we meet is the following.
The operator R; and ; we deal with depend on ¢t. To overcome this, we favor another
definition of T;.

New definition of 7. We recall that for all 0 < ¢, w; is the solution displacement of the
fluid-structure problem, belonging to H*(Qo;). T; was defined by T; = id — Ry(v:(wy)),
which can be represented this way:

H3(Q) = H712(Ty,) (3.195)

Rt
Ti—Id

H* ()
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Now wet set a new definition for 7}
T, = id + R(y(w; 0 ®;)) 0 &, 1, (3.196)

where @, is defined in (3.187), and R and 7 are respectively the lifting and trace operators
which do not depend on ¢t any more, and are defined by

R« HVXDy) — H3(Q)), (3.197)

and
v oo H3 Qo) — H37Y2(T). (3.198)

We can represent T; as follows

H3(Qo) =2 H3(Qo) — = H3V2(T) . (3.199)

oCI>t_1

H3(Qf ) <——— H3(9)

3.4.3 Formulation in a fixed domain

Now we can write the variational formulation of the Navier-Stokes system written on
Qp,; defined in (3.191), and then we transport it onto the reference domain €2f ;, in the
same way as in [Gra02]. Let (u,ps, wy,s;) be the solution of (3.189). We recall that
s(ug, pe) := 2vV°u; — pd, and because of the incompressibility condition (if u; is regular
enough), we have div(Vu,') = V(divu;) = 0, so that dive(us, p;) = div(vVu; — pil). We
have that u, € (Hg(Qpy))? and p; € L*(Qpy) satisfies for all 2 € (Hy(Qp,))? and for all
B e L*(Qpy):

v [ Ve vi- [ i)+ [ elw Vo= [ fez
QFJ QF,t QF,t

e (3.200)
Bdiv(ut) =0.
Q¢
We define
vy = uy o Ty, (3.201)
q; := ps o 13, (3.202)

where T} is defined in (3.196). We set 2 = zo T, ' and 3 = o T; ! in equation (3.200),
where z € (Hj(Q5,))* and 3 € L*(€%,). We obtain with a change of variable T} that
(vi, q¢) satisfies the following problem:

Find (vi,qi) € (Hy(€25,))? x L*(,) such that for all (z, 8) € (Hy(2,))* x L*(Q,):
v /Q V(W)F(T)-Vz - /Q @(G(T}) - Vz) + /Q Syte<vt~G<Tt)v>vt-z: /Q y fd(T) - =,

| @@ vv) =0,
" (3.203)
where f; := f oT; and
F(T,) = (VT,) "' cof (VT}), (3.204)
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G(T;) = cof (VTy), (3.205)
J(T,) = det(VT}). (3.206)

Problem (3.203) is related to the following boundary value problem:

div(G(T;) "vy) in €, (3.207)

Vi on L'y ;.

—vdiv((Vv) F(T})) + G(T;)Vas + €(vi - G(T1)V)ve = (f o T;) J(T3)  in Qg
0
0

With these definitions of v; and g, given in (3.201) and (3.202), we can compute as we did
in Section 3.2.2 the surface force applied on the structure and depending on these new
variables. This gives

(¢(ug, pt) o T3) cof (VI ngr = (v(Vve) F(T3) — a:G(T3))no:  on Ioy. (3.208)

Thus we find the complete Fluid Structure Interaction problem for (v, q;, wy,s;),

—vdiv(Vvy) F(T})) + G(T,))Vq: = (foTy)J(1}) in Qg
div(G(Ty)"vy) = 0 in  QF,,
vi = 0 on 0,
—divo(wy) + Vs, = ¢ in Qo
divw; = 0 in Qo+, (3.209)
w, = 0 on ow,
(o(we) —sD)nor = v(Vv)F(T))noy
—QtG(Tt)no,t on Loy

In the next section, we calculate formally the problems satisfied by the material deriva-
tives of (v, qe, Wi, 8¢).

3.4.4 Material derivatives of solutions

In this section we investigate the form of the boundary value problems that must be
satisfied by the material derivatives of the family of solutions (v, q;, wy,s;). As we have
seen in the introduction of Section 3.4, we need to transport the fields which are defined
on the transformed domains o, and €)f , onto the reference domains €2y and €.

3.4.4.1 Fluid equations

In Section 3.4.3, we have written the Navier-Stokes equation transported onto the refer-
ence domain €2f ;, by setting new variables v, = u; o T; and p; = q; o T; (see (3.201) and
(3.202)). We obtained the following problem: find (v, q;) € (Hg(,))* x L§(£25,) such

that for all test functions (v,q) € (Hg(%,))* x L§(2%,)
v [ VE)FT) Vo [ a(GT)- Vo) + [ elvi- GI)VIVi 0 = (£ (L), 0) 1,

/L_ q(G(Ti) - Vvy) = 0,

0,t

(3.210)
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where we recall that F(T;) = (VT;) ™! cof (VT}), G(T;) = cof (VT}), and J(T}) = det(VT})
(see (3.204), (3.205), and (3.206)), with 7; defined equation (3.196) for w, being the
displacement solution of the structure part of problem (3.209). We define for all v, in
(Hy(€25,))? and for all q in L§(£,):

ary(Wy: v, 0) ;:y/ﬂc VWF(T)- Yo+ [ elv- GI)V)v-o, (3.211)
b (Wi 0,q) == — / q(G(T) - Vo), (3.212)
fre(wis0) = /Q J(T1)fo T, v, (3.213)

0,t

so that (3.210) can be written

Find (vi,q;) in (Hy(Q5,))* x L§(€2,) such that:
CLF,t<Wt; Vi, U) -+ bFﬂg(Wt; o, qt) = fF,t(Wt; U), Vb € (H& (Q(c]’t))z, (3214)
bri(wWi;ve,q) =0, Vg€ Lg(Q(c),t)~
Let us define
gt == det(VCI)t), (3215)
and
Ji = Vo, (3.216)

where @, is defined in (3.187). Let (v,q) € (H}(Q5))? x L2(Q5). We rewrite the problem
(3.210) with the test functions (v o ®; ', (g; *q) o ®; 1), where ®, is defined by (3.187) and
is such that ®,(€f) = Q2 ;. We have the following relations

I NF(T) 0 ®)3; "ge = F(T, 0 ) (3.217)
G(T,) o .J; "9 = G(T, 0 ®,) (3.218)
J(ﬂ) 9] (I)tgt = J(E o (I)t), (3219)

where g; and J; are defined in (3.215) and (3.216). Then we transport the integrals from
(3.210) onto Q2§ by means of the change of variable X; = ®,(X). After a simplification
using (3.217), (3.218), and (3.219), we obtain
v [ V(o @)F(Tre @) Vo [ (a0 @)(G(Tre ®,)- Vo)

0 0

+/ E(Vtoq)t'G<ﬂO®t)V)Vtoq)t'U:/ J(TtOCDt)foTtqu,g~D
5 5

/C(G(Tt o ®;)- Vvi)qg; ' =0.

(3.220)

We define for all v,v in Hj(Q5) and for all q in L3(5):
(Wi v, 0) == I//Q VOF(Tio®)- Vot [ e(v-GTio®)V)v-0.  (3:221)
b (w,; 0, Q) / Q(G(T; 0 ®,) - Vo)g; !, (3.222)
fr(we0) = /Q J(Tyo®)foTyo0®;- v, (3.223)

0
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and we introduce

vii=viod; !, (3.224)
a =g, 'q o d;7 (3.225)

Then (3.220) can be written for v and q' as follows

Find (v',q") in (H(€25))? x L3(€25) such that:
alp(We; V', 0) + bip(wii 0, 0") = fr(weiv), Vo € (Hy ()%, (3.226)
bp(wiv',q) =0, Vg€ Lg(€).

We denote by T the the material derivative of T} defined by

T(X) 4

= | (T,o@(X)) VXeD, (3.227)

t=0

and by V' the velocity field of the transformation given by, according to (3.187),

V(X) = C‘;t

(®,(X)), VX €D, (3.228)

t=0

We have that

d d
—|  det(Vd,) =divV and —

-1\ __ T
dt t=0 dt det(v<q)t ) - le‘/, (3229)

t=0

from the definition of &, in (3.187), and differentiation formula given in Appendix 3.7
equation (3.360). Now we can derivate this problem with respect to the variable ¢, and
evaluate at t = 0. We introduce the following bilinear et linear forms (the map a/z(v, v)
is not linear with respect to v in the case € = 1, i.e. with the Navier-Stokes equations)

do(v,0) = v /Q (Vo)DF(T)-Vo+ [ e(v- DE(T)V)o-v, (3.230)
bp(q,0) = —/908 a((DG(T) — (div V)GY(T)) - Vo), (3.231)
I (0) = / a (J(T)(V(f)oT)T + DJ(T) foT) - v, (3.232)
where
T =T, e att=0, (3.233)

and where DF(T'), DG(T), and D.J(T') are computed in Appendix 3.7 Section 3.7.1, and
given by expressions (3.371), (3.372), and (3.373). Namely

DF(T) = jt (BT = cof (V)T [tr (VT)7'VT) 1= 2[VT(VT) )| (VD) T,

B (3.234)
DG(T) = jt _(G(T) = cof(VT) tr (VD) ') 1= (VT) VT (3.235)
DJ(T) = CZ » (J(T})) = tr(cof (VT)TVT). (3.236)
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By defining the material derivates v and ¢ by

d d

oo & AN d 2
A% dt tZO(V dt tZO(Vt o t)7 (3 37)
=L @ =Y (e qoa) (3.238)
q:= dtt:oq _dtt:o gt At t) .

we have that the material derivatives v and ¢ satisfy the following problem
Find (v,q) € (Hy(25))? x L3(€2) such that for all (v,q) € (Hy(Q5))? x La(Q5):
v [ (FOF(T)-Vo— [ 4(G(T)-Vo)+ [ el(v-GT)V)v + (v- GT)V)i] v
0
.y

c
0 QO

#(0) = ap(v,0) = Vi(q,v),
/Q (DG(T) — (div V)G(T)) - Vv + G(T) - V] = 0,

c
0

(3.239)
where a, b, I are given in (3.230), (3.231), and (3.232), and depend on 7" and T'.

3.4.4.2 Incompressible Elasticity

With the notations introduced right above, the surface force applied by the fluid on
the structure can be expressed with respect to v¢ and q; by (v(Vvy)F(T3) — quG(T%))no.
according to expression (3.208). Let us then write the variational formulation of the
structure problem.

Find (w;,s;) € (H'(Q0,))* x L3(90,) with w; = 0 on dw such that:
/ o(wi) - Voo — s div o = / g-w +/ w - (V(Vv) F(Ty) — qG(T}))nodloy
Qo,t Qo,¢ Qo,¢ To,t
Vio € (H'(Q,))? with o =0 on dw,
/Q sdivw, =0, Vs € L2(Qoy).
0,t

(3.240)
By defining
s, (e, 10) :/Q o(we) - Vo, (3.241)
0,t
b (t0,5,) = / s, div o, (3.242)
Qo

Jst(We; Vis qu o) = /Q g -+ . w - (v(Vvy) F(T) — qG(T;))nodl oy, (3.243)

we can rewrite problem (3.240) as follows

Find (wy,s:) € (H'(Q0,4))* x L3 () with w; = 0 on dw such that:
asy (Wi, ) + bsy(w,5,) = fou(wevisqus10),  Viv € (H'(Q0,))* with o =0 on dw,
bS,t(Wtas) = 0, Vs € Lg(Qoﬂj).

(3.244)

We want to derivate this problem with respect to ¢. For this purpose, let (tv,s) be
in (H'())? x L2(p). We insert (1o o ®; ' (g;'s) o ®;!) as test functions into (3.240),
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where g;is defined in (3.215), and then we transport the integrals onto Qg or I'g by means
of the change of variable Y; = ®,(Y"). We recall that we have (see e.g. [Cia88]):

nodlo; = [det(V®,) VD, Tng)dly, (3.245)

where dI'y and dI'y; are the length elements of the surfaces I'y and I'g ; respectively, and ny
and ng, are the normal vectors to I'g and I'y; respectively. We also recall that v; = vio®, 1
(see expression (3.224)), and consequently we have

Vv, = (VWH3 (3.246)

where J; is defined in (3.216). Thus the surface term in (3.240) is transported as follows
wo &t (Vv F(T,) — ,G(T1)nosdlo, =

/F w - ((VV)ITHF(Ty) 0 ®)3~ g — g, 'q"(G(Ty) o By)gid; | )nodl,
0
(3.247)
where we recall that (see (3.202))
qro®=g;'q". (3.248)

In view of (3.217) and (3.218) we have that J; ' (F(T}) o ®,)J; g, = F(T, o ®,) and
G(Ty) o ®,3; "g: = G(T, o d;). Hence from (3.247) we have

oo (I)t_l -(W(Vv) F(T}) — auG(T}))nodlo, =
/ w0 - (V) F(T, 0 @) — g q'G(Ty 0 ®,))nodlo.  (3.249)
To

This brings us to define, for all w,w in (Hg,, (€))%, where Hg,,(Q0) is defined by

H; 5,(Q0) == {u € H'(Q) | u =0 on dw}, (3.250)

and for all s in L3(£):
ay(w.m) = [ CUVWIT - [(Vw)3 g (3251)
b(to,s) = —/QO S(I- (Vi0)3;Y), (3.252)

fo(w;viqg; ) = /Q go®, -+ [ - (v(VV)F(T, 0 ®) — qG(T; 0 ®,)g; )ng, (3.253)

Lo
where for a matrix A, its symmetric part A® is defined in (3.62). We write (3.240) with
w =w o ® ! (3.254)
5= g; 's' o @1, (3.255)
where w' and s’ are solutions of
Find (w',s") in (Hg,(Q0))? x L3(€0) such that:
as(w' ) + bg(m,st’) = fL(whvhq'w), Vo e (H&aw(Qo))Q, (3.256)
by(w',s) =0, Vse Li(Q),
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with v and " solutions of (3.226).

Afterwards we can differentiate this problem with respect to ¢. Recalling that o(w) =
CV°w (see (3.22)-(3.23)), we define the useful bilinear and linear forms:

dls(w, 1) = / (o(w) - Vero) div V — C(VWVV)* - Voo — o(w) - (VioVV)* dY, (3.257)

Qo
1% (1o) :/Q (gdivV + VgV) - o dY, (3.258)
Wy(s, ) = — /Q s[—(I - VioVV)] dY, (3.259)

where V' is defined in (3.228). We define the material derivatives w and $ as follows:

d . d
w dt t:O(W ) dt o (Wt @) t)7 (3 60)
s-—i (st)—i (g; 8¢ 0 D) (3.261)
Tt T Aty B B0 T '

From the definitions of T} in (3.196) and of 7" in (3.227), we have
T =V + Rry(w). (3.262)
It remains to derivate with respect to ¢ the term in (3.249)

/ w0 - (V) (T, 0 ) — g, g G(T} 0 @,))nodL. (3.263)
o

of problem (3.256). This gives rise to a term which is non linear with respect to w and
linear with respect to w:

N (w, o) = [

o

w - (V(VV)DF(T) — qDG(T) + v(V¥) F(T)
— 4G(T) — qG(T)(~ div V), (3.264)
where DF(T) and DG(T) are defined in (3.234) and (3.235) respectively. Thus we obtain

that the material derivatives w defined in (3.260) and § defined in (3.261) are solutions of
the problem:

Find (W,8) € (H'(Q0))* x L&(Qp) with W = 0 on dw such that:

/QO (W) - Vo da — /Q sdivio = ls(1) — ds(w, 10) — (s, 10) + N (w, ¥, 1),
Vo € (H'())? with to = 0 on dw,

/905 (I-(Viv — VwVV)) =0, Vse L3(Q).

(3.265)

3.4.5 Shape derivative of the cost functional

In this section, we compute the shape derivative of functionals depending on the FSI
problem. In Section 3.4.5.1, we start with the example of an energy type functional, and
then we present the calculations for a general volumic shape functional in Section 3.4.5.2.
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3.4.5.1 An energy type functional

Let u and w be the velocity and displacement solutions of problem (3.189) for t = 0. Let
us consider the following energy shape functional

T(Qp) = /yvs \dx+/yvs )|2dY, (3.266)

where V*(-) is defined in (3.9), and the norm of a matrix is defined in (3.63). Thus the
shape functional evaluated on the domain €2, is given by

T = [ [95,(w) da:t+/ V3, (w,)[2dY. (3.267)

We first develop the part of the functional depending on the displacement wy:
Ts(Q0.) = [ 195 (w)l?avi,
0,t

:/Q V3, (we) |2 0 @y det(VE,)dY,
0

[y (w0 @) V(@) det(Va,)aY, (3.268)

Qo

where ®; is defined in (3.187).

Then, we can calculate the derivative of Js at 0 in the direction V', which is the velocity
fields of the transformation ®; (see (3.187) and (3.228)). We recall that the matrix scalar
product is A - B = A;;B;;. Thus

THQ) =2 [ Viw- (Ve — VwVV)dY + [ |[Vew]2div(V)dY, (3.269)
Qo

Qo

where w is the material derivative of w defined in (3.260), and where the derivative of
det(V®,) at 0 is given in (3.229) and is equal to div(V).

Now we develop the part of the functional depending on the fluid velocity. As we did
in the previous sections, we introduce the field

vii=uw ol (3.270)
defined on €5 ,, and then we transport the integrals from Qg to €)f ;:
Tr(Qoy) = / Vs, () [Pdz,
Q¢
= [ V5, o (T, 0 @) det(V(T; 0 ®,))dX
25

[V (w0 T) (V1) 7| 0 @ det(V(T; 0 @,))dX

Q5

[Vx(vio ®) V(T 0®,)7"| \ det(V(T}, o ®,))dX. (3.271)

05

We can calculate the derivative of Jr at 0 with respect to t.

Th() = [VV(VT i \ tr(cof (VT)TVT)dX
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+2 [Vv(VT) ! (V¥ = VV(VT) VT cof (VT) TdX, (3.272)

where v and T are the material derivatives of v and T defined in (3.237) and (3.227),
with 7' = Tj—g. The term tr(cof(VT)"VT) in (3.272) occurs from the differentiation

of the term det(V(T; o ®,)) in (3.271). The term (V¥ — Vv(VT) 'VT)cof(VT)T
in (3.272) comes from the differentiation of |[Vx(v;o ®;)Vx(T; o ®;)~1|°|* in (3.271),
which is thereafter multiplied by det(VT'). We recall in Appendix 3.7 the formulas for
the derivatives of the determinant and inverse maps for matrices (see (3.360) and (3.361)).

Finally the shape derivative of the energy type functional is written as:

T'(Q) =2 | Viw- (Vi = VwUV)dY + [ [Vow] div(V)dY

+2 . V(YT (V8 = (VT TIVT) cof (VT) TdX

+[[Vv(vD) [ tr(eot (V) TVT)dX. (3.273)

Now we give the shape derivative of a general abstract shape functional.

3.4.5.2 General shape functional

We consider a functional of the form

T () = Ts() + Te() = [ ds(Vow(¥). Vw(¥))aY + [ je(e,u(e). Vu(e) de,

(3.274)
where js = js(Y,w,Vw) and jr = jr(x,u, Vu) are differentiable functions. Thus the
shape functional evaluated on the domain €2, is given by

T Qo) = Ts(Qog) + Tp(Qoy) = /Q Js(Ye, we(Yy), Vw,(Y)) dYy

0

+ ) Jr(es e, Vu(e) d.. (3.275)
Ft

First we consider the shape derivative of Js with respect to t. After transporting the
integral from €2, to {2y, we obtain
Ts(Q0,4) = /Q s (Be(Y), w0 @(Y), (V) 0 B(Y) det(V,) dY. (3.276)
Thus the shape derivative of Jg is given by
T5(0) = [ Gs(Vow(¥), Vae(Y)) div V dY
+ [ Dujs(V,w(Y), Vw(¥)V dy
0

+ [ Dais (Y w(Y), Vw(¥)ie
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3.4. Shape derivatives by the velocity method Shape optimization of a FSI problem

+ /Q Dsjs(Y, w(Y), Vw(Y)) (Vv — VwV V) dY, (3.277)

where w is the material derivative of w; at ¢ = 0 given in (3.260), and V' the velocity field
of the transformation defined in (3.228), and where Dy, D,, and D3 stand for differential
on each argument of jg.

Secondly we consider the shape derivative of Jr with respect to t. We perform a
change of variable X; = T; 0 ®,(X), in order to rewrite the integrals from Qg to 2. This
gives

Ti(Qos) = /Q Jr(Ty 0 ®,(X), 0y 0 Ty 0 B(X), (Vi) 0 Ty 0 By(X)) det (V(T; o (X)) dX.
(3.278)

We calculate the shape derivative of Jr, setting
v=uoT. (3.279)

This gives
Th(Q) = /Q r(T, Vv(VT) ™) tr(cof (VT) TVT) dX
+ /Q Dijr (T, VV(VT) )T det(VT) dX
+ /Q Dajr(T.v. Vv(VT) V) det (VT) dX
n /Q Dy (1w, TV T) ) (V5 - VV(VT)'VT) cof(VT)TdX.  (3.280)

The term tr(cof (VT)TVT) in (3.280) comes from the differentiation of det(V (T} o ®,(X)))
in (3.278). The terms 7" and ¥ in (3.280) are respectively the results of the differentiation
through the chain rule of the terms 7; o ®4(X) and u; o T3 o &4(X) in (3.278). For the
last term (Vv — Vv(VT)'VT) cof (VT) T in (3.280) deriving from (Vug) o Ty o ®,(X) in
(3.278), we can write

(Vup) 0 Ty 0 @4(X) = (V(u; 0 Ty 0 ) (X)(V(T; 0 @)~ (X),
= (V(vi 0 ®))(X)(V(T; 0 @) (X)), (3.281)
with v, = u, o T} (see (3.270)), and from the definitions of v and T given in (3.237) and
(3.227), we find by the differentiation with respect to ¢ of (3.281), the last term of (3.280).

From there, we can write in the following proposition the formula of the shape derivative
of the abstract shape functional J () defined by (3.274), which is denoted by J'(€).

Proposition 3.12. Let J () be the shape functional defined by (3.274), where js and
jr are differentiable functions. Then, the shape derivative of J (L), with respect to t by
the velocity method computed for the transformation ®, defined in (3.187), and evaluated
att =0, is given by

J' () = /Q js(Y, w, Vw) divV dY
0

+ /Q Dujs(Y,w, VW)V dY
0
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+ [ Dajs(,w, Vwyirdy

+ /QO D3js(Y,w, Vw)(Vw — VwVV)dY

* /Q Jr(T,v, Vv(VT) ™) tr(cof (VT) 'VT) dX
+ /Qg Dyjp(T, v, Vv(VT) T det(VT) dX

+ /98 Dojp(T,v,Vv(VT) v det(VT)dX

+ /Q Dyje(T,v, VV(VT) ) (Vi — VV(VT) V) cof (VT)TdX.  (3.282)

In the next section, we propose a method allowing us to simplify expression (3.282).

3.5 Adjoint method, or Céa’s method

In this Section, we present the adjoint method, or Céa’s method introduced in [Céa86],
used for a formal and useful calculation of the shape derivative of a shape functional.
This method allows to guess straightforwardly the adjoint states we need to introduce
in order to simplify the expression of the shape derivative. Notably it enables to write
this derivative in such a way that it does not depend on the material derivatives of the
solutions anymore. After the introduction to this method, we apply it to the FSI problem.
We refer to [All07] Section 6.4.3 for a more detailed presentation of Céa’s method, also
called Lagrangian method.

3.5.1 Presentation of the method

Let €y be an admissible domain of the fluid-structure problem, standing for the elastic
material (see Figure 33). We denote by Q any perturbation of €y which can be char-
acterised by vector field, or equivalently a transformation field. For example we can
consider Q = (idge +tV)(Qy), for V € ©%(D,,) and for ¢ > 0. First we define the following
functional space:

V= (Hy(95))" x Lg(Q5) X (Hpp,(0))* x L5()- (3.283)

We will denote by X, the quadruplet (v,q, w,s) solution of the fluid-structure problem
with initial data €, and by ) a test quadruplet (v,q,1,s). Let’s rewrite the fluid-
structure optimization problem with these notations. We denote by M? the space of
squared matrices of R™. Let A : U,g x M? x V x V — R be a differentiable map, bilinear
onV xV, and L : Uy x M? x V — R be a differentiable map, linear on V. Finally let
§ :V — M2 be a non linear differentiable map. We write X, the solution of the following
problem:

Find Xp € V such that: A2 §F(Xo); Xo, V) = L% §(Xa); V), YV EV. (3.284)
Now we define a shape functional:

J () = j(Q, Xo). (3.285)
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This suggests the definition of the following Lagrangian for all 2 and for all X',) € V:
E(Q,X,JJ) = j(Q, X) +A(Q;3(X);x,y) - L(Q;S(X);JJ). (3.286)
By definition we have for all ) € V:
L(Q, X0, V) = j(Q, Xo) (3.287)

Thus the shape derivative of j is

7' (S0, Xo) = gé (20, %, V) + <§f€ (0, X0, ), )&0> : (3.288)

where X, = 09X, is the material derivative of X,. Let ) be the solution of the following
problem:

oL

Find h that:
ind ) € V suc a <8X

(0, X, W), > —0 VZeV, (3.289)

we called )y the adjoint solution, or adjoint state, and we finally have

oL

T () = 7'(Q0, Xo) = 70

(Qo, Xo, yo) (3.290)

We can see that the shape derivative J'(€)) in expression (3.290) does not depend on
the material derivative Xp, unlike expression (3.288). Let us give a slightly more detailed
expression of J'(€). We develop problem (3.289):

oL (%, X0, Y), 2 ) = 9 (2. %) 2) + A(%F(X); 2.)
X oX

oL

{5 (300 20, )5(0). 2) - (52

03 (2 3(X%); y)&’(?(o),z>, (3.291)

where we have used the fact that A is linear with respect to Z, and we develop the shape
derivative

oL
o0

oL
o0

dj 0A

(%20, X0, D) = 25 (U, Xo) + 5 (4 F(A0); X0, 20) = 50 (UF(Xo): ). (3.292)

Finally we can write the shape derivative as follows:

oL
o0

dj 0A

7'(Q) = 20 5 (0, X)) + 70

(2 F(X0); X0, Vo) — 25 (4 F(Xo); W) (3.293)

Let us apply this method to the FSI problem. That is we need to define what are the
parametrized bilinear and linear forms A and L, the map §, and the Lagrangian L.
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3.5.2 Application to the fluid-structure problem

We first present in a compact and formal way how to apply the adjoint method to the
FSI problem. We postponed detailed calculations to Sections 3.5.3 and 3.5.4.

Let vy, q;, w¢, and s; be the solutions of the following problem written in the trans-
formed configuration:

Find (vi,q.) in (Hy(Q5,))* ¥ Lg(Qgt) and (wy,s;) in (H& 00 (Q0.4))? x L2(,) such that:
ape(We; ve, 0) 4+ bpe(wis 0, q) = fre(wisv), Vo € (H, (Qgt>> )
bri(wisvi,q) =0, Vg€ LQ(Q(C)t)7
ast(wi,10) + bgi(w,5:) = for(We;ve; qes ), Vo € (H&,aw(ﬂo,t))27
bsi(wi,8) =0, Vg e Lj(Q,),

(3.204)
where apy, bpy, and fr; are defined in (3.211), (3.212), and (3.213), and agy, bsy, and fg;
are defined in (3.241), (3.242), and (3.243). By setting

vii=v, 0 ®,, (3.295)
w' = w, 0 ®,, (3.296)
q' = geqr 0 Py, (3.297)
st = gsp 0 Py, (3.298)

where we recall that g, is defined in (3.215), we have that (v, w', q,s") is solution of the
following problem

Find (v',q") in (Hy(£25))* x LQ(QC) and (w',s") in (H,(0))? X L§(€) such that:
ats(wh v o) + 0L (who, qf) = fh(whn), Vo e (H(Q5))?
bp(w'sv' q) =0, Vq € Li(2),

)

)

als(w' 1) + bl (o, s fewhvhqliw), Vo e (H&aw(Qo))z,
0, Vse L3(95).

bo(w' s

(3.299)
where at,, b%, and f} are defined in (3.221), (3.222), and (3.223), and ak, b, and f& are
defined in (3.251), (3.252), and (3.253).

We consider the abstract shape functional (see (3.274))
T Qo) = Tst(We) + Tre(we, Vi)
= [ s wi (). V(Y)Y [ e viln). Vvila) V(T) ™) da.
(3.300)
Once again a change of variable with (3.295)-(3.298) gives (see also (3.276) and (3.278))
T Qo) = T5(w') + Tp(w',v)
- /Q s (Y)W (VW) V(@) (V) det (V) dY
+ /Q p(Ty 0 By(X), v 0 ®,(X), (VV)VE IV (T) ™ 0 0,(X)) det (V,(X)) dX.
(3.301)
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From there, we define the Lagrangian (3.286)

ﬁ(t,V,q, v, q,w,s, m?‘g) = jlf_‘(w7 V) + jg(W)
+ afp(w; v, 0) + blp(w; 0,q) — fh(w;b)

+ b (W v, q)
+ag(w, ) + bs(r,s) — fg(w; viq; 1)
+ bly(w, 5). (3.302)
Partial derivatives are involved in the definition of the adjoint states. We have that
oL
<67q(t7 v,q,b,q,w,s, o, 5)7 d> = qui—‘(wa v, q) -d — qug(wﬂ viq; m) -d (3303)
oL .
<%(t,v, a,9,q,w,8,1,8),e) = Dbg(o,s) - e (3.304)

oL
<E(t,v, a4,,q,W,s,10,5),0) = Dy JhH(W,V) - v+ Dyal(w;v,0) - v+ Dybb(w;v,q) - v
— Dy fg(W;viq;10) - v (3.305)

oL
<87W(tavu q,9,q9,w,s, m75)7w> = DWj}tf—'(WJV) Cw ijé(W) Cw
+ Dyal(w;v,0) - w + Dyba(w;0,q) - w — Dy fh(w;0) - w
+ Dybl(w;v,q) - w
+ Dyals(w,w) - w — Dy fL(w;viq; ) - w
+ Dy bl(w,5) - w. (3.306)

According to (3.289), we would like to find (v, q, 1o, s) such that for all (v,d, w,e):

oL oL oL oL
(e 0+ G @+ (g wh + {556 =0 (3.307)

For visualizing the coupled terms in (v, g, 10, s), the problem can be gathered and presented
in the following matrix

v / Dya,  Dgbt,  Dyal + Dybl — Dy ft 0

w | =Dy fys —Daofb Dya — Dy f§ Dbl (3.308)
5 0 0 Db, 0
v d w e

In the following section, we give the explicit calculus of the differentiation of the
Lagrangian. In our case presented in the current section, the shape functional 7 depends
on the domain through the parameter ¢, that we have introduced in order to simplify
calculations. Thus, by using the method described in Section 3.5.1, we compute derivatives
with respect to the variable ¢ instead of €. Finally, expression (3.290) is rewritten, and
we will simplify the shape derivative of the shape functional 7 (£2) by using the following
expression

oL
T'(Q) = j'(0,v,q.w,5) = —(0.v,0,w,5,0.9,10,5). (3.309)
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3.5.3 Definition of a Lagrangian, calculus of its derivatives

We consider the shape functional defined by (3.274) that we can rewrite as
T() = /Q (T, v, VV(VT) ™) det(VT) dX + /Q js(Y,w, Vw) dY. (3.310)
o 0

We want to explicitly construct the related Lagrangian of J(£2) as in (3.286). Then we
will turn to the calculation of its derivatives with respect to (v,q,w,s) as well as with
respect to the parameter ¢t which are required for computing the shape derivative of J

(see (3.288)).

3.5.3.1 Shape functional and its related Lagrangian
Writing J on a perturbed domain Qq; leads to (see Section 3.4.5.2)

J(ngt):/m jF(Tt,vt,Vvt(VTt)‘l)det(VTt)dXt+/Q Js(Ye,wp, Vw,) dY;. (3.311)
t 0,t

0,

where T; is defined in (3.196), with w; € (Hj,,(Q0.))? displacement solution of the
problem (3.240), and where v, € (H;(€,))* is the velocity solution on the reference
domain of the problem (3.210). We want to apply Cea’s method presented in Section
3.5.1 to find the adjoint states needed for the calculation of the shape derivative of 7.
For this we need to define a Lagrangian having independent variables. The map T; depends
both on the parameter ¢, through the map ®,;, and on the field w;. To make a distinction
between these two dependencies, we introduce the map 7} ,, defined by

T Ry x (Hyp,)* () — H'(Dw)

(t, w) — Tiy = id + R(y(w)) o ®; . (3.312)

In this manner, the map % depends on functions w belonging to the fixed space
(Hj 5.,(€0))?. Furthermore, we recover the definition of T; given in (3.196) with the
use of map ¥ as follows

Ty =T w00, (3.313)

We introduce the following notation for a given function wu:
Uy =uo® ' and u' =wuod, (3.314)

in order to simplify the notation. First we introduce the following natural Lagrangian,
defined from the shape functional and the variational equations (3.210) and (3.240), for
0 < t, for all (v,q) and (v,q) in (Hj(Q,))* x L§(€Q,), and for all (w,s) and (w,s)
in (Hg ,(Q04))* x L§(Q0,). According to (3.286), and in view of (3.210), (3.240), and
(3.311), we have:

£(t, (v,q), (0,9), (w,s), (10,5)) = /Q (Tt ¥, VOV (T o)) T (Theot)

0,

+ jS(waa vw)
Qo,¢

+ o [W(VV)F (T wt) - Vo — q(G(Tywt) - V)
0,t

+e(v - G(Towt ) V)V -0 = (foTi e - 0)J (Th et )]
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+ / G(Thet) - VW)

+ /Qo,t [cr(w) - Vo — sdiv(t) — g - ()] — /F 10 - (V(VV)EF (T rt) — qG(Thet) )10 4

0,t

+ s div(w), (3.315)

Qo,t

where F', G, and J are given in (3.204), (3.205), and (3.206). Defined this way, the
variables of £ are not independent because the function spaces depends on t. Let’s
rewrite this Lagrangian by transporting the integral on the fixed domains )y and (2§ with
the changes of variable X; = ®,(X) and Y; = ®,(Y"). We recall

g = det(V,), (3.316)

and that
3o = VO, (3.317)
For 0 < t, for all (v,q) and (v,q) in (H}(25))* x L3(€2), and for all (w,s) and (tv0,s) in
(Hj 5.,(90))? x L§(€), we define the new Lagrangian L:
L(t,(v,q),(v,9), (W,s), (w,5)) :=
L (t7 (Vats (gt_IQ)*t)a (0, (gt_lq)*t)a (Wt (gt_ls)*t)7 (10, (9;15)*15)) . (3.318)

By setting:
Tt =T, 0 @, (3.319)
with the transported expression of £, in view of (3.315), and because we have
V(vod, ') =VvVo, ' = Vvy; (3.320)
and
(Vt . G(E)V)Vt C = VVtG(Tt)TVt * 2, (3321)

we can write:
£(t,(v:0).(0.0), (w9), (0,9)) = [ je(TL, v, VYV (T) ™) (T s,
+ [ as(@nw. Twa e
L T3 E L) (V)3 0+ (933 0 GUT) ) T
—a(G(Ti)™ - (V)37
=, (oTL 0T (T’ gt+/ 4G (Th) - (V¥)3;
+ ), [CUTwE ) (Tr)37 ) g = s( (V)3 ) = (g7 - o >gt}

= [ w (AT (T e aG(T)") 7 o + / ).
(3 322)

We simplify this expression with notation and calculi led in Appendix 3.7, giving that

(L)™' 3y T = F(TY), (3.323)
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G(T)"'3, T =0, 'G(TY), (3.324)
J(Tyw) e = J(TY) (3.325)

We obtain also in view of (3.321) that:
L(t(v,a), (0,0). (w.5), (w,5)) = [ ji(Th v, TVV(TL) ) I(TL)
+/ Js (P, w, Vw3, g 0
+ / Vo — q(g \G(T!) - Vo) + e(v - G(TL)V)v -
+/ CG(TL) - V) — (foT), - v)J(TL)]
L {c<<vW>J; ) (V)3 ) —s(1- (V)3 ) — (g7 - )]

— | w- W(VV)F(T;) - ag; 'G(Ty,)no +/Qoﬁ(1' (Vw)3i ). (3.326)

To

We define the transported solutions of Stokes problem

Vt = VO (I)tv (3327)
q" = g1q: 0 Py, (3.328)

and the transported solutions of the incompressible elasticity problem

Wt = W O ¢t7 (3329)
St = g+St © (I)t~ (3330)
According to (3.287), we find (v ,q, wt, s) such that, for all (v, q) in (H2(Q5))? x L(Q5),
and for all (w,s) in (Hj ,(Q0))* x L§():
L(t, (v',q"),(v,9), (w',s"), (0,5)) = J(Qy), (3.331)
where L is given by (3.326).

3.5.3.2 Derivatives of the Lagrangian

In the following, we calculate formally the partial derivative of the Lagrangian £. This
Lagrangian depends on nine variables, which we do not write for a sake of readability. To
have no ambiguity, we say that we write the derivatives evaluated at t € R, (v, q), (b,q) €

(H3(Q5))? x L3(), and (w,s), (10,8) € (H}p, () x LE(). For d € L}(Q%) and
e € L3(), we have
oc . -
(g2 = [, Ao GTL) - 7). (3.332)
oL
= [ e(I- (VW) .
(Ger0) = [ el (Vw)37) (3.333)
Let h be in (H}(£25))?, we have

(Soh) =v [ (VVF(TL) - Vh = a(g; " G(TL) - Vh)
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+e(v-GTV)v - h— (foT® - h)J(TL). (3.334)

Let k be in Hg,,,(Q0), we have

<§§7k‘> = /QOC((VW)TJ?)S (VR ) — (g™ - k) — /Q s(I- (VK3 )

= | k- W(VV)F(T) — g G(T,)no. (3.335)
0

If w=w', then (9;£,e) = 0 for all e in L2(€). If additionally we have v = v’, then
(0,£,d) = 0 for all d in L3(Q5). If v =v' q=d, and w = w', then (9,£,h) = 0 for
all hin HYQE). If v =+ q=q', w=w', and s = s, then (9,L,k) = 0 for all k in
H},,_0(€0). We see that the expressions (3.332), (3.333), (3.334) and (3.335) allow to get
back the initial fluid-structure problem written on the initial domains €y and €2f, and

give us the primal solutions.

Now we write the dual problems. Let d € L3(2§) and e € LZ(Qp), we derivate the
Lagrangian with respect to the variables q and s:

Gt == [ e @) Vo) + [ weda GTm, (3330
<%§, e) = _/ﬂo e(I- (Vio)g; ). (3.337)

Let h be in Hj(€5), we compute the derivative of the Lagrangian with respect to the
variable v. In order to simplify the expression of this derivative, we simply write D,jr
and D,js instead of D,jp(T%, v, VvV(T!)™) and D,js(®:, w, VwI ™) respectively, for
a=1,23.

(OE = [ [(Dagedh+ (Daje) Y (T2) ] ST
+ v(Vh)F(TL) - Vo + €[(VRG(TL) v + VvG(TE) T h) - v]
— | v (TR (T )ng + /Q “ale; 'G(TL) - V). (3.338)

Let k be in Hy ,,,(Q):

oL

(5k) = [ () DI (TL)k+ [(D1ji) DTk + (Daji) Ve Dy (V (T) k] J(TL)

+ /ﬂ (Dajs)kge + (Dsjs) VEI; gy
+ QC(uvaWF(T;@)k — qg; ' DyG(TY)E) - Vo 4 €(v - DyG(TH)V)v - v
- /QC<DW<f o Ty ™)k - 0)J(TL) + (foT!, - 0) Dy J(TL)k
+ [ (67 DG(TL)k - Vv)g
(o

+ [ CUTRI Y (V)3 e+ [ s(- (VE)3, )
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- / w - (VWD F(TL)k — ag;  DyG(TL)R) no, (3.339)
1)

where the derivatives Dy () with respect to the variable w are given in Appendix 3.7.
Finally we calculate partial derivative of the Lagrangian with respect to the variable ¢,

referring once again to 3.7 for the expressions of the ¢ variable derivatives D;(-). We recall
that we have

jt det(Vd,) = divV, (3.340)
where V; is defined by
Vi(X) = CZ (®,(X)), VX €D, (3.341)
and that
jtﬁ =-3,'VV3; !, (3.342)
jtgt = tr(cof(J;) ' VV}). (3.343)

Thus we obtain

‘Zf - /Q (GR)OJ(TL) + (D1je)0s(T8) J(TL) + (Dsjr)Vvon(V(TE) ™) J(TE)

+/ (js) div Vi + (D1js)Vige + (D3js) VWD, 3, g

F o WVVOE(T) = adi(e " GTL) - Vo + elv - AG(T)V)v - 0

[(foTy - ©)0J (Ty,) + (9(foTy,) - ©)J (Ty,)]

Q5

+ [ (0le G - g

— [, CUTWIIT V) - (V)37 e = [ CUTw)I) - (V)37 Vi3 )

L CUTwII) - (V)3 tr(eof (3) TV VD) - /QO s(1- (Vw)3; 'V1i3; )
— [ v WIVOF(TY) — qdy (g7 G(TL)) o, (3.344)

o

where we recall that T = T} ,, 0 &, = &, + R(y(w)) (see formula (3.312)), and J; denotes
the partial derivative with respect to the variable ¢, where T} ,, is considered as a function
of the variable ¢ and the variable w. Then this formula can be simplified by noticing that
finally, 0,7}, = V; where V; is defined in (3.341), and taking into account the derivative
formulas (3.363), (3.364), and (3.365) given in Appendix Section 3.7.1. The simplified
formula will appear in Theorem 3.14.

3.5.4 Definition of the adjoint states
Formally , we have (see (3.288))

T () = (3.345)

PP
5
=
-
\'CJ
~—
5
2
g
2
wn 0 <o
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Let us write the adjoint equations. For this, the partial derivatives of the Lagrangian
calculated in the previous section are evaluated at t = 0, at (v,q) = (v, q°) the solution
of problem (3.210) written for ¢ = 0, at (w,s) = (w?,s°) the solution of problem (3.240)
written for ¢ = 0. This being done, we obtain from equations (3.336), (3.337), (3.338),
and (3.339) that for all (v,q),(h,d) € (Hj(Q5))* x L3(Q5), and for all (w,s), (k,e) €
(H{ 5 (Q0))? X L3(0):

G0 (0.9).) = = [ dGT)- o)+ [ w0-d (T, (3:316)

(%f((n,q), (10,5)), ) = —/Qoedivm, (3.347)

(Gel(0.0). (0.9).0) = [ (Dajie)hI(T) + (Dai) VHV(T)IT) + [ a(GUT) - V)
- ch(Vh)F(T)~Vn+e[(VhG(T)Tv+VvG(T)Th)-U] (3.348)
- F:m-(y(Vh)F(T))no, (3.349)

(0.0 w9 ) = [ (Do) + (Dsfo)VE

+ [ GRDLID)k 4 (D) (DT + (Dadi) Vv Du(V (1))

+ | v(VV) (D F(T)k) - Vo — q((DyG(T)k) - Vo) + €(v - DyG(T)kV)v - b

QC

/ (VAT D(T)k - 0)J + (foT -0)DuJ(Tk + [ (DLG(T)k- V)

+ / (Vo) — [ 10 (W(VV) Dy F(T)k — Do G(T)k)ng  (3.350)

To

+ [ sdivk, (3.351)
Qo
where T =T° J = J(T°), G = G(T"), and F = F(T"), and once again we have written
D, jr and D,js instead of D,jr(T,v,VvV(T) ) and D,js(Y,w, Vw) respectively, for
a=1,23.

With these expressions, we can write in the following proposition the problem satisfied
by the adjoint states defined by the adjoint method presented in Section 3.5.1, associated
to the shape functional J defined in (3.310) and to the Fluid-Structure Interaction prob-
lem (3.44).

Proposition 3.13. Let L be the Lagrangian defined in (3.326), associated to the shape
functional J defined in (3.310) and to the Fluid-Structure Interaction problem (3.44).
Let (v,q,t0,5) be the adjoint state solution defined by the adjoint method, allowing to
simplify the expression of the shape derivative of J. Then (v,q,1,s) is the solution of
the variational problem defined by

Find (0, q,w,s) in (Hy(95))? x L§(Q5) x (H 5,(0))? x L§(Q) such that:

(e (0.0, (0,9),d) + (5 (0,0) (w,5).)

{5 (0,0), (,9)). 1) + (9 ((0,9). (,5)), ) = 0

for all (h,d. k.e) in (H}(25))” x L3(%) x (H,(90))* x L3(),

(3.352)
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given by expressions (3.346), (3.347), (3.349), and (3.351).

From there, we can simply the formula (3.282) of the shape derivative J'(€), using the
adjoint states defined in Proposition 3.13. The final formula will be written in Theorem
3.14.

3.5.5 Simplified formula for the shape derivative J'({)

The method we have just presented in Section 3.5 is a formal method. Indeed, we have
defined a Lagrangian and carried out several derivative calculations without any justifica-
tion. To be rigorous, we should show the differentiability with respect to the variable ¢ of
the solutions of the fluid-structure interaction problem, that is to say their shape differ-
entiability, and justify that the adjoint problems defined in Section 3.5.4 are well defined
(which should be shown in the same way as in Section 3.3 for the Fluid-Structure Inter-
action problem). These justifications are part of the ongoing work and the perspectives
for the continuation of this thesis.

In the meantime, assuming that the adjoint problems do have a unique solution, and
that we have the shape differentiability of the considered fields, we can simplify the formula
of the shape derivative J'(€)g) given by (3.282) obtained in Section 3.4.5.2. For this, we
follow what is done in Section 3.5.1, using formulas (3.309) and (3.344). This leads to the
following theorem.

Theorem 3.14. Let J(Qq) be the shape functional defined by (3.310). Let (v,q,w,s) €
(Hy(€26))% x L§(S%5) x (Hg 5,(0))* x L§(Q0) be the solution of the Fluid-Structure Inter-
action problem (3.44), and (v,q,w,5) € (Hg(€2))* x L§(Q5) % (Hj 5,(0))* x L§(Q) be
the adjoint states solution of the adjoint problem (3.352). Then the shape derivative of
J () can be written as follows:

jl(QO) = /QC jF(Ta v, VV(VT)_l)D‘](V) + Dl]F(Tv v, VV(VT)_l)V‘](T)
+ /Q Dyjr(T,v, VV(VT) )Vv(~VT ' VVVT ) J(T))
0
v /Q js(Y,w, Vw) divV + Dyjs(Y,w, Vw)V + Dajs(Y,w, Vw)Vw(—VV)

+ | wVVDF(V) = a(= div(V)G(T) + DG(V)) - Vo + e(v - DG(V)V)v - o

_ /Qc[(foT -0)DJ(V) + (Di(foT) - 0)J(T)]

+ | (= div(V)G(T) + DG(V)) - Vv)q

0

- C((VW)VV)S‘((VW))’”—/ C((Vw))* - (Vi) VV)?

+ [, CUTw)) - (Vo))" div(V) - /905(1 (VW) VV)
= [ w0 WV¥DF(V) = a(~ div(V)G(T) + DG(V)))no (3.353)

where T := Tqy is given by (3.196), V is the velocity of the transformation ®, given by
(3.228), and DJ(V'), DG(V'), and DF J(V') are given in expressions (3.375), (3.376), and
(3.377) in Section 3.7.1.1.
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3.6 Conclusion

In this chapter, we have presented a Fluid Structure Interaction model, for which we define
a shape optimization problem. The purpose is to optimize an abstract shape functional

J (), defined by

T(Q) = /Q s(Vw(Y), VW)Y + [ jp(ru(z), V() dr. (3.354)

depending on the initial elastic domain €2y of the FSI problem, and where u is the velocity
field of the fluid whereas w is the displacement field of the elastic structure. We have
calculated the shape derivative of J(£2) by using the velocity method, together with an
adjoint method. We still have to answer two fundamental questions.

The first question deals with the shape differentiability of the solutions of the FSI
problem. Indeed the expressions of the shape derivatives we have calculated provided
that this shape differentiability is established. For this, we are currently working on a
proof of the shape differentiability relying on an application of the Implicit Function
theorem. This method is described in [HP06] Chapter 5 for a Laplacian problem with
Dirichlet or Neumann boundary conditions.

The second question deals with the proof of the existence of minimizers for J (),
for Qo € U,q, where U,q is a class of admissible domain. For this, we plan to apply direct
methods of the calculus of variations. Namely consider a minimizing sequence of domains
., and show that its limit is a minimizer for J.

We need to find a class U,q being compact with respect to some convergence, and
show that the functional 7 is lower semi continuous with respect to this convergence. We
also need to show that the FSI problem is continuous, which is done by addressing the
question of the shape differentiability. Finally we need to show that the functional 7 is
coercive, namely there exist two positive constants C; and C5 such that

T () = Cillug, [ + Caflway 1%,

for some suitable norms, where ug, and wq, are respectively the velocity and the
displacement solutions of the FSI problem posed on €.

We are working on the proof of this second question. We have chosen to lead the study
described above for U,q being a class of admissible Lipschitz domain, with a bounded Lip-
schitz character. The advantage to deal with such a class of domain, is that it offers a
compactness property for several kinds of convergences, such as the Hausdorff conver-
gence, the characteristic functions convergence, and the compact convergence (see e.g.,
[HP06]).

Furthermore, in order to prove that 7 is coercive, we need to prove that the constants
involved in the estimations of the solutions of FSI problems posed on a domain €2y, are
uniform with respect €y € U,q. We are currently working on the H3-norm estimates of
problems (3.50), (3.54), and the fixed point procedure (see Section 3.3.4) for controlling
with respect to {2y all the constants and estimates.
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3.7 Appendix

3.7.1 Derivatives of J, G, and F maps

Let A, be a differentiable squared matrix field in R"*™ depending on the variable a@ € V,
where V is a normed vector space endowed with the norm ||-||y. We define the following
maps depending on A,:

J(AL) = det(A,), (3.355)
G(Ay) = cof(Ay), (3.356)
F(AL) := A  cof(Ay), (3.357)

where cof(A,) is the cofactor matrix of A, defined by
cof (Ay) = det(A,) AT (3.358)

We denote by D, (A,) the Fréchet derivative of A at o, namely D, (A,) is the continuous
linear map from V to R™*" such that for all da € V:

Avide = Aa + Do(Ad)(da) + o(||da]lv). (3.359)

We recall that the determinant det(-), the inverse (-)~!, and the cofactor cof(-) matrix
maps are differentiable, and their derivatives are written as follows. Let A, B € R™*" A
being invertible, and |B| is supposed to be sufficiently small so that A + B is invertible.
We have

det(A 4+ B) = det(A) + tr(cof(A)"B) + o(|B|), (3.360)
(A+B)'=A"1"— A'BA™' + +o(|B)), (3.361)
cof (A + B) = cof (A) + (tr(cof ()" B)I - cof (A)BT) AT + o(|B). (3.362)

Thus, from the definitions (3.355), (3.356), and (3.357), and in view of the chain rule, we
have the following derivatives:

Do J(Ay)(da) = tr(cof (Aq) " Do(Ay)(dar)) (3.363)
D.G(A,)(da) = [tr(A;lDa(Aa)(da))I — A;TDQ(AQ)(da)T} cof (Ay) (3.364)
Do F(Aq)(da) = cof(Aa) " [tr(A;" Da(Aq) (do)T = 2(Da(Aa)(da) AN AT, (3.365)

3.7.1.1 Derivatives with respect to ¢
Let ®; and T} be the maps defined respectively in (3.187) and (3.196) in Section 3.4.2, by

O, = idgn + 1V, (3.366)
for a fixed V € ©%(D,,), and
T, = id + R(y(w; 0 ®;)) o ®; 1. (3.367)
Let F, G, and J the maps defined in (3.204), (3.205), and (3.206) by

F(T,) = (VT,) "' cof (VT}), (3.368)
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G(T;) = cof (VTy), (3.369)
J(T,) = det(VT}). (3.370)

From the above calculations, we find the expressions (3.236), (3.235), and (3.234):

DJ(T) = tr(cof (VT)'VT), (3.371)
DG(T) = cof (VT) [tr ((VT)'VT) I - (VT)"'VT]"], (3.372)
DF(T) = cof(VT)" [tr (VT)'VT) 1= 2[VT(VT) | (VT) T, (3.373)

where, with w defined in (3.260) we have

d

o A—
dt

(T, 0 ®,) = V + Ry(W). (3.374)

t=0

Finally, we define the following expression needed in the writing of Theorem 3.14:

DJ(V) = tr(cof (VT)'VV), (3.375)
DG(V) = cof (VT) [tr ((VT)'VV) 1= [(VT)"'VV]T], (3.376)
DF(V) = cof (V)" [tr (VT)7'VV) 1= 2[VV(VT)'J*| (VD). (3.377)

3.7.1.2 Derivatives with respect to w
We introduce the following notation for a given function wu:
Uy =uo® ' and ut=wuod,. (3.378)
For w in Hj 5,(D,,), we had defined in (3.312)
Tiw = id + Ry(w) o ®; 1, (3.379)
in such a way that T; .« = T;. We also set

T\f] = Tt7W (6] ®t (3380)

Then we have the rather simple expressions:

Dy(Tys)ji=0 = V + Ry(W), (3.382)
and for k € Hj 5, we have
Do (TH)k = Roy(k). (3.383)

From (3.363), (3.364), and (3.365) we can also deduce the values of Dy J(T%)k,
D.G(T!)k, and Dy F(T:)k, and the values of D,J(T!), D,(G(T%)g;'), and D,F(T!)
in Section 3.5.3.2.
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3.7.2 Various identities

We recall that

ge 1= det(Vy), (3.384)
Ji =V, (3.385)
We have the following identities
I (F(T) 0 )3, gy = F(T, 0 ®y) (3.386)
G(T)) o ®.3; "g: = G(T; 0 ¥y) (3.387)
J(T}) o iy = J(Tj 0 Dy). (3.388)
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APPENDIX A

Elements of tensor calculus

Let u and v be two vectors of R", A and B be two second order tensors of R", and T be
a fourth order tensor of R™. Let {e;}i1... , a base of R"), we write:

TA= TijklAkl €; X €, (Al)
AB = AikBkj e; ® €, (AQ)
Au = Aijuj €;, (A4)
u-v = u;, (A.5)
where e; ® e; is a matrix such that (e; ® e;) = d;d;1. We define

U Ry v = W (A.6)

For all tensor fields A, we define the volume averaging of A over 2 by

1

Ao = — / A(y)dy, AT
(Ao = | Aly)dy (A7)

where V' = || denotes the area of the unit cell. If there is no ambiguity on the domain
2, we simply write

(A) = [ Aly)dy (A8)

Cofactor matrix:
cof (A) = det(A)A~"

Identity tensors:

I= C; & €;, (A9)
Il=¢®e e ey, (A.10)
1
=5 (G + Gudj) e @ ¢; @ e @ ey, (A.11)
Divergence operator:
OA;;
div(A) = —Ze;, =V - A
6xj

Let C be a fourth order tensor standing for the elasticity tensor. Let u be a vector field
of R™. We define the strain and the stress respectively as follows

e(u) = ; (Vu + VuT) , (A.12)
o(u) = Ce(u). (A.13)

Green’s identity (divergence theorem):

/Q(div(a(u)) v+ o(u)-e(v)) = /Qdiv(a(u)v) = /8 o(u)n - v. (A.14)

Q
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APPENDIX B

Detailed calculus of topological
derivatives

The topological derivatives of the tensors E* and F", given in Section 1.2.4, can be used
in a procedure of topological optimization the same as we did for the tensors C" and
D" in Chapter 2. The methods for the calculation of these topological derivatives in the
mixture case or in the case where the contrast vanishes are exactly the same as those
developed in Sections 1.3.5, 1.3.3, and 1.3.4. However, in order to enable the reader easily
to check the validity of the formulas — for example for an numerical use — we detail these
calculations in this Appendix.

B.1 Topological derivative of the tensor E”
We recall the definition of E!

(B sjpgr = — /% uy) - (e(f,,) + 15, s ey). (B.1)

We start simplifying the expression (1.71) with the help of equation (1.108) written
for @S, with ) = @5, noting that uf; = @; + (e; ®, ¢;)y, and noting that (af;) = 0. We
get

Zj7

(E?)iqur = é/y%c(ei ®se;) - (e(a pq’r‘) + u q Ds er) +7:0 ( ) (ﬂzaj ®s er). (B.2)

We calculate directly

SE BN = [0 + (B, - (@ @, )
¥ [ Cles @ue) - (e(Bing) + 955, @) + 7 {uyy) - (575 @, )
Fr =) [ Cler ) (e(ify,) + 5y B 00) + 0(u,) - (i @1 e0)
+ R(e). (B.3)
where
R(e) = /y o(0us,) - (675, @, e) = o(?) (B.4)

From (1.107) for e = 0 and 1 = 65, we have
[ Clesey) - e(bi,) = = [ () - e(iy,) = — [ o(05,) e(@y)  (BS)
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B.2. Topological derivative of the tensor F" Detailed calculus of topological derivatives

From (1.175) written for §c,,, with n = @;;, noting that (i;;) = 0, we have

pgr?

= [ o5, -elwy) = = [ (0(0,) - (i 9.00) + [ €O, 0. €,) - ey
— (1 =) [ (o(ii,) + C(a, ©. ) - eliig)

+ (=) [ o) - (@ @) (B.6)

€

Then we insert (B.6) into (B.3) (reminder: w;; = @;; + (&; ®5 €;)y)

V

E(E? _Eh)iqur = /yC((S’&f,q ®s er) - e(ui;) +/ 5“ ®s €r) - e(Upg)

Fr=1) [ (0(5,) + O, 8 e,) - efuy)
=) [ o) (05 @)
+R(e). (B.7)

We remark that the third term of the right hand side of equation (B.7) is o(?). We
introduce the following adjoint states v;; € V and v,, € V satisfying

[ o)) = [ (0lu) — Ches i) - (15, ). (B5)
[ o) ety = [ (o) = C'(e, @1 ) - @1c0), (B.9)

for any n € W.
We set n = 01, in (B.8), and n = dag; in (B.9), we set n = vj; in (1.148) and n = vy,
n (1.148) written for §ag;. Taking into account that (9%5,) = 0 and (daf;) = 0, we find

S =B = (1=9) [ o) el + (1= ) [ o) - elof,)

€

~ (1= [ (o(5,) + Citgy © ) - e(uy)
+ o(e?). (B.10)

Finally, following the calculations led in Section 1.3.5, we obtain:

Dr(El ) = 2P0 () - e(v]) + 2Po(ug;) - e(v),

1ypqr Pq)

— 2P (0 (Tipgr) + Clipg ®5 ;) - e(uyy). (B.11)

B.2 Topological derivative of the tensor F”

Let 0 < e < gp, we recall the definition of F?:

1 ~ ~e
(B ) e = 7 [, 7 CUTE @+ (i) - (T @ e + (). (B.12)
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Detailed calculus of topological derivatives B.2. Topological derivative of the tensor F"

We first simplify F» thanks to the identity (1.108), in view of (u
C"(e; ®, e;) is a constant tensor. This gives

i) = 0, and because

1 ~c ~c ~c €
(B o = 37 [ e (O @1 00+ () - (55, @1 ) + 0(u5) - (e ©100) . (BA3)

Using (1.169) we directly compute the difference V(F" — F"), in view of the estimates
used in Section 1.3.5:

V(F! - Fh)ijkpqr = /yC (005, @ e + e(5u”k)) (Upg ®s €) + o (du;) - (Tipgr @5 €x)

+ /y Citi; ®s o + elfiggn)) - (575, @4 ) + 0 (uiy) - (5, D5 k)

pqr

Fr=1) [ O o+ e(ifu) - (5, 8 ) + () - (5, ©ccx)

+ o(e?). (B.14)

From there, we recall from (1.175) that we have

[, o) - el) = [ (0055) — (€L = CM)(es @) - (@ ex) — | C(6; @1 00) - )
+ (=) [ (o) + Clag @) - eln) = (1=7) [ o(us)- @ er). (B15)

€ >

We introduce the following adjoint states vp;j;, € V and wp;j, € V, which satisfy for any
new:

/yU(UFijk:> -e(n) = /y(U(Uz‘j) — CMe; @5 €5)) - (n ®5 ep) (B.16)
[, otwr) e = [ Ol @, 00) - en). (B.17)

We simplify the term Ce(daS;;,) - (tipg ®5 €,) by setting n = 0us;, in (B.17) written with
indices ijk replaced by pgr, and setting 7 = wppqr in (B.15), and we simplify the term
o(ug;) - (U, @ ex) by setting n = 0us,, in (B.16) and 1 = vp;j, in (B.15) written for pgr

instead of 7jk. We can develop the expression (B.14)
V(F? - Fh)ijkpqr = /yC((Sfoj ®s ex) * (lpg ®s ) + J((suf’j) ) (&pqr ®s ex)

+ /y C(ii; ®s ey + e(tijn)) - (0 ®s €)

(i) Fr=1) [ O e+ (i) - (5, 8 ) + () - (5, ©cx)

(iv) + / (§5,) - (Wrrpgr @ %) / C(05; @ ex) - €(wrpgy)

(0 + 1= [ (05 + O @, 00) - elwrper) = (1=7) [ ouh) - (wrper @)

(vi) + / (02, - (Vpin @5 er) / C(07i5, @, e,) - e(vpip)

(vii)  +(1=9) [ (@) + Clligy . er)) - elvrie) = (1 =) [ o) - (vri @)
+o(f(2)) (5.15)
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B.2. Topological derivative of the tensor F" Detailed calculus of topological derivatives

First we develop the sum of lines (éi7), (v), and (vii) of the right hand side of (B.18),
taking into account that vp;jr — wrijr = ﬁijk:

(i1i) + (v) + (vid) = 7 P(o (1) (§) + Clui(9) @s ex)) - (Upg(§) @5 €r)
+ 1 Po (i) (§) - (Vrper(9) ®s ex)
+ 1P (upg) (§) - (Vrig(9) @ er)
—ne’P(o (uu )(9) + C(05(9) ®s ex)) - e(Wrpqr)
— 1’ P(0 (tpgr ) () + Clitpg (§) @5 ) - e(vrin) (B.19)

We gather corresponding terms, and add and remove in the last line e(vp;j,) £ (9) ®sex),
this gives

(i) + (v) + (vii) = 7’ Po (i) () - (VEpgr (§) Os er)
+ e’ Po (tpg) (9) - (vriji(9) ©s er)
— &P (o (win) (9) + C(ii; () @5 ex)) - (e(Wrpgr) (§) — (pg(§) @5 er))
— P (0 (tipgr ) (§) + Cliipg(9) @5 €,)) - (e(wrign)(§) — (i(§) ©s ex))
— P (0 (tipgr ) () + Cllipg(9) @5 €r)) - (e(tig) (9) + (i(9) @5 ex))

We gather corresponding terms taking into account that vp;jr — wrijr = ﬁijk, and using
the symmetry of all the involved tensors

V(FL — F")ijipgr = (i17) + (v) + (vii) + o(£?)
+ / 5“ ®s ex)  (lUpg ®s € — e(Wrpgr)) + U@“?j)  (VFpgr ®s )

=+ / (5U ®s eT (ﬂU ®5 Cr — e(wpijk)) —f- 0(571;1) . (vFijk ®5 67«).
(B.21)

We recall that

[ o 65) el = (=) [ o) -en) (B.22)

and we introduce the following adjoint state grj;;, € V, which satisfies for any n € W:

/yU(qF?jk) ~e(n) = /y [C(a; ®s e — e(wrijr)) — (Clli; @s ex — e(wrijk)))] - (0 @s e;)
+ [ (Clori @) - () (B.23)

Setting n = i, into equation (B.23), and 1 = grj; into the equation (B.22) written
with pg indices, and proceeding the same interchanging indices 17k and pgr, we have

V(FL — F")ijipgr = (i17) + (v) + (vii) + o(£?)
F (=) [ o) -elarfy) + (1 =) [ olug,) - elarfy).  (B:21)

€

We can write, starting gathering corresponding terms, regarding the equality vp;;, =
Wiji, + Wrijk, and in view of the previous calculations:

V(E}; - Fh)ijkpqr = 7T52P‘7(Uij (9)) - (Uqur(@) ®s ex)
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Detailed calculus of topological derivatives B.2. Topological derivative of the tensor F"

+ 7T52P0<ugq@)) (vrik(0) @s e;)
— we?P(0 (i) () + Cliij (9) @s ) - (e(Wrpgr) — (Tipg(§) @5 €r))

— WSQP(U(Q?qu)Qj) + C(Up (Q) Qg er)) (szjk (uij (g) ®s e ))
— e P(0 (tpgr ) (9) + Cliipg () @5 €r)) - (e(tsgne) (§) + (55(9) @5 ex))
— 1’ Po(uig) () - e(qrpqre ) (§) — 7" Po (tpg) (9) - €(qrinr ) (D) + ( ?).
(B.25)
Finally we have
(B = B )i = 27 [Po(uis(9)) - (0 (3) 4 €1 — elarpr)] "
- 2% [P(0 () (9) + Clii(9) ®s e0) - (e(wrpar) = (pg(§) @s )]
B %P( 0 (tipgr)(9) + Cltipg(§) @5 er)) - (e(tn) (§) + (@5(9) ®s ex)) + o(e?),
(B.26)
where for a sixth order tensor F, we define
Fjﬁr}lvqr = ;(Fijkpqr + Fpgrij)- (B.27)

This expression can also be written as follows by simplifying lines 2 and 3 of (B.26)

we?

(B2 = )iy = 27 [Po(uss(3)) - (0rr(9) @4 01— elarggr))]™"

- 2”52 [Pl (3) + Ol (3) 1 00)) - (vry)] ™"

7T€

+ 7 P(o () (9) + Clitgg(9) @ 1)) - (e(@ig) (9) + (5(9) @5 ex)) + 0().
(B.28)
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