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École doctorale C2MP Lorraine

Modélisation moléculaire des
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Résumé

Contexte
L’apoptose, connue sous le nom de mort cellulaire programmée, est un processus complexe
et est initiée par trois voies, à savoir intrinsèque, également connue sous le nom de voie mi-
tochondriale via divers stress intracellulaires, extrinsèque (voie médiée par les récepteurs de
l’apoptose) via les récepteurs de l’apoptose, et les voies perforine/granzyme [1, 2, 3, 4]. Chaque
voie est régulée par différents stimuli apoptotiques [4]. Les protéines de la famille Bcl-2 jouent
principalement un rôle important sur la voie mitochondriale de l’apoptose en régulant la per-
méabilisation de la membrane externe mitochondriale et l’apoptose ultérieure [5, 6, 7, 8]. La
famille Bcl-2 a été classée en trois sous-classes, à savoir les protéines anti-apoptotiques, les
protéines pro-apoptotiques et les protéines BH3 uniquement (BOP ; BOP activatrices et sen-
sibilisantes) (Figure 1) et médie la voie apoptotique mitochondriale (intrinsèque) en réponse à
divers stimuli apoptotiques (stress cellulaire ou signaux de dommages) [9, 10].

Figure 1: Présentation générale de la famille Bcl-2.a Seuls BIK et HRX composent le domaine
trans-membranaire.

La modification post-traductionnelle (PTM) est un mécanisme de régulation dans de nom-
breux processus biologiques. La déamidation est une réaction non enzymatique et l’une des
principales modifications post-traductionnelles (PTM), qui est un mécanisme de régulation dans
de nombreux processus biologiques. L’hypothèse des « horloges moléculaires » de Robinson et
al. souligne l’importance de la déamidation de l’asparagine et de la glutamine et suggère que
la déamidation est un mécanisme de synchronisation moléculaire biologique qui sert un con-
trôle génétique programmable à tout intervalle de temps souhaité et un contrôle des processus
biologiques [11]. L’asparagine (Asn) et la glutamine (Gln), deux des 20 acides aminés naturels
sont intrinsèquement instables dans des conditions physiologiques [12]. Gln et Asn sont connus
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pour se déamider spontanément mais de manière non enzymatique en un mélange de glutamyl
(Glu) et d’iso-glutamyl (iso-Glu) et un mélange de résidus d’aspartyl (Asp) et d’iso-aspartyl
(iso-Asp), respectivement (Figure 2). Un exemple notable est la protéine transmembranaire
mitochondriale, Bcl-xL,[13, 14] qui fonctionne comme une protéine anti-apoptotique. Bcl-xL
appartient à la famille Bcl-2,[15] qui régule la voie mitochondriale de l’apoptose en réponse à
divers stimuli apoptotiques [16].

Figure 2: Mécanisme général des déamidations Asn et Gln.

Bcl-xL est une protéine transmembranaire mitochondriale anti-apoptotique, connue pour
jouer un rôle crucial dans la survie des cellules tumorales. Structurellement, Bcl-xL se com-
pose de deux hélices hydrophobes, six amphiphiles (Figure 3) et une queue C composée d’une
α-hélice (α9) , connu sous le nom de domaine transmembranaire (TMD)[13, 14, 17, 18]. La
queue C, connue sous le nom de domaine transmembranaire (TMD) assure l’ancrage de Bcl-xL
à la membrane externe mitochondriale (MOM) (Figure 5.1) [13, 14, 17, 18]. Il est important de
souligner que Bcl-xL avec la queue C (c’est-à-dire Bcl-xL pleine longueur) n’est pas résolu ex-
périmentalement en raison de limitations expérimentales (solubilisation, de la protéine sous une
forme repliée nativement, etc.) [18, 19]. Récemment, la queue C seule a été résolue expérimen-
talement à l’intérieur de nanodisques phospholipidiques (ID PDB : 6F46NMR[19] et 6X7INMR).
De plus, Bcl-xL comprend une longue région intrinsèquement désordonnée (IDR), la boucle dite
flexible entre α1-α2. L’IDR a été omis dans la plupart des études précédentes, mais des études
récentes ont montré l’importance de l’IDR puisque des modifications post-traductionnelles
(PTM), qui peuvent affecter les fonctions, la stabilité et la localisation des protéines en réponse
à divers stimuli apoptotiques se produisent dans cette région [20, 21, 22, 23, 24, 25].

La déamidation de Bcl-xL est un commutateur pivot qui régule sa fonction biologique.
L’impact potentiel de la déamidation sur la structure et la dynamique de Bcl-xL est directement
lié à la région intrinsèquement désordonnée (IDR), qui est le site principal des modifications
post-traductionnelles (PTM). D’un point de vue informatique, l’identification des différences
de conformation joue un rôle central dans la compréhension de l’impact de la déamidation dans
l’IDR. Jusqu’à présent, il n’y a pas de connexion/explication structurelle claire sur la façon
dont la déamidation induit la perte de l’activité Bcl-xL. Dans cette étude, nous avons exploré
les changements de conformation induits par la déamidation dans Bcl-xL pour mieux compren-
dre sa perte de fonction en effectuant des simulations de dynamique moléculaire (MD) d’une
microseconde.
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Figure 3: vues de face et de côté de Bcl-xL (code PDB : 1LXL). (Le rectangle noir indique la
vue de face de la rainure de reliure. La couleur bleue représente la région IDR (IDR), α1 en
rose, α2 en vert, α3 en cyan, α4 en jaune , α5 en orange clair, α6 en orange, α7 en rouge et
α8 en violet. "J" fait référence à la jonction entre deux hélices. J23 relie α2 et α3, J34 est la
jonction de α3 et α4 et J45 relie α4 et α5.

Figure 4: Structures générales des KI.

Le sel de céténiminium est l’intérêt principal de la deuxième partie de la thèse en combinant
des études computationnelles et expérimentales. Ces dernières années, le sel de céténiminium
(KI) a attiré l’attention et a fait l’objet de plus de 120 articles de recherche et revues. Les KI
sont une alternative améliorée à leurs analogues cétènes, en raison de leur réactivité plus élevée
et de leur électrophilie élevée. Historiquement, les pionniers de l’utilisation et de la synthèse de
KI sont Viehe et Ghosez[26, 27]. Diverses réactions de formation de KI, permettant une utilisa-
tion plus large de ces intermédiaires, ont été décrites, à savoir des réactions de α-haloénamines
avec des acides de Lewis,[27, 28, 29] triflation d’amides,[30] méthylation des céténimines,[31]
et protonation des ynamines[32, 33] et des ynamides[34, 35, 36] (Figure 6). Les KI sont princi-
palement classés en deux groupes, à savoir les céteniminiumions classiques (aldo-KI et céto-KI)
et activés comme le montre la figure 4. Les sels de céténiminium sont également des intermé-
diaires cationiques polyvalents et réactifs en chimie organique et ils sont utilisés dans un large
éventail de réactions telles que la cycloaddition, les électrocyclisations 6π/10π , la cyclisation
Pictet-Spengler, et ainsi de suite (Figure 5). Dans la thèse, la chimie de KI a été couverte de la
formation aux réactions dans lesquelles KI est impliqué. La chimie de KI a été divisée en deux
chapitres. Le chapitre 7 a été divisé en trois sections, à savoir la formation de KI, les réactions
de cycloaddition [2+2] et les réactions de compétition intramoléculaire. En bref, l’analyse struc-
turelle et énergétique et les différences de réactivité dans les dérivés d’amide et de céténiminium
portant différents substituants ont été examinées au moyen de DFT. L’électrocyclisation est une
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méthode puissante pour construire des motifs structuraux complexes. Le chapitre 8 couvre la
réactivité et la propension des KI vers les réactions d’électrocyclisation. En outre, la véritable
nature du mécanisme de cyclisation des sels de céténiminium est divulguée via une gamme
techniques d’analyse. Les résultats informatiques ont été confirmés par des expériences.

Figure 5: Résumé des réactions impliquant les KI.

Figure 6: Diverses réactions de formation de KI.

Objectifs
Une brève introduction à nos sujets de recherche a été présentée au chapitre 1. Le chapitre 3
rappelle les principes de base des méthodes de mécanique moléculaire (MM) et de mécanique
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quantique (QM).
Le premier sujet d’intérêt de cette thèse est l’étude de l’impact de la déamidation sur la

structure et la fonction de Bcl-xL anti-apoptotique pour mieux comprendre sa perte de fonction
en effectuant des simulations de dynamique moléculaire (MD) d’une microseconde. . Dans le
chapitre 4, les conséquences structurelles de la déamidation sur Bcl-xL dans l’eau ont été mises
en évidence au niveau atomique. Dans le chapitre 5, les impacts potentiels de la déamidation
dans les changements conformationnels induits par l’IDR et l’association membranaire ont été
étudiés en utilisant des simulations de dynamique moléculaire. Le chapitre 6 couvre l’étude du
comportement structurel du peptide BH3 uniquement pour comprendre les systèmes complexes
entre la protéine anti-apoptotique et le peptide BH3 uniquement.

Dans la deuxième partie de la thèse, les sels de céténimine (KI) ont été étudiés depuis leur
formation jusqu’à la réaction (chapitres 7 et 8). Ainsi, la compréhension de l’aspect mécanis-
tique des réactions de formation de KI facilite les processus de conception et de développement
de ces intermédiaires pour accéder à des structures complexes. Le chapitre 7 comprend trois
sections. Premièrement, une vaste gamme de substituants et leurs effets sur la réactivité de
l’amide de départ ont été examinés pour donner un aperçu de leurs contributions au mécan-
isme de formation de KI par activation d’un amide. Ensuite, les réactions de cycloaddition
[2 +2] des KI avec alcène/alcyne ont été étudiées informatiquement et les résultats discutés
au chapitre 7. Les réactions de compétition entre la cycloaddition intramoléculaire [2+2] et
l’électrocyclisation 6π de KI ont été examinées et les résultats expérimentaux ont été élucidés
au moyen d’une étude DFT. Enfin, au chapitre 8, des dérivés de céténiminium portant différents
substituants conduisant à six systèmes hétérocycliques différents ont été explorés via DFT et
une gamme de techniques d’analyse différentes. Cette étude visait à donner un aperçu de la
réactivité des dérivés de KI portant différents substituants et hétéroatomes vis-à-vis des réac-
tions d’électrocyclisation.

Les conclusions générales de chaque chapitre et les travaux futurs ont été résumés au chapitre
9.

Résultats
Cette thèse présente les résultats de l’impact de la déamidation sur la structure et la fonction de
Bcl-xL et des sels de céténiminium depuis la formation du KI jusqu’à ses réactions.

Impact de la déamidation sur la structure et la fonction du Bcl-xL anti-
apoptotique dans l’eau
Afin d’examiner les comportements/différences conformationnels des systèmes de type sauvage
(WT) et déamidés Bcl-xL, des simulations MD d’une microseconde ont été effectuées en util-
isant différentes vitesses de départ. La stabilité des systèmes et les interactions des liaisons H
ont été explorées. L’analyse de clustering, les interactions de liaison H et l’analyse en com-
posantes principales ont été combinées pour étudier les changements de conformation lors de la
déamidation. À l’aide de l’ACP, nous nous sommes spécifiquement concentrés sur les change-
ments de conformation dans le sillon de liaison (BG) lors de la déamidation des résidus IDR
Asn52 et Asn66, en considérant à la fois les mutations Asp et iso-Asp. Des échantillonnages ont
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été effectués à 300 K et un ensemble NVT utilisant le couplage de température Langevin[37]
avec un gamma de 1,0 ps-1.

Cette étude apporte une contribution significative à la connaissance des conséquences struc-
turelles de la déamidation sur Bcl-xL. Les résultats de la simulation MD ont montré que les
modèles de mouvement et d’interaction IDR ont considérablement changé lors de la déamida-
tion. L’analyse en composantes principales (ACP) démontre des différences significatives entre
le type sauvage et le Bcl-xL déamidé et suggère que la déamidation affecte la structure et la
dynamique de Bcl-xL. Nos résultats suggèrent que la déamidation dans l’IDR modifie à la fois
le nombre (%) et le type d’interactions non liées entre l’IDR et le noyau de Bcl-xL. L’analyse
de clustering souligne que le changement dans les interactions BG se produit principalement
dans les sous-unités J23, α3, α4 et J45, et comprend cinq interactions spécifiques, auparavant
inexistantes ou presque inexistantes, à savoir R102 -D133 et R102-E129, E129-Y101 et E129-
R103 et R103-Q111. La combinaison de l’analyse de clustering, de l’analyse de la liaison H
et de l’ACP a révélé des changements conformationnels, d’interaction et dynamiques lors de la
déamidation. Les différences dans les modèles de contact et la dynamique essentielle dans le
sillon de liaison (BG) sont des indications claires des effets allostériques induits par la déami-
dation. Conformément aux études précédentes, nous montrons que la région intrinsèquement
désordonnée joue un rôle très important dans la perte de la fonction apoptotique de Bcl-xL, tout
en offrant une perspective unique sur le mécanisme sous-jacent de mort cellulaire induite par
la déamidation de Bcl-x L. Cette étude est une première étape pour comprendre l’effet de la
déamidation sur la structure et la fonction de Bcl-xL en utilisant un modèle non tronqué et non
modifié, soulignant également l’importance de simulations plus longues et multiples.

Impact de la déamidation sur la structure et la fonction de Bcl-xL dans la
membrane

Les informations structurelles limitées sur la pleine longueur Bcl-xL (FL) sont disponibles et
l’impact de la déamidation dans la membrane associée Bcl-xL ne sont pas bien compris. Cette
étude a tenté d’élucider pour la première fois, la déamidation de Bcl-xL dans un environnement
membranaire pour évaluer les changements potentiels dans la structure et la dynamique des
protéines et par conséquent comprendre sa perte de fonction (Figure 7). Les cycles de pro-
duction ont été effectués à 300 K et un ensemble NVT utilisant le couplage de température
Langevin[37] avec un gamma de 1,0 ps-1. Nous nous sommes principalement concentrés sur
les changements de conformation et la dynamique essentielle de Bcl-xL lors de l’insertion de la
membrane et de la déamidation. Alors que la queue C est plus flexible comme prévu dans l’eau
et interagit avec la tête de la protéine, elle est plus stable dans la membrane grâce à l’interaction
avec les lipides. Dans la membrane, les queues C ont été incliné vers la membrane normale
et α2, α3, et J23 dans le BG orienté vers la membrane et le BG interagit de manière lâche
avec la membrane.Remarquablement, la déamidation de l’asparagine en aspartate/iso-aspartate
dans les systèmes membranaires semble alloster déclencher automatiquement les changements
dans le sillon de reliure. L’analyse en composantes principales a illustré les transitions confor-
mationnelles entre l’eau et les systèmes membranaires. L’analyse en composantes principales
suggère que l’environnement de simulation affecte considérablement la dynamique essentielle
impliquant les différences conformationnelles. Nos résultats suggèrent que le changement de
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Figure 7: Représentation schématique de cette étude : Bcl-xL et Bcl-xL déamidé i.dans l’eau, et
ii. en membrane. (La tête protéique fait référence au noyau et à l’IDR à l’exclusion de la queue
C. La surface de l’eau est générée à l’aide de la présentation de surface ChimeraX[38].)

modèle d’interaction, la flexibilité du J89, l’orientation de la protéine vers la membrane et
l’interaction protéine-membrane jouent un rôle central sur les différences structurelles de la
protéine lors de la déamidation. De plus, les différences fondamentales pourraient être des
conséquences collectives/coopératives de l’association membranaire et de la déamidation. En
d’autres termes, l’effet allostérique pourrait résulter à la fois de la déamidation dans l’IDR et
dans l’environnement membranaire. De plus, contrairement aux résultats de Vasquez-Montes et
al., nous n’avons pas observé de repliement de Bcl-xL et de libération du domaine BH4 dans la
membrane lors des simulations. L’analyse de cette étude est en cours. Les premiers résultats ont
été partagés ici. Nous avons prévu d’effectuer une analyse plus approfondie pour une rationali-
sation et une clarification plus poussées des résultats des calculs. Nous pensons que cette étude
apportera une contribution précieuse avec des implications potentielles pour le développement
de thérapies anticancéreuses en présentant un aperçu des conséquences de la déamidation sur la
structure et la fonction de Bcl-xL. D’autres études se concentreront sur la compréhension des
systèmes complexes (Bcl-xL + BOPs/pro-apoptotics) afin de fournir un aperçu complet et une
perspective complète sur l’impact de la déamidation Bcl-xL.

Investigation du complexe peptidique Bcl-xL-BH3-only

Dans cette étude, les comportements structurels du peptide uniquement BH3 dans l’eau ont été
étudiés et comparés aux systèmes complexes. Dans la deuxième partie de l’étude, nous nous
sommes concentrés sur le complexe peptidique Bcl-xL-BIM (Identifiant PDB : 4QVFX-RAY)
et le complexe peptidique Bcl-xL-BID (Identifiant PDB : 4QVEX-RAY). Notez que puisque
Bcl-xL dans ce complexe n’a pas l’IDR, nous avons modifié les modèles et le même protocole
MD dans le chapitre précédent a été utilisé dans cette étude. L’IDR a été extrait d’un Bcl-
xL (1LXLNMR) et ajouté aux modèles complexes. Les simulations MD ont confirmé que les
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peptides non limités uniquement BH3 sont dynamiques dans l’eau par rapport aux systèmes
complexes (état limité). Des perturbations de l’hélicité (hélices courtes) sont observées et les
peptides sont instables dans l’eau conformément aux études précédentes. De plus, lorsque
des peptides uniquement BH3 se sont liés à des protéines cibles, les peptides sont stables au
contact de la protéine et ils forment des hélices. Cette étude est en cours. Dans un futur travail,
nous étudierons des systèmes complexes dans un environnement membranaire avant et après
déamidation. La compréhension des interactions dans les systèmes complexes ouvrira la voie à
la conception d’inhibiteurs Bcl-xL.

Chimie des sels de céténiminium

Cette section couvre les résultats et les discussions sur a) la formation de KI, b) la réaction de
cycloaddition [2+2] et c) les réactions de compétition intramoléculaire.

Dans l’étude de la formation du KI, la réactivité des amides nucléophiles de départ vis-
à-vis de l’anhydride triflique électrophile affecte directement la facilité de formation du KI.
Les EDG sur les atomes C3 et N1 de l’amide de départ abaissent généralement les barrières
d’activation du RDS. De plus, les résultats énergétiques ont été étayés par un modèle de dis-
torsion/interaction, FMO et des descripteurs de réactivité. Enfin, une relation inverse a été ob-
servée entre les réactivités amide et KI. Alors que la nucléophilie des amides affecte la réactivité,
l’électrophilie des KI joue un rôle central sur la réactivité du KI. Dans un prochain article/En tant
que travail futur, cette relation sera étudiée plus en détail. Dans l’étude de cycloaddition [2+2],
les calculs DFT rationalisent la différence de réactivité observée expérimentalement dans la cy-
cloaddition [2+2] du céténiminium et des oléfines. La réaction s’effectue par étapes. Chaque
réaction (mécanisme) implique un état de transition initial (TS1) conduisant à un intermédiaire
qui suit un chemin bifurqué résultant en deux états de transition (TS2) et deux produits. Le
produit principal est déterminé par le choc stérique des groupes substituants dans TS2. TS1
est l’étape de détermination de débit (RDS). Les données calculées ont également vérifié la
compatibilité/l’utilisation de N-allyl KI dans [2 + 2] réactions de cycloaddition.

Dans les études de compétition intramoléculaire, des voies cinétiques et thermodynamiques
favorables ont été déterminées et les données calculées ont montré l’effet de la longueur de
chaîne sur la réaction de compétition entre les réactions d’électrocyclisation et de cycloaddition
[2 + 2]. Les calculs DFT ont vérifié la facilité de formation du thiophène pour les réactions
de compétition. On peut souligner que la facilité de formation du produit principal est la suiv-
ante: thiophène > [2+2]-cycloadduct > benzothiophène, respectivement. Enfin, dans l’étude
de cycloaddition [2+2] intramoléculaire, les calculs DFT ont vérifié que l’étape de cycloaddi-
tion [2+2] est pilotée par des facteurs cinétiques et non thermodynamiques confirmant toutes
les observations expérimentales.

Sels de céteniminium: réactivité et propension aux réactions d’électrocyclisation

Une étude de la théorie fonctionnelle de la densité prédictive (DFT) a été menée afin d’évaluer
l’efficacité des réactions d’électrocyclisation des KI, dans le but de former une variété de
systèmes hétérocycliques, à savoir les 3-amino(benzo)thiophènes, 3-amino(benzo) furanes, 3-
aminopyrroles ainsi que 3-aminoindoles (Tableau 1). Une approche DFT a été utilisée et l’effet
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des hétéroatomes (NMe, O, S) a été minutieusement étudié au moyen d’une analyse de popula-
tion, QTAIM, NICS, ACID et de descripteurs de réactivité locale (fonctions de Parr et Fukui).

Table 1: Réactions d’électrocyclisation du KI conduisant à des systèmes (hétéro)cycliques [39].

Keteniminium Salt Target Compounds
X Groupe I X
N-Me Enamine 1 N-Me Pyrrole 9
O Enol ether 2 O Furan 10
S Vinyl sulfide 3 S Thiophene 11
C=C Butadiene 4 C=C Benzene 12
X Groupe II X
N-Me Aniline 5 N-Me Indole 13
O Phenyl ether 6 O Benzofuran 14
S Phenyl sulfide 7 S Benzothiophene 15
C=C Styrene 8 C=C Naphthalene 16

L’électrocyclisation des énamines conduisant aux 3-aminopyrroles s’est avérée être à la
fois cinétiquement et thermodynamiquement la plus favorable. Les céténiminiums substitués
par l’aniline 5 conduisant aux 3-aminoindoles 13 ont l’énergie libre d’activation la plus faible
dans le groupe II, par rapport aux céténiniums substitués par l’éther phénylique et le sulfure de
phényle fournissant les 3-aminobenzofuranes 14 et les 3-aminobenzothiophènes 15 correspon-
dants, respectivement. La fraction aromatique du groupe II diminue la réactivité par rapport
aux systèmes du groupe I, comme prévu en raison de la perturbation de l’aromaticité dans l’état
de transition pour la cyclisation. De plus, la nature péricyclique des électrocyclisations a été
confirmée à l’aide des méthodes FMO, QTAIM, NICS et ACID et la véritable nature du mé-
canisme de cyclisation des sels de céténiminium a été divulguée via une gamme de différentes
techniques d’analyse, pointant vers une électrocyclisation de 10π pour le groupe II plutôt que
l’électrocyclisation 6π observée dans le groupe I. De plus, les effets des substituants ont été
étudiés afin de donner un meilleur aperçu de la réactivité des systèmes de céténiminium con-
tenant des hétéroatomes vis-à-vis des réactions d’électrocyclisation. Dans l’ensemble, cette
étude devrait contribuer à la compréhension des différences de réactivité des ions céténiminium
et faciliter davantage les applications synthétiques.

Dans l’ensemble, cette thèse offre une perspective unique sur le mécanisme sous-jacent
de la mort cellulaire induite par la déamidation Bcl-xL. Les études sur le céténiminium con-
tribueront également à la compréhension de la chimie du céténiminium (formation, différences
de réactivité, etc.) et faciliteront davantage les applications de synthèse.
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Chapter 1

Introduction

Bcl-xL is the main focus in the first part of the thesis. Bcl-xL is a mitochondrial trans-membrane
protein that regulates apoptosis in response to various apoptotic stimuli. Bcl-xL was character-
ized as an anti-apoptotic protein in 1993 [16]. In 1996, experimental structure of human Bcl-xL
was resolved by X-ray crystallography and nuclear magnetic resonance (NMR) [14]. In recent
years (over 8400 research articles) Bcl-xL has been subject to many experimental and compu-
tational articles, owing to its biological significance in cell survival and its potential for cancer
therapy. Notably, Bcl-xL undergoes post-translational modifications (PTMs) on its loop region
(intrinsically disordered region-IDR), which is also the essential site for deamidation –a non-
enzymatic reaction and regulatory mechanism in many biological processes. Deamidation on
the IDR of Bcl-xL induces loss of anti-apoptotic function. Hence, deamidation of Bcl-xL is a
pivotal switch that regulates its biological function. In recent studies, the importance of the IDR
as well as hotspots on the IDR have been reported; nearly 20 experimental articles, reviews,
and conference papers have been published with various aspects of deamidation in Bcl-xL, but
deamidation-induced structural changes and their effects on the anti-apoptotic function of Bcl-
xL are not yet completely understood. Understanding the dynamics of the IDR and the structural
changes upon its deamidation plays a crucial role in elucidating potential impacts of deamida-
tion on the structure and function of Bcl-xL. This study aimed to computationally unravel the
structural consequences of deamidation that lead to loss of Bcl-xL anti-apoptotic function at the
atomic level. The outcomes of this project are expected to pave the way for future experimental
and computational studies.

Keteniminium salt is the main interest in the second part of the thesis by combining com-
putational and experimental studies. In recent years keteniminium salt (KI) gains attention and
has been subjected over 120 research articles and reviews. KIs are an improved alternative to
their ketene analogues, due to their higher reactivity and high electrophilicity. Keteniminium
salts are also versatile and reactive cationic intermediates in organic chemistry and they are used
in a wide range of reactions such as cycloaddition, 6π/10π electrocyclizations, Pictet–Spengler
cyclization, and so on. Historically, the pioneers of the use and synthesis of KI are Viehe and
Ghosez [26, 27]. Various KI formation reactions, allowing a broader use of these intermediates,
have been disclosed, namely reactions of α-haloenamines with Lewis acids,[27, 28, 29] trifla-
tion of amides,[30] methylation of ketenimines,[31] and protonation of ynamines [32, 33] and
ynamides [34, 35, 36]. In the thesis, keteniminium salt was covered from formation to the reac-
tions in which KI involves. KI chemistry was divided into two chapters. Chapter 7 was divided

11



into three topics, namely formation of KI, [2+2] cycloaddition reaction and intra-molecular
competition reactions. Intramolecular and intermolecular [2 + 2] cycloaddition reactions of
KIs with alkenes or alkynes are widely used methods to obtain cyclobutanone/cyclobutenone
derivatives. Briefly, structural and energetic analysis and the reactivity differences in starting
amides and keteniminium derivatives bearing different substituents were scrutinized by means
of density functional theory (DFT). Electrocyclization is a powerful method to build complex
structural motifs. Chapter 8 covers reactivity and propensity of KIs toward electrocyclization
reactions. In addition, the true nature of the cyclization mechanism of keteniminium salts is
disclosed via a range of different analysis techniques. Computational findings were in line with
experiments.
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Chapter 2

Objective and scope

Brief information about the research topics was presented in Chapter 1. Chapter 3 includes
basic principles of Molecular Mechanics (MM) and Quantum Mechanics (QM) methods.

The first topic of interest in this thesis is the investigation of deamidation impact on the struc-
ture and function of anti-apoptotic Bcl-xL to gain insight into its loss of function by performing
microsecond-long molecular dynamics (MD) simulations. In Chapter 4 structural consequences
of deamidation on Bcl-xL in water is highlighted at the atomic level. In Chapter 5, the potential
impacts of deamidation in the IDR and membrane association induced conformational changes
is investigated by employing molecular dynamics simulations. Chapters 6 covers the investi-
gation of the structural behavior of BH3-only peptide to understand complex systems between
anti-apoptotic protein and BH3-only peptide.

In the second part of the thesis, keteniminum salts (KIs) are investigated from their for-
mation to the reaction (Chapters 7 and 8). Thus, understanding the mechanistic aspect of the
KI formation reactions eases the design and development processes of these intermediates to
access complex structures. Chapter 7 includes three topics. Firstly, an extensive range of sub-
stituents and their effects on the reactivity of the starting amide is scrutinized to give insight
on their contributions to the KI formation mechanism by activation of an amide. Then, [2+2]
cycloaddition reactions of KIs with alkene/alkyne computationally is investigated and the out-
comes is discussed. Competition reactions between intramolecular [2+2] cycloaddition and
6π-electrocyclization of KI are examined and experimental findings are elucidated by means of
DFT study. Lastly, in Chapter 8 keteniminium derivatives bearing different substituents lead-
ing to six different heterocyclic systems are explored via DFT and a range of different analysis
techniques. This study aims to give insight on reactivity of KI derivatives bearing different
substituents and heteroatoms towards electrocyclization reactions.
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Chapter 3

Theoretical Background

This chapter summarizes Molecular Mechanics (MM), particularly Molecular Dynamics (MD)
and Quantum Mechanics (QM) in order to provide the basic principles of the theoretical ap-
proaches used in the thesis.

3.1 Molecular Mechanics (MM)

Molecular Mechanics is a powerful method in order to calculate and predict properties of
molecules and mostly used in molecular modeling. Molecular mechanics defines the total en-
ergy through a Force field (FF) which is a combination of a parameterized equation and its
paramter value set. A typical force field consists of bonded and non-bonded terms as follows:

V = ∑
bonds

Vbond + ∑
angles

Vbend + ∑
dihedrals

Vtors + ∑
pairs

VvdW + ∑
pairs

Velec (3.1)

V = ∑
bonds

Kbond(r− r0)2 + ∑
angles

Kbend(θ −θ0)2 + ∑
dihedrals

Vn

2
[1 + cos(nφ − γ)]

+ ∑
pairs

Ai j

r12
i j
−

Bi j

r6
i j

+ ∑
pairs

qiq j

εri j

(3.2)

where Kbond is specific bond force constant, r is bond length and r0 is equilibrium bond distance,
Kbend is the angle bending force constant, θ is the bond angle, θ0 is equilibrium bond angle, Vn is
the amplitude, n is the number of minima on the potential energy surface (PES), φ is the torsion
angle/dihedral angle and γ is the phase factor. For non-bondend terms: where van der Waals
interaction between two atoms i and j separated by distance rij is described by the 12-6 Lennard
Jones potential (LJ) with parameters Ai j and Bi j. LJ describes the repulsive and attractive forces
between two particles as successively shown in the equation. Coulomb potential is described
by electrostatic interaction between a pair of atoms i and j using the point charge qi and q j on
atom, ε as the dielectric constant of medium and r as distance between charges.

Selection of force field (FF) depends on the system (the number of atoms, the research
problem, details, and so on). Coarse grain (CG), united atoms (UA) and all atoms (AA) FFs are
commonly used force fields. In this dissertation, we used a all atom model using Amber force
fields.
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3.1.1 Newton’s equation of motion
MM is often used in conjunction with molecular dynamics (MD) using Newton’s equations of
motion:

Fi = miai (3.3)

The force is derived from the potential energy function with respect to the internal coordinates:

Fi =−∂U(r)

∂ ri
(3.4)

Equation 3.3 and Equation 3.4 define the Newton’s second law of motion:

miai = Fi−
∂U(r)

∂ ri
(3.5)

where Fi is force on an atom, mi is mass of the atom along the coordinate ri, ai is acceleration
of the atom.

3.1.2 Integration of Newton’s equations of motion
The equations of motion are integrated by using finite difference methods, such as leapfrog,
Verlet algorithm, or velocity Verlet algorithm, which give approximate position and dynamic
properties.The velocity Verlet algorithm calculates positions, accelerations, and velocity at the
same time (Equations 3.7, 3.8, and 3.9).

v(t +
1
2

∆t) = v(t)+
1
2

a(t)∆t (3.6)

x(t + ∆t) = x(t)+ v(t +
1
2

∆t)∆t (3.7)

a(t + ∆t) = f (x(t + ∆t)) (3.8)

v(t + ∆t) = v(t +
1
2

∆t)+
1
2

a(t + ∆t)∆t (3.9)

Iterating those equations over time using molecular mechanics as a definition of the energy of a
molecular system defines a molecular dynamics (MD) simulation.

3.1.3 Molecular dynamics simulations
MD simulation provides time-dependent behavior of a biomolecular system and changes in
conformational properties by mimicking the biological environment conditions.

Historically, the first MD simulations were performed for a liquid hard sphere model by
Alder and Wainwright in the late 1950’s [40, 41]. In 1974, Rahman and Stillinger performed
the first simulation in realistic environment, that is, in liquid water.[42] Then, the first MD
simulation of proteins were studied by McCammon et al in 1977.[43] They studied the dynamics
of a folded globular protein (bovine pancreatic trypsin inhibitor).
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Periodic boundary conditions (PBC) are used to mimic the bulk effect and avoid boundary
effects caused by finite size. PBC is the repetition of the simulation box (the unit cell) in all
directions throughout space- so called images of the system in order to form an infinite lattice.
When a molecule/particle moves and leaves the simulation box, one of its periodic images
will enter from the opposite side with exactly the same way and direction. Thus, the number
of molecules in the simulation box will conserve and the system feels as having no surface.
Various periodic cell shapes, such as cubic, truncated octahedron, and rhombic dodecahedron
(RHDO) are possible and the periodic cell is chosen corresponding to system size/shape and
simulation program functionality.

There are two approaches for solvation model, namely implicit and explicit models. In
PBC, the explicit solvent model is used. In explicit solvation, three types of water models are
possible which are rigid point charges (i.e., fix atom positions), flexible point charges (i.e.,atoms
on spring) and polarizable (i.e., accounting for explicit polarization) models. The mostly used
solvation model is the rigid TIP3P water model.

In PBC, direct summation, Ewald summation, and Particle-mesh Ewald (PME) are the most
common approaches to calculate long-range interactions. Ewald Methods is computationally
expensive. Particle Mesh Ewald (PME) is the most used method in MD to consider long-range
electrostatic interactions.[44, 45] Compared to Ewald summation (O(N2)), PME uses Fast-
Fourier transform (FFT) to accelerate reciprocal space computations and scales as O(Nlog(N)).
Thus, it is a faster algorithm and reduce time for calculations.

Potential energy surface (PES) covers all possible conformations of a molecule/system. The
ergodic hypothesis is that the ensemble averages utilized to compute expectation values can be
substituted by time averages over the simulation. In other words, an average ensemble observ-
able equals a time-averaged observable (Equations 3.10).

〈A〉ensemble = 〈A〉time (3.10)

In addition, MD simulations permit to find out the macroscopic properties of a system through
microscopic simulations. A macroscopic state properties are calculated by using thermody-
namic ensembles, which are a collection of microscopic states. The most common ensembles
are:

• Microcanonical ensemble (NVE) ensemble; constant N, V, and E,

• Canonical ensemble ensemble (NVT); constant N, V, and T,

• Isothermal-isobaric ensemble (NTP); constant N, T, and P,

• Grand canonical ensemble (µVT); constant µ , V, and T.

where number of particles (N), volume (V), energy (E), temperature (T), pressure (P), and
chemical potential (µ).

The most commonly used ensemble is NVT due to its computational efficiency. In this
dissertation, NVT ensemble was used in all sampling simulations.

Various temperature algorithms are available in order to maintain a constant temperature
during the simulations and to adjust the temperature to the desired value. Berendsen thermo-
stat modifies/updates the velocity at an assigned time scale by using a weak-coupling algorithm
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Figure 3.1: Representative MD simulation flow.

[46]. The drawback of the Brendsen thermostat is its weak velocity rescaling to ensure temper-
ature distribution. In 1980, Andersen developed a stochastic collision model by having random
(imaginary) collisions of molecules with an imaginary heat bath at the desired temperature.[47].
Langevin thermostat introduces the (random) collision frequency "γ" by imposing a frictional
drag force on the motion of the solute in the solvent. This thermostat is widely used thermo-
stat in production simulations. Nosé-Hoover, another frequently used thermostat, includes the
heat bath explicitly as an additional degree of freedom. In order to maintain constant pressure
Berendsen, Andersen, and Parrinello-Rahman barostats can be used in MD simulations.

The discrete time step, ∆t is a limitation of MD. Longer time length can yield less efficient
sampling. In order to increase the time steps and reach longer time length, constraints can be
employed. H-bond vibration being the fastest motions in a simulation, the SHAKE algorithm
can be carried out in order to constrain bonds involving all hydrogen bonds (i.e., by eliminating
the fastest H bond vibrations).[48] The SHAKE algorithm allows an increase of the time step,
usually 2 fs. Hydrogen Mass Repartitioning(HMR) can help increasing the time step to 4 fs by
transfering a fraction of the masse of heavy elements (e.g., C, N, O, etc.) to their neighbouring
hydrogen atoms, and in turn, slowing down the bond vibrations [49].

Taken together, MD simulation is an useful method to scrutinize protein, complex, and
dynamic processes that occur in biological systems. MD parameters (temperature, length of
run, and step size, etc.) and starting structure play crucial roles on MD simulation in order to
sample representative conformations. In the end, typical MD flow are depicted in Figure 3.1.

3.1.4 Replica Exchange Molecular dynamics (REMD)

In classical/conventional MD, it is hard to scan/discover large areas of the energy landscape
due to energy barriers between different local energy minima. To overcome the sampling prob-
lem in classical MD one of the mostly used methods is replica exchange molecular dynamics
(REMD), also known as parallel tempering. REMD is an useful technique, which enhances
the conformational sampling of proteins [50, 51]. Basically, REMD includes parallel multi-
ple independent simulations at different temperatures which periodically attempt an exchange
in temperature (Figure 3.2). Therefore, low temperature replicas can exchange temperature
with higher temperatures and rapidly pass potential barriers by allowing enhanced sampling
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of conformations. Besides temperature exchanges between replicacs in temperature REMD
(T-REMD), Hamiltonian REMD (H-REMD), pH-REMD, Reservoir REMD, constant Redox
Potential REMD (E-REMD) are also the types of exchange attempts.

Figure 3.2: Schematic representation of REMD.

3.1.5 Principal components analysis (PCA)

Principal Components Analysis (PCA) provides insight into the dominant motions and the es-
sential dynamics of the system.[52] Briefly, principal components analysis translates Cartesian
coordinates (trajectories) into the dominant motions. Through PCA, the conformational dif-
ferences between simulations are explored by investigating the distribution overlap. Visual
inspections of principle componentd (PC) provide information on the similarity of the mo-
tions. PCs (Normal modes) can be visualized with Normal Mode Wizard (NMWiz)[53] in
VMD (1.9.3)[54].

3.1.6 Clustering Anaysis

Clustering is one of the popular techniques in order to group similar conformations into subsets
(i.e., clusters) [55, 56]. Various clustering algorithms are available, such as dbscan, hierachi-
cal, k-means. Clustering algorithms detect and distinguish different clusters and group them
based on conformational (dis)similarities. Clustering analysis gives insight into conformational
changes/states during the simulations and help to understand structural and function relation-
ships for a given system. In the thesis, HierAgglo algorithm (hierarchical agglomerative) with
linkage and sieve was used by performing the combined clustering analysis.
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3.2 Quantum Mechanics (QM)

3.2.1 The Schrödinger Equation
QM provides mathematical tools in order to describe the properties of microscopic systems.
The behavior of electrons in molecules under the influence of the electromagnetic field exerted
by nuclear charges can be described by the time-independent Schrödinger equation:

Ĥψ = Eψ (3.11)

where Ĥ is the Hamiltonian operator and energy of the system E is the eigenvalue. ψ is the wave
function which is the mathematical function that describes the spatial distribution of electrons
and nuclei in the system. The Hamiltonian operator is the sum of kinetic energy operator and
potential energy operator:

Ĥ = T̂ +V̂ (3.12)

For "m" is mass of a particle , the kinetic energy operator (T̂ ) can be expressed in three dimen-
sions as:

T̂ =− h̄2

2m
∇

2 (3.13)

where

∇
2 =

[
∂ 2

∂x2 +
∂ 2

∂y2 +
∂ 2

∂ z2

]
(3.14)

and
h̄ =

h
2π

(3.15)

where h̄ is Planck’s constant divided by 2π .
For a n particle system, the kinetic energy operator is represented as:

T̂ =− h̄2

2mi

n

∑
i=1

∇
2 (3.16)

The potential energy operator for a system of charged nuclei i and j is as follows:

V̂ (r) = ∑
i> j

ZiZ je2

4πε0

1
|ri− r j|

(3.17)

where the atomic number of particle is represented as Z, the unit charge is e, ε0 is the permittivity
constant (value) and the distance between particles is r.

For a molecular system composed of electrons and nuclei, the potential energy operator in
Equation 3.17 becomes:

V̂ (r) =−∑
A,i

ZAe2

4πε0

1
|rA− ri|

+ ∑
A>B

ZAZBe2

4πε0

1
|rA− rB|

+ ∑
i> j

e2

4πε0

1
|ri− r j|

(3.18)

In Equation 3.18, the electron-nuclei attraction is defined with the first term, nuclei-nuclei
repulsion is accounted in the second term and the last term also presents electron-electron re-
pulsion. Hence, Equation 3.12 can be written as:

Ĥ = Tn + Te +Ve−n +Vn−n +Ve−e (3.19)
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Two-particle systems can be solved accurately by the Schrödinger equation. However, the
Schrödinger equation for multi-electron (many particle systems) is hard to solve and need
some approximations. Hence, some approximations were proposed in order to solve the equa-
tion/problem, such as the Born-Oppenheimer Approximation, the Hartree-Fock (HF) theory,
and the Density Functional Theory (DFT). The nuclei are much heavier than electrons therefore
their motions are much slower than electron motions and the electronic wave function depends
upon the nuclear positions but not upon their velocities. Born-Oppenheimer Approximation as-
sumes that the positions of the nuclei can be considered to be fixed. This allows the separation
of the Hamiltonian into nuclear Ĥn and electronic Ĥel parts. Equation 3.19 can be expressed
as:

Ĥ = Tn +Vn−n +Ĥel (3.20)

The nuclear kinetic energy term in Equation 3.19 is therefore neglected, and nuclear-nuclear
potential energy term is considered as a constant. Thus, the electronic structure of a molecule
can be solved by the electronic Schrödinger equation:

Ĥelψel = Eelψel (3.21)

And the total energy of the system is defined as:

Etotal = Eel +Vn−n (3.22)

One of the main approximation methods used in quantum mechanics in order to solve Equa-
tion 3.21 is the variational method which allows us to estimate the energy of the ground state
of a many particle system. Variational principle states that the expectation value of the Hamil-
tonian which is computed with any trial wave function (Φ) is always higher than or equal to the
energy of the ground state (ε0). ∫

Φ∗ĤΦ∫
Φ∗Φ

≥ ε0 (3.23)

An approximation to the ground state can be found by varying Φ inside a given set of functions
and looking for the function that minimizes the expectation value of the Hamiltonian. Hartree-
Fock Theory and Density Functional Theory are based on this variational principle.

3.2.2 The Hartree-Fock (HF) Theory
The Hartree-Fock (HF) theory is one of the approximate theories in order to solve the many-
body Hamiltonian. In the Hartree-Fock method, the electrons are considered as occupying
single-particle orbitals making up the many-electron wave function. By an effective potential
each electron experiences the presence of electrons in other orbitals. The overall electronic
wave function of a system composed of N number of electrons is defined as a Slater determinant
which is constructed by antisymmetrized product of one-electron wave functions, satisfying the
Pauli Exclusion Principle.

Ψ
SD(~x1,~x2, ..., ~xN) =

1√
N!

∣∣∣∣∣∣∣∣∣∣
χ1(~x1) χ2(~x1) . . . χN(~x1)

χ1(~x2) χ2(~x2) . . . χN(~x2)
...

...
...

χ1(~xN) χ2(~xN) . . . χN(~xN)

∣∣∣∣∣∣∣∣∣∣
(3.24)
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A spin orbital (χ) is simply the product of a spatial orbital (ϕ) and the spin function (g) in
a given coordinate r. The value of g(ms) can be either α or β depending on the value of the
quantum number ms.

χi(r) = ϕ(r)g(ms) (3.25)

Molecular orbital coefficients are varied according to the variational principle and the overall
wave function is optimized in an iterative manner until no further changes occur. This procedure
is called the Self-Consistent Field (SCF). Hartree-Fock equation is used for the minimum energy
calculations of the corresponding orbital of energy εi:

F̂ = εiχi (3.26)

The Fock operator for each electron i (F̂i) is expressed by:

F̂i =−1
2

∇
2
i

nuclei

∑
k

Zk

rik
+VHF(i) (3.27)

where VHF(i) is the Hartree-Fock potential which accounts for the average repulsive potential
experienced by each electron due to the other electrons.

The SCF strategy uses some guess wave functions to construct the Fock operator, and then
solve the Schrödinger equation. The procedure is then iterated by using the output functions as
new input functions or with more sophisticated methods until the input and output functions are
the same. If the convergence fails, the trial functions are varied and the process is iterated upon
till self-consistency is attained to yield numerical solutions to the Hartree-Fock potential.

Electrons as charged particles expose Coulomb repulsion and the motion of one electron
has an impact on the motion of the others. Hartree-Fock theory stems from the description of
the dynamic electron correlation as induced by their instantaneous mutual repulsion. The meth-
ods, which are based on the wave function calculation, such as Configuration Interaction (CI),
Møller-Plesset Perturbation Theory and Coupled Cluster are computationally very expensive.
Density functional methods potentially offer as accurate results but with a lower computational
cost.

3.2.3 Semi-Empirical Methods
Semi-empirical (SE) methods use of parameters derived from experimental (emprical) data and
theoretical approximations in order to simplify the Hartree–Fock (HF) method. Semi-empirical
methods proposed distinct approximations to the Hamiltonian by neglecting many integrals
(particularly two electron integrals) in order to speed up/simplify the calculations and reduce
the computational cost. Additionally, SE methods consider only the valence shell electrons
and a minimal basis set is used. Several semi-empirical methods have been developed and
parameterized with different approximations. SE are commonly based on the Zero Differential
Overlap approximation (ZDO) which neglects the overlap between different basis functions
centered on different atoms:

φ
A
µ (i)φ

B
µ (i) = 0 i f A 6= B (3.28)

The various ZDO models can be grouped according to their approximations for the one and
two electron integrals. When complete neglect of differential overlap (CNDO) [57] uses zero-
differential overlap (ZDO) for the two-electron integrals, intermediate neglect of differential
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overlap model (INDO) [58] covers the integrals that are over orbitals centred on the same atom
(one-center two electron integrals).

Mostly used modern semi-empirical methods are neglect of diatomic differential overlap
model (NDDO) based,[59] such as MNDO, AM1, PM3, PM6, and PM7. In the MNDO method
(modified neglect of diatomic overlap) introduced by Dewar and Thiel [60], the repulsions be-
tween atoms which are separated by their van der Waals distances are overestimated. AM1
(Austin Model 1) [61] treats the hydrogen bondings better than MNDO but the misrepresenta-
tion of the hydrogen bonds is still a problem. PM3 (parametrized model number 3) [62] method
uses the same equations and formalism as the AM1 method but the number of parameters for
each element is different. PM6 (Parameterized Model 6) includes improved parameters (esp.
transition metal systems) and core-core interaction[63]. PM7 (Parameterized Model 7) is an im-
proved version of PM6 which adds explicit terms to describe non-covalent interactions (NCIs).

3.2.4 Density Functional Theory
Density Functional Theory (DFT) is one of the extensively used the method for the quantum
mechanical calculations of many-body systems [64, 65]. Contrary to Hartree-Fock Theory
which deals directly with the wave function, DFT is based on the electron density. In 1964, DFT
was introduced with the Hohenburg-Kohn that proposed that the density of a system determines
all its ground-state properties. Calculation of the kinetic energy of the system is the main
difficulty in the Hohenburg-Kohn approach. The Kohn-Sham (KS) density functional theory
provides a workaround by dividing the kinetic energy (KE) functional of a system into two
parts: a) one that considers electrons as non-interacting particles and b) a small correction term
accounting for electron-electron interaction as follows:

E[ρ(r)] = EKE [ρ(r)]+ EH [ρ(r)]+ EXC[ρ(r)] (3.29)

where ρ(r) refers to the total electron density at a particular point "r". EKE[ρ(r)] is the kinetic
energy of the non-interacting electrons:

EKE [ρ(r)] =
N

∑
i

∫
ψi(r) − ∇2

2
ψi(r)dr (3.30)

where ψi(r) is the Kohn-Sham molecular orbitals.
EH[ρ(r)] is the electron-electron Coulombic energy which does not consider the correlation
between motions of electrons (Equation 3.31)

EH [ρ(r)] =
1
2

∫ ∫
ρ(r1)ρ(r2)

|r1− r2|
dr1dr2 (3.31)

The last term, the exchange-correlation (XC) energy (EXC[ρ(r)]) corresponds to the correction
to the kinetic energy appearing from the interacting nature of electrons of opposite spin (cor-
relation term) and non-classical corrections to the electron-electron repulsion energy between
electrons of the same spin (exchange term) given by:

EXC[ρ(r)] =
∫

ρ(r)εX [ρ(r)]dr +
∫

ρ(r)εC[ρ(r)]dr (3.32)
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The wave function of this system with N number of electrons can be shown as a Slater determi-
nant of one-electron functions χi. Hence, the electron density can be written as:

ρ(r) =
N

∑
i
< χi|χi > (3.33)

Therefore, the hamiltonian hKS
i of the Kohn-Sham equations:

hKS
i χi = εiχi (3.34)

where hKS
i is the Kohn-Sham Hamiltonian and εi is the KS orbital energy. The KS Hamiltonian

can be expressed as:

hKS
i =−∇2

2
−

nucleus

∑
k

Z2
k

|ri− rk|
+
∫

ρ(r)

|ri− r j|
dr +VXC (3.35)

The exchange correlation potential VXC is the functional derivative of the XC in Equation 3.32.

VXC[ρ(r)] = εX [ρ(r)]+ εC[ρ(r)]+
∂εX(r)

∂ρ
+

∂εC(r)

∂ρ
(3.36)

The exchange-correlation energy (EXC) is separated into two terms, namely an exchange term
"EX", which is related to the interactions between electrons of the same spin and a correlation
term "EC", which is associated with the interactions between electrons of opposite spin. These
terms also denote the electron density functionals.

EXC[ρ(r)] = EX [ρ(r)]+ EC[ρ(r)] (3.37)

Most common DFT functionals were summarized herein. The local density approxima-
tion (LDA) includes the exchange-correlation functional together and assumes that the electron
density is uniform everywhere given by:

ELDA
XC [ρ(r)] = ELDA

X [ρ(r)]+ ELDA
C [ρ(r)] =

∫
ρ(r)ε

LDA
X ρ(r)dr +

∫
ρ(r)ε

LDA
C ρ(r)dr (3.38)

where Thomas- Fermi-Dirac method (approx. to the exchange energy):

ELDA
X [ρ(r)] = CX

∫
ρ(r)4/3dr (3.39)

and εLDA
X referring the exchange energy per electron:

ε
LDA
X = CX ρ

1/3 (3.40)

with CX a constant, which is equal to 0.7386. The correlation energy EC[ρ(r)] is based on
Monte Carlo (MC) calculations for a homogeneous electron gas of different densities [66, 67,
68].
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Local Spin Density Approximation (LSDA) accounts for spin dependence into the function-
als and allows different orbitals for electrons with different spins for the spin polarized systems.
ELSDA

XC [ρ(r)] is expressed as:

ELSDA
XC [ρ(r)] = ELSDA

XC [ρα(r),ρβ (r)] = ELSDA
X [ρα(r),ρβ (r)]+ ELSDA

C [ρα(r),ρβ (r)] (3.41)

where α and β refers to spin up and spin down densities, respectively. ELSDA
X [ρα(r),ρβ (r)] is:

ELSDA
X [ρα(r),ρβ (r)] =−21/3CX

∫
[ρ

4/3
α (r)+ ρ

4/3
β

(r)]dr (3.42)

and exchange energy per electron εLSDA
X is described as:

ε
LSDA
X =−21/3CX [ρ

1/3
α + ρ

1/3
β

] (3.43)

Generalized gradient approximation (GGA) is the second generation of density functionals. In
contrast to LDA methods, GGA method assumes that the electron density is inhomogeneous
and includes both the density and gradients (∆ρ(r)) for the variation of ρ with position.

EGGA
XC [ρα(r),ρβ (r)] =

∫
f (ρα(r),ρβ (r),∆ρα ,∆ρβ ) (3.44)

where f is a function of ρα and ρβ , and their gradients. EGGA
XC is divided into exchange and

correlation parts and each part is modelled independently.
The commonly used EX functionals are B88, PW86, PW91, PBE[69]. The frequently used

the EC functionals are LYP, PW91, PBE, P86 [70] and any exchange functional can be used with
any correlation functional; BLYP functional [71, 72] is also an combination of B88 exchange
functional and Lee-Yang-Parr correlation functional [71, 73].

Meta-GGA (M-GGA) depend on the kinetic energy density or higher order density gra-
dients. Hybrid density functional (H-GGA) methods join non-local Hartree-Fock exchange
(HFX) with local/semi-local conventional GGA exchange in the EXC term obtained from KS
orbitals.

EXC[ρ(r)] = a0EHFX
X [{ψi}]+ (1−a0)EDFT

X [ρ(r)]+ EDFT
C [ρ(r)] (3.45)

where a0 coefficient refers to the fraction of HFX [74]. B3LYP, MPW1K, and O3LYP are some
of the popular examples of HGGA functionals.

Hybrid-meta GGA (HM-GGA) functionals depend on the HF exchange, the electron density
and its gradient, and the kinetic energy density. Examples of HM-GGA are BMK, MPWB1K,
M06-2X and so on. Range-separated (RS) functionals (CAM-B3LYP, ωB97X, M11 and son
on.) account for long-range and short-range interactions. Double-hybrid DFT (DH-DFT) func-
tionals (B2-PLYP, DSD-BLYP, DSD-PBEP86, etc.) includes Møller–Plesset perturbation the-
ory methods and show considerably better performance. However, computational cost is high
compared to the methods mentioned above.

Lastly, the functionals used in this thesis are B3LYP,[71, 75], M06-2X, [65, 76], hybrid-
GGA MPW1K,[77] range-separated ωB97XD and double hybrid B2PLYP functionals[78] to
establish hierarchy in the “Jacob’s Ladder”.
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Basis Sets

Basis set is the mathematical expression to define the orbitals within a system and is based on
linear combination of atomic orbitals (LCAO-MO) approximation, expressed as:

ψi =
n

∑
µ=1

φµcµi (3.46)

where ψ is the ith molecular orbital, φµ denotes the µ th atomic orbital, cµi molecular orbital
coefficients, and n is the number of atomic orbitals.

There are three types of basis sets, namely Slater-Type Orbitals (STO’s), Gaussian-Type
Orbitals (GTO’s), and Contracted Gaussian-Type Orbitals (CGTO’s). The STO’s are useful for
hydrogen-like species and have higher accuracy but they fails to describe non-spherical orbitals
and computational cost is high. Therefore, GTO’s were proposed to overcome these pitfalls.
They are much easier to compute and are widely used in DFT calculations. There are several
different types of basis sets, such as minical, double zeta (DZ), triple zeta (TZ), quadruple-zeta
(QZ), an so on.

Various basis sets have been developed over the years. Split-valence basis basis was intro-
duced by Pople et al. to split and treat valence and core orbitals separately. It uses only one
basis function for each core atomic orbital (AO), and a larger basis for the valence AO’s, thus
decrease the computational cost. The mostly used Pople basis sets are 3-21G, 6-21G, 6-31G*,
6-311G** and 6-31++G**. The former notation at left hand-side of the dash denotes the num-
ber of primitive Gaussian functions used to calculate core atomic orbitals and right hand-side
of the dash presents the valence shell orbitals, which are composed of a linear combination of
many Gaussian functions.

Polarization and diffuse functions are used to improve the basis sets to get more reli-
able/accurate results for electronic energy. In Pople basis sets, one asterisk (*) or (d) implies
that polarization functions added to heavy atoms. Two asterisks (**) or (d,p) is used to consider
both heavy atoms and hydrogens. In diffuse function, when a plus sign (+) refers to addition of
diffuse functions to heavy atoms, two plus signs (++) show the diffuse function addition to light
atoms.

Solvation Models

Solvation models account for solvent environments of molecular systems and mimic biological
environment/experimental environment to obtain more accurate and realistic outcomes. The
solvent models are divided into two groups, namely as explicit and implicit solvent models.
In the explicit solvent models, all solvent molecules are included and free energy of solvation
was calculated by considering solvent-solute interactions. Explicit models enable more realistic
approach, yet are computationally expensive. Implicit solvent model, also known as continuum
solvation model presents the solvent as a continuous medium and provides uniform polarizabil-
ity by employing static dielectric constant (ε). The solute molecule is placed inside a cavity
embedded in an uniform polarizable medium. The main advantages of implicit solvent models
is to reduce computationally cost. In general, total free energy of solvation is given by:

∆Gsolvation = ∆Gcavity + ∆Gdispersion + ∆Gelectrostatic + ∆Grepulsion (3.47)
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where ∆Gcavity denotes that free energy required to form the solute cavity. Dispersion interac-
tions between solute and solvent is represented as ∆Gdispersion. The third term, ∆Gelectostatic,
is the electrostatic energy and ∆Grepulsion is the energy caused by the exchange solute-solvent
interactions, which is not included in the cavitation energy term.

Various implicit solvation models are available, namely conductor-like polarizable con-
tinuum model (CPCM),[79] integral equation formalism polarizable continuum model (IEF-
PCM),[80] solute model based on density (SMD),[81] and COSMO,[82] etc. Polarizable Con-
tinuum Model (PCM) is one of the widely used implicit solvent models introduced by Tomassi
and coworkers [83, 84]. This model defines the cavity surface through spheres defined by
Van der Waals (vdW) radii centered at each atom. Conducter-like PCM (CPCM) treats the
conductor-like screening solvation boundary condition. Another widely used continuum solva-
tion model is IEFPCM, formulated by Cancés and Menucci [80, 85]. It uses connected spheres
(a set of overlapping spheres) to model the solute, with radii of the spheres similar to solute
atoms. Integral Equation Formalism of PCM was conducted for DFT solvent calculations in
this thesis. SMD is based on the QM charge density of a solute molecule interacting with a
continuum description of the solvent [81].

Population Analysis (Atomic Charge Models)

Since partial atomic charges are not physical observables, several charge models have been
developed. Atomic charges are mainly calculated by using the Mulliken population analysis,
the natural population analysis (NPA), or the Hirshfeld population analysis. The atomic charges
basically gives insight into the charge distribution in a structure/molecule, which, in turn, can
help picturing structural and reactivity differences. While Mulliken, Löwdvin, and NPA charge
schemes are based on wave functions, Hirsfeld analysis is based on electron density. If the
electron density of each atom is known, the atomic partical charge can be determined by using
Equation 3.48 [86]. The partial charge of an atom A is equals to nuclear charge ZA minus to
electron density in r as follows:

qA = ZA−
∫

ρA(r)dr (3.48)

In QM calculations, the total number of electrons (N) can be defined as:

N =
AO

∑
µ

(PS)µµ (3.49)

where P is the electron density and S is the overlap population summed over all atomic orbitals.
The Mulliken population is one of the well known methods for atomic charge analysis and

is expressed as:

qA = ZA−
AO

∑
µεA

(PS)µµ (3.50)

in which for the atom A, the atomic charge and the atomic number is denoted by qA and ZA,
respectively. Sum of µεA indicates that consideration of atomic orbitals, which is centered on
the Ath atom. Of note, even if Mulliken population analysis is a simple and computationally
attractive method, it highly sensitive to basis set choice and fail to give realistic results in ionic
species.
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Natural population analysis (NPA) based on Natural Bond Orbitals (NBO) is a frequently
used method developed by Weinhold and co-workers [87]. Natural bond orbitals are an or-
thonormal set of localized orbitals that describe possible Lewis structures of bonding electrons
and lone pairs. Advantages of this method over Mulliken population are that NPA displays less
basis set sensitivity/dependent and more rational electron distribution in ionic compounds.

Charges from electrostatic potentials (CHELP), charges from electrostatic potentials using
a grid (CHELPG), and the Merz-Kollman-Singh (MKS) are also broadly used charge models
and depends on the reproduction of the molecular electrostatic potential, that is, electrostatic
potential fitting. Atom in molecules (AIM) and Hirshfield are density related charge, that is,
based on the electron density.

3.2.5 Non-covalent Interaction Analysis (NCIs)
Non-covalent Interactions (i.e., H-bond, cation-π , π-π interactions, electrostatic interactions
and van der Waals interactions, and so on) are known to contribute to the stability of molecules,
such as proteins. Non-covalent interactions can be determined via NCI index based on the
electron density (ρ(r)) and the reduced density gradient(s)[88] as follows:

s =
1

2(3π2)1/3
|∇ρ(r)|
ρ(r)4/3 (3.51)

in which, s is the reduced density gradient and ρ is the electron density. "s" dramatically changes
in the presence of a weak interaction producing density critical points on 2D plot of s and ρ .
Additionally, NCIs are visualized by using NCIplot program [88].

3.2.6 Conceptual Density Functional Theory (CDFT)
Conceptual DFT involving global and local reactivity descriptors is a powerful tool in order to
and understand chemical reactivity and regioselectivities [89, 90, 91]. Parr and coworkers are
the pioneers of Conceptual DFT. [89] In CDFT, the electron density plays a crutial role on the
description of atomic and molecular ground states in quantum mechanics. CDFT is based on
the Hohenberg-Kohn theorem, where the ground state energy of a system with N electrons and
external potential V(r) are defined as a function of electron density depicted in Equation 3.52.

E[ρ(r)] = E[N;v(r)] (3.52)

Global reactivity descriptors

Global reactivity descriptors -chemical potential "µ", hardness "η", electronegativity "χ", soft-
ness "S", electrophilicity index "ω", nucleophilicity index "N" and so on- were introduced to
calculate and predict chemical concepts,such as reactivity, chemoselectivity, and regioselectiv-
ity.

Chemical potential “µ” is introduced by Parr et al.[92]:

µ =

(
∂E
∂N

)
v(r)

(3.53)
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where E is total energy, N is the number of electrons, and v(r) is the external potential of the
system.

Hardness “η” is the second derivative of energy "E" and based on the HSAB principles
defined by Domingo et al.[93]:

η =

(
∂ 2E
∂N2

)
v(r)

(3.54)

Softness S is expressed as the inverse of hardness "η". Hardness “η” is the second derivative
of energy "E" defined by Domingo et al.[94]

S =
1
η

(3.55)

The electrophilicity index "ω", combines electronic chemical potential "µ" and absolute
chemical hardness "η" to measure the reactivity of an electrophilic reagent. The electrophilicity
index ω was defined by Parr et al.[95] as follow:

ω =
µ2

2η
(3.56)

Nucleophilicty index "Nu" was developed by Domingo and co-worker. The relative nucle-
ophilicity index N is the HOMO energies with respect to HOMO energy of tetracyanoethylene
(TCE). Tetracyanoethylene is taken as a reference since it has lowest HOMO energy in which
the value of Nu(TCE) and provide nucleophilicity scale of positive values in Equation 3.57
shown as:

Nu = EHOMO(Nu)−EHOMO(TCE) (3.57)

Local Reactivity Descriptors

Local Reactivity Descriptors also provide several ways to predict and give insight into the ac-
tivity of a specific atomic site (r) within a molecule. Electron density play a crucial role on the
fundamental local reactivity descriptors. The Fukui function f (r) was proposed by Parr and
Yang [95] based on Fukui’s frontier orbital theory, assuming a reagent approaches others from
the reactive side which has the highest value of f (r), defined as:

f (r) = (
∂ρ(r)

∂N
)v(r) (3.58)

They assumed a frozen core [96], in which;

∂ρ = ∂ρvalence

and defined f−(r) for electrophilic and f +(r) for nucleophilic attacks as:

f−(r)≈ ρHOMO(r) (3.59)

f+(r)≈ ρLUMO(r) (3.60)
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The condensed Fukui functions based on Mulliken charges proposed by Yang and Mortier
[97] and Fukui functions are used to determine the most favored electrophilic, nucleophilic, and
radical attack sites as follows:

f− = qk(N)−qk(N−1) (3.61)

f+ = qk(N + 1)−qk(N) (3.62)

f0 = 1/2[qk(N + 1)−qk(N−1)] (3.63)

where, N is the number of total electrons and qk(N) , qk(N + 1), qk(N − 1) are the atomic
charges in the original, anionic radical and cationic radical species, respectively corresponding
to the site k.

Domingo and coworkers [96] introduced Parr functions P(r) based on atomic spin density
(ASD) for the radical of the original reagent. Local electrophilic Pk

+ and nucleophilic Pk
−

Parr functions are used to predict nucleophilic and electrophilic attacks, respectively. The Parr
functions P(r) (Equation 3.64 and Equation 3.65) are given by:

P−(r) = ρ
rc
s (r) (3.64)

P+(r) = ρ
ra
s (r) (3.65)

where ρrc
s (r) and ρra

s (r) are the ASD of the radical cation and anion, respectively.
Furthermore, the local electrophilicity ωk and nucleophilicity Nk indices of a site k also

permit to detect to predict the most favored nucleophilic-electrophilic attack sites. They are
calculated using the Fukui functions and the Parr functions defined as:

ωk = ω f +
k (3.66)

Nk = N f−k (3.67)

ωk = ωP+
k (3.68)

Nk = NP−k (3.69)
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Chapter 4

Impact of deamidation on the structure
and function of anti-apoptotic Bcl-xL in

water

4.1 Introduction
Apoptosis, known as programmed cell death, is a complex process and is initiated by three path-
ways, namely intrinsic, also known as mitochondrial pathway via diverse intracellular stresses,
extrinsic (death receptor-mediated pathway) via death receptors, and perforin/granzyme path-
ways [1, 2, 3, 4]. Each pathway is regulated by different apoptotic stimuli [4]. The Bcl-2 family
proteins mainly play an important role on the mitochondrial pathway of apoptosis by regulating
mitochondrial outer membrane permeabilization and subsequent apoptosis [5, 6, 7, 8].

4.1.1 Bcl-2 family protein

Figure 4.1: General presentation of Bcl-2 family.a Only BIK and HRX comprise the TMD.

The Bcl-2 family was classified into three sub-classes, namely anti-apoptotic proteins, pro-
apoptotic proteins, and BH3-only proteins (BOPs; activator and sensitizer BOPs) (Figure 4.1)
and mediates the mitochondrial (intrinsic) apoptotic pathway in response to various apoptotic
stimuli (cellular stress or damage signals) [9, 10]. Bcl-2 family proteins maintain/preserve
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balance in healthy cells. When this balance is disrupted, elevated numbers of anti-apoptotic
proteins are observed in various cancer cells, such as chronic myelogenous leukemia (CML),
pancreatic cancer, ovarian and small-cell lung cancer [76, 98, 99].

4.1.2 B-cell lymphoma-extra-large (Bcl-xL)

Figure 4.2: Front and side views of Bcl-xL (PDB code: 1LXL). (The black rectangle indicates
the front view of the binding groove. Blue color represents the IDR region (IDR), α1 in pink,
α2 in green, α3 in cyan, α4 in yellow, α5 in light orange, α6 in orange, α7 in red, and α8
in purple. “J” refers to the junction between two helices. J23 connects α2 and α3, J34 is the
junction of α3 and α4 and J45 connects α4 and α5.

Structurally, Bcl-xL consists of two hydrophobic, six amphiphilic helices (Figure 4.2) and a
C-tail composed of an α-helix (α9), known as the transmembrane domain (TMD)[13, 14, 17,
18]. Note that to date, the C-tail (α9 helix) had not been resolved in any of the available PDB
structures of Bcl-xL, but more recently the C-tail alone was experimentally resolved in phos-
pholipid nanodiscs (PDB ID: 6F46NMR[19] and PDB ID: 6X7INMR). Bcl-xL also comprises
four Bcl-2 homology domains (BH1-4) and a hydrophobic “binding groove” between α2-α5
helices capped by a short C-terminal (α8 helix). The binding groove (BG) of Bcl-xL accom-
modates the BH3 domain of the BOP and pro-apoptotic proteins. Furthermore, Bcl-xL has an
intrinsically disordered region (IDR) (residues 21-84), the so-called “loop region” between α1-
α2. Specific residues within the IDR of Bcl-xL are post-translationally modified in response to
diverse stimuli. Most of the previous studies lacked/omitted the IDR,[100, 101, 102, 103] how-
ever, the deletion of IDR increases the anti-apoptotic activity of Bcl-xL (hyper-function),[104]
hence, Bcl-xL without IDR fails to give full insight into the structure and function of the pro-
tein. Analysis of the intrinsically disordered region is essential since the IDR is the main site
for post-translational modifications (PTMs)[21, 22, 23, 24]. The importance of the IDR as well
as hotspots on the IDR have been reported in recent studies[20, 25, 105, 106, 107]. Two as-
paragine residues (Asn52 and Asn66)[25] on the IDR are well documented to deamidate and
this, in turn, is known to play a pivotal role on reduction/loss of anti-apoptotic activity of Bcl-
xL [25, 105, 106]. The impact of PTMs on Bcl-xL are not yet completely understood, however,
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apoptotic stimuli (DNA damage, UV, nutrient deprivation, chemotherapy, etc.) is known to
induce PTMs in Bcl-xL that lead to a) the release of BOP and the subsequent activation of pro-
apoptotic proteins, and b) the inhibition of its binding to pro-apoptotic and BH3-only proteins,
leading to apoptotic cell death[4, 108]. One of the goals of this study is to elucidate the im-
pact of PTMs that take place on the IDR, specifically deamidation, on the general structure of
Bcl-xL, which may eventually lead to the release of BOPs or an inefficiency of sequestering
BOPs.

4.1.3 Post-translational modifications (PTMs)

Post-translational modification (PTM) is a regulatory mechanism in many biological processes.
Most common modifications are acetylation, acylation, amidation, deamidation, phosphoryla-
tion, glycosylation, ubiquitination, nitrosylation and SUMOylation [109, 110, 111]. Influence
of post-translational modifications within the IDR are important to understand regulation and
downregulation of Bcl-xL [25, 105, 106, 112]. Specific residues within the IDR of Bcl-xL
are post-translationally modified in response to diverse stimuli. However, the effects of PTM
on Bcl-xL are not completely understood. Figure 4.3 presents known PTM sites on the IDR
region,[25, 106] namely deamidation (Asn52 and Asn 66) [13, 113, 114, 115], phosphorylation
(Thr47, Ser49, Ser62, and Ser 73) [21, 116], and cleavage (Asp61 and Asp76) [23, 24, 117]. No-
tably, the modifications increase negatively charged residues on the IDR and these can change
the interactions between IDR and core of Bcl-xL and hence structural behaviour. Among PTMs,
deamidation is of particular interest to this study.

Figure 4.3: Representation of Bcl-xL (PDB ID:1LXL) with known PTM residues/sites on the
IDR region. (Blue color denotes the IDR regions, α1 in pink, α2 in green, α3 in cyan, α4 in
yellow, α5 in light orange, α6 in orange, α7 in red, and α8 in purple.)
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4.1.4 Deamidation of Bcl-xL

Deamidation is a non-enzymatic reaction and one of the pivotal post-translational modifications
(PTMs), which is a regulatory mechanism in many biological processes. ‘Molecular clocks’
hypothesis by Robinson et al. emphasizes the importance of asparagine and glutamine deami-
dation and suggests that deamidation is a biological molecular timing mechanism that serves a
programmable genetic control to any desired time interval and control of biological processes
[11]. Deamidation rate is determined by protein structure and environment; deamidation half
times of proteins are shown to vary from a few hours to more than 100 years [118]. Asparagine
(Asn) and glutamine (Gln), two of the 20 naturally occurring amino acids, are inherently un-
stable under physiological conditions [12]. Gln and Asn are known to spontaneously yet non-
enzymatically deamidate into a mixture of glutamyl (Glu) and iso-glutamyl (iso-Glu) and a mix-
ture of aspartyl (Asp) and iso-aspartyl (iso-Asp) residues, respectively (Figure 4.4) [11, 119].
This, in turn, replaces a neutral residue with a negatively charged one and has the potential
to cause severe electrostatic clashes leading to structural deformations, which may eventually
have dramatic biological consequences. Gln deamidation is usually substantially slower than
Asn deamidation, hence asparagine deamidation has more biologically relevant consequences.
PIMT/PCMT repair mechanism converted iso-Asp to the mixture of Asp and iso-Asp over suc-
cinimide intermediate and does not fully goes back to Asn [11, 12, 25, 114, 118]. It important
to mention that contrary to reversible PTMs, such as phosphorylation which is a fast process,
[25] deamidation is a slower reaction and an irreversible PTM. The only way, which can miti-
gate its effects is the neosynthesis of natural protein, in this case, Bcl-xL. Hence, deamidation
is different from other PTMs and drew our attention to understand its impacts on proteins with
time.

A notable example is the mitochondrial trans-membrane protein, Bcl-xL,[13, 14] which
functions as an anti-apoptotic protein. Bcl-xL belongs to the Bcl-2 family,[15] which reg-
ulates the mitochondrial pathway of apoptosis in response to various apoptotic stimuli [16].
Bcl-xL indirectly binds to BH3-only proteins and prevents them from activating pro-apoptotic
proteins or directly binds to pro-apoptotic proteins and inhibits their pro-apoptotic activities,
which lead to cell death [108, 120, 121]. Additionally, Bcl-xL also indirectly plays a major role
in autophagy[18, 122] and senescence[123, 124] pathways. Since Bcl-xL is known to play a
pivotal role in the survival of tumor cells, understanding the inter-relations among apoptosis,
autophagy and senescence is pertinent in determining how Bcl-xL regulates cell survival or cell
death [125].

Only three asparagine residues (Asn52, Asn66 and Asn185) with an (n+1) glycine residue
(Asn-Gly) exist in structure of Bcl-xL. However, Asn185, being embedded in the core region,
is not prone to deamidation due to less water-exposure; as a result, it has a much longer deami-
dation half-life when com-pared to Asn52 and Asn66.6,16,45 Both asparagine residues, Asn52
and Asn66, are located in the IDR and undergo deamidation leading to a complete loss of pro-
tein function [13, 76, 98, 113, 115]. While Bcl-xL deamidation leads to apoptosis in normal
cells, tumor cells are known to have acquired resistance to apoptosis and a clear survival advan-
tage by suppressing Bcl-xL deamidation and its biological consequences [98]. In 1997, Aritomi
et al. published the first report on Bcl-xL’s susceptibility to deamidation, when defining the
crystal structure of rat Bcl-xL (PDB ID: 1AF3X-Ray) [13]. They defined the deamidation sites
of rat Bcl-xL by high performance liquid chromatography (HPLC) and iso-Asp was only de-
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Figure 4.4: General mechanism of Asn and Gln deamidations.

tected in Asn52 and Asn66 showing the susceptibility of both residues. Similarly, Takehara
and Takahashi reported that Asn52 and Asn66 residues of human Bcl-xL are prone to deamida-
tion [98]. In general, Bcl-xL deamidation is accelerated by DNA-damage inducing agents used
in cancer treatment [76, 115, 126]. Notably, unlike the rest of the Bcl-2 family, asparagine-
glycine (Asn-Gly) sequences in the IDR of Bcl-xL are evolutionarily conserved, showing their
biological significance.

Previously, Deverman et al. (Weintraub lab) reported that the deamidation of Bcl-xL down-
regulates the anti-apoptotic activity of Bcl-xL [113]. However, in 2003 they published an erra-
tum indicating that an undetected mutation was observed and Bcl-xL-BIM binding was recov-
ered, that is, Bcl-xL does not lose its ability to bind to the BH3-only proteins upon deamidation
[127]. However, they had failed to consider the possibility of iso-Asp conversion in their study.
Later, Alexander and coworkers confirmed the initial results of Deverman et al. by showing
the loss of Bcl-xL’s anti-apoptotic function when deamidated, and reported that iso-Asp52/iso-
Asp66 residues in the IDR region prevent the sequestering of BH3-only proteins[115]. There-
fore, it is imperative to further investigate the structural changes in Bcl-xL upon deamidation of
Asn52 and Asn66 in order to clarify these seemingly controversial experimental results. The
current study is the first step towards this goal, where we computationally explore the structural
and biological consequences of Bcl-xL deamidation at the atomic level. More recently, in 2018,
Follis et al. reported a new NMR structure of a Bcl-xL phosphomimetic mutant (S62E-Bcl-
xL, PDB ID: 6BF2NMR, 20 conformers) and experimentally investigated the effect of PTMs in
the intrinsically disordered region (phosphorylation and deamidation in IDR) on the regulation
of apoptosis [105]. They proposed that phosphorylation (S62E) and deamidation (N52D and
N66D) in the IDR induce allosteric interactions in the binding groove leading to the release of
pro-apoptotic proteins, which in turn trigger apoptosis.

Previous experimental studies, mentioned earlier, indicated the significant impact of deami-
dations in the IDR on the function of Bcl-xL [25, 105, 106, 128, 129, 130]. On the other hand,
there is only a limited number of computational studies performed on Bcl-xL that includes the
IDR. In 2013, Maity et al. reported significant differences between the conformational dynam-
ics of Bcl-xL in water and in membrane (total 1.6µs, implicit models) [102]. In water, the C-tail
covered the binding groove and acted as a lid. In water and membrane environments, principal
components of the motions were significantly different implying conformational transitions of
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Bcl-xL in the membrane. However, the model used by Maity et al. was truncated by removing
the Bak peptide from its complex with Bcl-xL (PDB ID: 1BXLNMR), moreover, the IDR was
not present. In 2017 Priya et al.[131] investigated the influence of the IDR on the function of
Bcl-xL by comparing Bcl-xL with and without the IDR (total 800 ns, NPT simulations). They
showed that the IDR allosterically modulates the structural dynamics of Bcl-xL and they val-
idated this finding through testing the effect of phosphorylation of S49 and S62 in the IDR.
Phosphorylation in the IDR induced changes in electrostatic interactions in the BG, showing al-
losteric regulation. In Priya’s study, deamidation in the IDR was not explored and the complete
experimental (NMR) structure (PDB ID: 1LXL (residues 2–196)) of Bcl-xL was not utilized.
More recently, in 2020, Marassi and coworkers described and investigated the conformation of
full-length Bcl-xL in both its soluble and membrane-anchored states using NMR spectroscopy,
isothermal titration calorimetry (ITC) and molecular dynamics (1 µs×5 MD simulations) [132].
The study mostly focused on the tail-groove interaction in solution. Their model was modified
Bcl-xL/Bak-BH3 complex (PDB: 1BXLNMR) by adding a loopIDR section from 1LXLNMR and
by replacing the C-terminal His-tag with the C-tail (residues 210–233) from 6X7INMR. The
Bak-BH3 peptide was removed, and the C-tail was docked into the binding groove. The MD
simulations in their study was somewhat limited and did not offer any insight on deamidation
in the IDR. Taken together, the computational studies, in general, had short simulation times
(maximum 1µs) causing limited sampling; moreover, these studies used truncated or modified
models of Bcl-xL, where the IDR was subsequently added. To date, the mechanism by which
Bcl-xL deamidation induces apoptosis remains unclear. In the current study, we used a non-
modified, non-truncated experimentally available form of Bcl-xL, unlike previous studies. This
study is the first attempt to investigate the structural and biological consequences of Bcl-xL
deamidation at atomic resolution through microsecond long MD simulations. In this context,
clustering, principal component analysis (essential dynamics) and H-bond interactions were
particularly scrutinized.

4.2 Methodology
Initial structure “1LXL” was retrieved from the Protein Data Bank (Homo sapiens); cloning ar-
tifacts and histidine tags were removed. Deamidated structures (DM1 and DM2) were built by
replacing Asn to Asp and iso-Asp, respectively. MD simulations were performed by using the
Amber18 program package [133]. All MD simulations were performed using the Amberff14SB
[134] force field implemented in the Amber18 program package [133] and solvation was carried
out using the TIP3P [135] explicit water model forming cubic boxes. Counter ions (sodium or
chloride) were added into each system to neutralize charges. Amber force field for L-iso-Asp,
which is a non-standard amino acid, was parameterized with the antechamber and tleap modules
as implemented in the Amber simulation package (see details in Appendix A: Figure A.1 and
Table S1). After the preparation step, all systems (WT, DM1 and DM2) were minimized using
the steepest descent method with harmonic restraints on all heavy atoms. In the minimization
step, NVT ensemble with Andersen temperature coupling [47] was employed and the velocities
were randomly updated every 10 steps. Long range interactions were calculated using the par-
ticle mesh Ewald (PME)[45] method with the default 8 Å cutoff distance. SHAKE algorithm
was carried out in order to constrain bonds involving hydrogen atoms [48]. Equilibration runs
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were performed using the NPT ensemble with a Monte Carlo barostat. Time step for the equi-
libration runs was set to 2 fs. A five-step equilibration protocol was conducted as follows: 1)
all heavy atoms were restrained with a harmonic potential of 50 kcal mol-1 Å-2 for 0.1 ns at 10
K, to provide a proper geometry for the H atoms. 2) restraints on the oxygen atoms of water
molecules were removed to optimize the positions of water molecules with respect to the protein
environment using the same restraining potential for 0.1 ns at 10 K. 3) the harmonic potential
was decreased to 5 kcal mol-1 Å-2 by repeating the 2nd step. 4) the entire system was equili-
brated without restraints for 0.1 ns at 10 K. Under the Andersen thermostat [47] the velocities
were randomly updated every 10 steps throughout equilibration steps 1-4. 5) The systems were
gradually heated to 300 K for 2 ns using the Berendsen thermostat[46] with a coupling time
of 1.0 ps. Production runs were performed at 300 K and an NVT ensemble utilizing Langevin
temperature coupling [37] with a gamma of 1.0 ps-1. The time step for production runs was set
to 4 fs, using hydrogen mass repartitioning (HMR),[49] to accelerate MD simulations.

All analyses were performed with the cpptraj [136] module of Amber18. The backbone root
mean-square deviation (RMSD) analysis was performed using the backbone atoms of Bcl-xL’s
core region defined by residues 85-96, 120-131, 137-156, 162-176 in line with the core region
definition (residues 85-98, 123-127, 140-156, and 162-175) of Liu et al [100, 101]. Reference
structure for wilt-type (WT) simulations are NMR structure of Bcl-xL (PDB ID: 1LXL). In
deamidated systems initial/built structure was used as a reference. Secondary structure contents
were calculated using the Definition of Secondary Structure Prediction (DSSP) algorithm [137].
For hydrogen bond (H-bond) calculations, the distance criteria was defined as≥ 3.2 Å based on
heavy atom distances (acceptor to donor heavy atom) and angle cutoff is 135◦. Contact percent-
age (%) in H-bond analysis is defined as the percentage of total contacts during simulations.
Linear Interaction Energy (LIE) analysis was performed to evaluate non-bonded long-range in-
teractions. The results were visualized by B-factor coloring to effortlessly pinpoint the hotspots
between IDR and protein (excluding IDR, ∆IDR).

Combined clustering analysis was performed by using HierAgglo algorithm (10 clusters,
linkage, based on the RMSD of Cα of protein residues (∆IDR) (1-20,85-209@CA)) to explore
the major conformational changes among wild-type and deamidated systems (Table 4.2). Each
system includes equal number of frames (625000 frames/each). The last 5µs were used in the
calculations of longer simulations to keep the same number of frames for each system. Sieve
(100, random) was also employed [55]. Clustering findings were also combined with Principal
component analysis (PCA). The clusters from 1 to 9 of each system were also used in the
calculation of principal component analysis.

Principal component analysis (PCA) was performed with the cpptraj module and princi-
pal components (PCs) were visualized with the Normal Mode Wizard (NMWiz) [53] in VMD
(1.9.3). Firstly, the combined trajectories were RMS-fitted to an overall averaged structure us-
ing the backbone atoms of the binding groove (residues 85-156) to remove global translational
and rotational motions. The coordinate covariance matrices (288 atoms total, 864 coordinates)
were calculated using the same mask, namely the binding groove (residues 85-156). Then, the
coordinate covariance matrices were diagonalized to obtain the first 10 PCs (i.e., eigenvectors)
and their eigenvalues. All histograms in PCA were calculated using a Gaussian kernel density
estimator (KDE). Graphics were plotted by Gnuplot (version 4.6) (http://www.gnuplot.info/)
and Xmgrace (version 4.0) (http://plasma-gate.weizmann.ac.il/Grace/). Chimera [138] (version
1.14), ChimeraX,[38] and VMD [54] (version 1.9.3) were used for the visualization and illus-
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tration of the studied models.

4.3 Results and Discussion
From a computational viewpoint, the identification of conformational differences plays a piv-
otal role in understanding the impact of deamidation in IDR. Up to now, there is no clear struc-
tural connection/explanation on how deamidation induces the loss of Bcl-xL activity. In order
to scrutinize conformational behaviors/differences of wild-type (WT) and deamidated Bcl-xL
systems, microsecond-long MD simulations were performed using different starting velocities.
The stability of the systems and H-bond interactions were explored. Clustering analysis, H-
bond interactions, and PCA analysis were combined to investigate the conformational changes
upon deamidation. Using PCA, we specifically focused on the conformational changes in the
binding groove (BG) upon deamidation of IDR residues Asn52 and Asn66, by considering both
Asp and iso-Asp mutations. The terms “DM1” and “DM2” refer to Asp and iso-Asp deamidated
Bcl-xL, respectively. An overview of all the systems studied is shown in Table 4.1. Overall, the
total amount of MD simulation time is 90 µs.

Table 4.1: Summary of the Initial Set up.

Initial Structure Water Na+ Total atoms Simulation time
1LXLNMR (Bcl-xL, WT) 44408 14 136431 5µs×, 9µs×1
DM1-1LXL (DM1) 44406 16 136423 5µs×4, 10µs×1
DM2-1LXL (DM2) 44406 16 136423 5µs×3, 8µs×2

Total 90 µs
Initial simulation box size = 111.757×111.757×111.757 Å3

4.3.1 Stability of the wild type and deamidated Bcl-xL systems
A backbone root mean-square deviation (RMSD) analysis was performed for wild type and
deamidated Bcl-xL’s core region and their binding grooves (residues 85-156) as well as the
IDRs (residues 21-84) to evaluate the stabilities of the systems during the simulations. RMSD
plots in Figure 4.5 illustrate that the core regions of WT, DM1, and DM2-Bcl-xL are stable
(< 3.0 Å) during the simulations. Figure 4.5 shows that the IDR is highly flexible with very
large range of RMSD for each system during the simulations. The RMSD fluctuations are, on
average, the same for each system in the range of 10 to 15 Å, indicating that the large and
similar mobility of the IDR in comparison to initial structure. Per-residue RMSD analysis was
also performed to see which helices in the core and the BG are responsible for the increase
in RMSD (Figures 4.6). Average per-residue RMSD analysis illustrates that α2 shows higher
fluctuations in DM1. Additionally, regarding all simulations (WT, DM1, and DM2), the J23
junction connecting α2 and α3 displays larger deviation with higher per residue RMSD (Figure
4.6). We also evaluated the stability of the helices during the MD simulations through secondary
structure analysis (Figures A.2-A.4). We saw that α1-α8 helices were generally preserved in
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all simulations. Interestingly, persistent (long-lived) and/or ‘transient but re-occurring’ helical
formations in the IDR were observed.

Figure 4.5: RMSD histogram for the core, the BG, and the IDR of WT, DM1 and DM2 simula-
tions with respect to initial/starting structures before MD simulations.
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Figure 4.6: Backbone per-residue RMSD plots for a) core helices and b) the binding groove of
all WT, DM1, and DM2 simulations with respect to initial/built structure.
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4.3.2 Intrinsically disordered region (IDR)
Literature studies have shown that understanding the influence of post-translational modifica-
tions, i.e., deamidation on the IDR will lead to better insight into regulation and downregulation
of Bcl-xL [25, 105, 106, 112]. Structurally, the initial extended form of the IDR was not pre-
served throughout the simulations. Instead, simulations show that the interactions between the
IDR and the protein core region are transient (short-lived) and consistently re-occurring, and
the IDR approaches the core region in various ways. Particularly to verify this observation we
performed several simulations, and in each case the IDR did not stay extended and approached
the protein core even though the simulation boxes were large enough to accommodate extended
forms. Hence, it is safe to say that the 1LXL PDB structure does not constitute a representative
structure of the IDR. The IDR generally approaches/moves towards the core regions and mostly
interacts with α1, α2 and α6 throughout the simulations. Despite the large flexibility of the
IDR, transient (short-lived) but consistently re-occurring interactions, exist between the IDR
and protein core.

Non-covalent interactions (NCI), such as salt-bridges, H-bonds, and cation-π interactions
are known to contribute to the stability of proteins. Among the NCI, H-bond interactions in
particular were explored. H-bond interactions between protein (∆IDR)-IDR in Figures 4.7 and
4.8 depicted transient interactions and the changes in interaction pattern up-on deamidation.
While the IDR in WT transiently interact with α1, α2 and C-terminal part, deamidated Bcl-
xL, particularly DM2 transiently interacts with the residues between α6 and the C-terminal
part. These outcomes imply that increase in negative charge and backbone changes can affects
interaction pattern and movements of the IDR.

H-bond interactions of IDR residues 52 (N52, D52, iso-D52) and 66 (N66, D66, iso-D66)
with the protein core (excluding the IDR) were also examined before and after deamidation to
check for disruption of pre-existing or formation of new interactions. Representative snapshots
of WT, DM1, and DM2-Bcl-xL involving H-bond interactions between residue 52, residue 66
in the IDR and core are shown in Figure 4.9. In wild type simulations, N52 transiently interacts
with the core residues of the protein such as N52-R91, N52-R6, N52-S164, N52-E202, N52-
R204 (Figures 4.7, 4.8, and 4.9a).
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(a) WT (b) DM1

(c) DM2

Figure 4.7: H-bond interactions plots for α1 residues of the protein-IDR residues of WT, DM1,
and DM2 simulations. The color bar shows overall contact percentage during the simulations.
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Figure 4.9: H-bond interactions between residue 52, residue 66, and protein core in representa-
tive a) WT, b) DM1, and c) DM2. Blue color denotes IDR region. ISO52 and ISO66 refer to
iso-Asp52 and iso-Asp66, respectively.

More interestingly, once deamidated (simulation DM1), mostly D66 instead of D52, inter-
acts with the core residues. D66 transiently interacts with R91, Y15, Q88 and R209 in DM1,
while N66 in wild type did not interact with neither Tyr15, Gln88 nor R209 (Figures 4.7, 4.8
and 4.9a). D52 also transiently interacts with the first three residues (M1, S2, and Q3) in DM1.
Compared to wild type and DM1, in DM2 (iso-Asp) simulations, S2 in α1 has transient interac-
tions with iso-D52 and iso-D66 (Figure 4.7). As a result of the structural changes that iso-Asp
deamidation introduces in the IDR backbone, the number of interactions between residues iso-
D52 and iso-D66 and the protein core were considerably less. Linear Interaction Energy (LIE)
analysis was also performed to evaluate long-range interactions between the protein core and
the IDR. Bfactor coloring based on Average LIE analysis results (Figure A.5) illustrated that
only N52 in WT, both D52 and D66 in DM1, and only iso-D66 in DM2 display stabilizing in-
teractions with the protein core. Additionally, Figure A.5c demonstrated stabilizing interactions
between α8 and the IDR in DM2.

Interestingly, R78 in the IDR interactions considerably altered upon deamidation. While
R78-E179 interaction (42.8 %) stands out in WT, this interaction dramatically decreases in
DM1 (19.3%) or nearly non-exists in DM2 (1.1%) (Figure 4.8). Instead, R78-D11 (37.1 %)
in DM1 and R78-D189 (31.8%) in DM2 interactions were observed and these interactions are
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nearly non-exist in WT. Although non-existent in WT simulations, transient but consistently
recurring H-bond interactions between IDR residue S74 and a multitude of residues (D189,
D11, K87, E179) in the protein core were observed in DM2. Moreover, the H-bond interaction
profile of core residue R91 changed significantly. R91-N52 and R91-E46 interactions were
originally observed in WT. However, consequent to deamidation, transient R91-D66, R91-E42,
and R91-A60 in DM1 and R91-H71in DM2 were detected. These findings indicate that the
IDR behavior has changed significantly upon deamidation; this will be further analyzed in the
following sections.

Additionally, the IDR transiently interacts with itself (intra-IDR regions) and hinge forma-
tions were observed. Different interaction patterns were clearly observed in each system (Figure
4.10). This outcome supports the flexibility of the IDR. Taken together, these results highlight
the diversity of the IDR-protein core interactions. The extra negative charge introduced via
deamidation understandably induces changes in the H-bond interaction patterns between the
IDR and the protein core. These interactions could allosterically affect the dynamics of Bcl-xL.
Accordingly, clustering analysis and essential dynamics of WT and deamidated systems will be
comparatively explored in the following section.

Priya et al.[131] in their computational study (100 ns ×2 in total for Bcl-xL with IDR) had
reported transient interactions between the IDR and the core region of the Bcl-xL. In line with
the findings of Priya et al., most of our simulations for WT show that the IDR residues E31,
E32, E39 and R78 temporarily interact with core residues R165, R6, R91, and E7, respectively.
All interactions mentioned above are also observed in DM1 and DM2 simulations, except for
the E39-R91 interaction. On the other hand, the increased/improved interactions between E31-
R165 in DM1 and DM2 and between R78-E7 in DM1 are observed. Additionally, compared to
WT, improved or new R165 interactions in deamidated systems, particularly in DM2 stand out.
Our simulations verified the transient but re-occurring nature of these interactions. This, once
again, is an indication that the contact patterns in the reported NMR structure are different than
the simulated ones.

(a) WT (b) DM1 (c) DM2

Figure 4.10: H-bond interactions plots (expressed in overall contact percentage) for the IDR-
IDR residues of WT, DM1, and DM2 simulations. The color bars show the contact percentage
during the simulations

In DM2 simulations, conversion of Asn to β -aminoacid iso-Asp, which disrupts the IDR
backbone by the additional carbon atom is expected to cause substantially larger conformational
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Figure 4.11: Representative positions of the IDR for a) DM2-SIM4 and b) DM2-SIM5. (Blue
color denotes the IDR.)

changes compared to those caused by conversion to Asp. Intriguingly, IDR movements in DM2-
SIM4 and DM2-SIM5 were considerably different than all other simulations. Figures 4.11a and
4.11b depict mid-IDR residues approaching the binding groove (BG), more specifi-cally, α4
and the junction of α4 and α5 (J45) in DM2-SIM4 and the junction of α3 and α4 (J34) in
DM2-SIM5. DM2 simulations suggest that the extra carbons in the backbone, caused by Asn
conversion to iso-D52 and iso-D66, change the conformational behavior of the IDR, as seen by
the IDR’s approach to the BG; this may prevent/affect binding ability of BOP or pro-apoptotic
proteins to the binding groove of Bcl-xL.

Furthermore, in the experimental work of Follis et al. in 2018, negatively charged D61, E62,
D52, and D66 in the IDR region were positioned near and electrostatically inter-acted with the
positively charged arginines (R100, R102, R103; known as the ‘Arginine cluster’) on the J23 of
the BG. However, in the experimental NMR model reported by Muchmore et al.[14] (PDB ID:
1LXL), neither S62 and D61 nor N52 and N66 interacted with the Arginine cluster in J23. In
the current study, we monitored interactions between deamidation residues 52 (N52, D52, and
iso-D52) and 66 (N66, D66, and iso-D66) and the Arginine cluster in all systems (WT, DM1,
and DM2). Radial distribution functions (RDF) between the Arginine cluster’s guanidinium
hydrogens and the side chain oxygen atoms of residues 52 and 66 were calculated to monitor
these interactions. The RDF plots show no interaction in the range of 0-10 Åin 13 out of 15 sim-
ulations (Figure 4.12). However, in two simulations (WT-SIM4 and D1-SIM4), RDF showed
interactions in the range of 3.0-6.0 Å. To check the viability of these interactions, distance anal-
ysis was performed on simulations WT-SIM4 and D1-SIM4. Distance plots depict that these
interactions are not persistent during the simulations (Figures 4.13a and 4.13b). More impor-
tantly, Follis et al. claimed that PTMs (phosphorylation and deamidation) that lead to these
interactions induce a structural rearrangement at the distal binding groove (BG), which could
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lower Bcl-xL’s affinity for BOP. Therefore, we focused on possible structural rearrangements
in the binding groove, which stem from deamidation, and affect the dynamics of the distal BG.
To do so we have performed thorough clustering analysis and Principal Component Analysis as
shown in following sections.
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Figure 4.12: a-c) Radial distribution function, g(r), vs the distance between side chain oxygen
atoms of residues 52 and 66 and H atoms of the guanidinium moieties in Arg cluster.

4.3.3 Cluster Analysis
Clustering analysis was performed to group (dis)similar conformations into subsets and gives
insight into conformational changes/states upon deamidation. The representative clusters of
each system (WT, DM1, and DM2) were chosen/selected with respect to their contributions
(Table 4.2) to each cluster for further analysis. “C” refers to cluster.

10 clusters were investigated, and the first five clusters were detected as mostly populated
clusters, accounting for more than 92% of the conformations (Table 4.2). The cluster zero
(C0) is the largest cluster comprising more than 70 % for each system and includes the main
conformation of the protein, that is common for three systems. Then, the next four clusters
were explored, and representative clusters were identified for each system with respect to their
contributions to the clusters. Notably, the clusters are well separated in each system (WT,
DM1, and DM2). WT is mostly populated in the first (C1) and second clusters (C2). The
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(a) WT-SIM4 (b) DM1-SIM4

Figure 4.13: Distance plot between a) N66@OD1 and guanidinium H atoms of R100. b)
D52@CG and R100,102,103@CZ.

Table 4.2: Combined clustering summary for WT, DM1, and DM2.

#Cluster Total Frac # of WT
frames

# of DM1
frames

# of DM2
frames

%Frac1 %Frac2 %Frac3 WT% DM1% DM2%

0 1371061 0.7312 442023 479201 449837 70.72 76.67 71.97 32.2 35.0 32.8
1 125061 0.0667 84785 17478 22798 13.57 2.80 3.65 67.8 14.0 18.2
2 113336 0.0604 91033 9597 12706 14.57 1.54 2.03 80.3 8.5 11.2
3 105247 0.0561 218 85876 19153 0.03 13.74 3.06 0.2 81.6 18.2
4 83539 0.0446 1526 7239 74774 0.24 1.16 11.96 1.8 8.7 89.5
5 26706 0.0142 627 4191 21888 0.10 0.67 3.50 2.3 15.7 82.0
6 19804 0.0106 822 1233 17749 0.13 0.20 2.84 4.2 6.2 89.6
7 14211 0.0076 1699 11400 1112 0.27 1.82 0.18 12.0 80.2 7.8
8 10451 0.0056 2038 4946 3467 0.33 0.79 0.55 19.5 47.3 33.2
9 5584 0.003 229 3839 1516 0.04 0.61 0.24 4.1 68.8 27.1

third cluster is a representative cluster for DM1 and the fourth cluster, even the fifth cluster is
mostly populated with DM2. We further investigated the first five clusters in order to understand
the differences among them. Firstly, the structures of the representative clusters (C0-C4) were
examined. Structural representatives of these five clusters (C0-C4) were depicted in Figure A.6.
Remarkably, main differences in cluster 3 (C3), which is the representative cluster for DM1 are
shifts in helices α1-α3 and α8 (Figure 4.14) and the narrowing of the J23 towards J45 (Figure
4.15). Radius of gyration (Rg) of the back-bone atoms of Y101-A104 in J23 and L130-D133
in J45 were analyzed to follow the narrowing of the bottom side of the BG (Figure 4.15). Rg in
C3, which is a representative cluster of DM1, is lower than the others indicating the narrowing
bottom side of the BG. Figure 4.16 displayed that the RMSD of cluster 3 (C3) is higher than
the rest. These outcomes suggest that DM1 induces considerable conformational changes in the
BG.
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Figure 4.14: Front and side superimposition of the representative structures for clusters 0 and
3. Blue and tan color refer to C0 and C3 representative structures, respectively.

Figure 4.15: Radius of gyration (Rg) of the backbone atoms of Y101-A104 in J23 and L130-
D133 in J45 of the most populated clusters (C0-C4).

Secondly, significant differences in the clusters encouraged us to further explore the impact
of deamidation on the binding groove (BG) by studying more closely the interaction patterns,
specifically H-bonding. In order to pinpoint the residues that contribute to the narrowing of the
binding groove (Figures 4.14 and 4.15), hydrogen bonds (H-bond) between residues lying on
either side of the BG were explored.

Most prominently, in cluster 3, which is the representative cluster for DM1, R102 interac-
tions are primarily responsible for the narrowing of the binding groove (Figures 4.17 and 4.18).
Indeed, R102 on J23 interacts with D133 (J45) and E129 (α4) indicating the importance of the
R102 residue. However, these interactions are nearly absent in other clusters. Instead, R102
mostly interacts with E98 in other clusters (C1, C2 and C4) and this interaction moves R102
away from the groove and causes the bottom side (J23 and J45) of the BG to stay open (Figure
4.18). Another important residue involved in the narrowing of the bottom side of the groove
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(a) Helices α1-α8 (b) Helices α1-α3, α8

Figure 4.16: Backbone RMSD histogram for the helices of clusters 1-4 with respect to NMR
structure.

Figure 4.17: Representation of key H-bond interactions between the BG residues in DM1 (C3).

(J23-J45) is E129 (α4), which interacts with Y101 (J23) and R103 (J23) (Figure 4.18). Be-
sides H-bond interaction, CH-π interaction between Y101-R102 and Y101-L130 was detected
in cluster 3 by facilitating/supporting R102-D133 interaction, in turn narrowing of the BG (Fig-
ure 4.17). Moreover, in DM1 H-bond interactions between R103 (J23) and Q111 (α3), and
between E98 (J23), and F105 (α3) were observed, which result in the covering of the top of the
groove (Figures 4.18 and A.9b). The distance plots for the combined trajectories are also given
in Figure A.8.

Additionally, the C-terminal part (residues 196-209) movements and interactions are gen-
erally different among the clusters. In DM2, the differences arise from the C-terminal part-α8
interactions, which are nearly non-exist in C1 and C2 (WT). Distance plots in Figure 4.19 dis-
play key interactions in the C-terminal. The distance plots for the combined trajectories are
given in Figure A.10. Moreover, the IDR in C4 (DM2) is mostly oriented to α6-α8 side and
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Figure 4.18: Distance histograms for the key interactions in the binding groove of the represen-
tative clusters (WT:C1, C2, DM1:C3, DM2:C4).

approach α4 in BG (Figure A.7). This could prevent access of the pro-apoptotics and BOPs to
the BG and may impair its function.

Priya et al. also reported that R103 (J23) and R139 (α5) of wild-type Bcl-xL behave like
a gate by covering the bottom side of the binding groove compared to that of Bcl-xL without
IDR [131]. We observed this type of behavior in DM1, alas, between different residues (R102,
D133, E129). Lastly, in 2019, Lee and Fairlie pointed out notable differences in the orientation
of Phe105 (α3) and Tyr101 (J23) among Bcl-xL complex structures depending on the identity
of the BOP[139] and pro-apoptotic peptides it engaged [140]. It should be noted that these two
residues play a pivotal role in binding to BOPs and pro-apoptotics [139, 141]. Remarkably,
we observed that the Tyr101-Phe105 interaction decreases in DM1 simulations, indicating that
deamidation has led to the disruption of a significant interaction enabling Bcl-xL’s binding to
pro-apoptotic peptides. This in turn leads to its loss of anti-apoptotic function. Taken together,
asparagine deamidation to aspartate in the IDR seems to allosterically induce the binding groove
from an “open” to a “narrow” state. More specifically, the rotations and interactions of J23 and
α3 residues, particularly R102 and R103 have a significant effect on the rearrangement of the
binding groove (Figures 4.17 and 4.18).
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Figure 4.19: Distance histograms for the selected H-bonded residues between the C-terminal
and α8 of the representative clusters (WT:C1, C2, DM1:C3, DM2:C4).

4.3.4 Principal Components Analysis (PCA)

PCA provides insight into the dominant motions and the essential dynamics of the system[52].
Briefly, PCA translates Cartesian coordinates (trajectories) into the dominant motions. Through
PCA, the conformational differences between simulations are explored by investigating the
distribution overlap; visual inspection provides information on the similarity of the motions.
Since the binding groove which accommodates the BOPs and pro-apoptotic proteins is the
main/crucial site for the execution of the anti-apoptotic function of Bcl-xL, we focused on the
evaluation of the BG dynamics. The structural differences induced by deamidation were further
investigated by comparing the essential dynamics of the systems studied. PCA computations
were performed in two steps: a) combining the trajectories, which were obtained from the clus-
ter analysis (from C1 to C9) for each system and projected separately onto each system (WT,
DM1, and DM2) and then identifying the differences among them b) visually comparing the
PC modes of each system.

Since we are interested in the differences between these systems, we have chosen to exclude
the C0, which is common for three of them. First, all trajectories from C1 to C9 were combined
and each system (WT, DM1 and DM2) was separately projected. We limited our analysis to
the first four PCs, since approximately 80 % of the cumulative variance was covered by them
(Figure 4.20b). PC projection histograms in Figure 4.21 illustrate that PC1 and PC2 show sig-
nificant differences among the systems (WT, DM1 and DM2), particularly for DM1 indicating
considerable conformational changes. These results also imply the difference in overall motions
among the systems. PC projections shown in heatmap plots (Figure 4.22) show distribution of
conformations along the first three PCs. PCs of deamidated Bcl-xL illustrate notable differences
compared to WT. Remarkably, DM1 scans a different and larger conformational spaces as de-
picted in Figure 4.22. Large conformational sampling in DM1 refers to notable conformational
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(a) Proportion of variance (b) Cumulative proportion of variance

Figure 4.20: a) Proportion of variance b) Cumulative sum of total variance captured by the first
10 PCs for the combined clusters (From C1 to C9 for WT, DM1, and DM2).

Figure 4.21: Top four PC projections (modes) for each system (WT, DM1, and DM2). (Zero
(0) indicates the average structure.)

changes. Pertaining to DM2, the PCs in Figure 4.22 also depict considerable difference with
respect to WT indicating that different types of motions and conformations were sampled.

Secondly, the three normal modes of deamidated systems were compared visually against
WT system. Since the first three PCs generally cover the overall motion as verified earlier with
PC plots, the first three PC motions (modes) were compared by using NMWiz[53] in VMD
(1.9.3)[54] (Figure 4.23). The most prominent motion in the PCs of DM1 is the mobility of the
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Figure 4.22: Projection of top three PC modes onto the combined MD runs (WT+DM1+DM2)
shown in heatmaps.

α2 helix (Figure 4.23b). These results are also in line with the fluctuations of α2 in the per
residue RMSD analysis of DM1 (Figure 4.6). Additionally, the proximal side of the junction 23
(J23) connecting α2 and α3 is highly mobile in DM1. In DM2 simulations, movement of J45
connecting α4 and α5 (junction of α4-α5) was observed (Figure 4.23, Mode 3).

In general, DM1 displays remarkably higher fluctuations and scans different conformational
spaces. DM2 simulations also behave different from the wild-type, implying change in structure
and essential dynamics of the binding groove upon deamidation. In the deamidated systems,
particularly DM1, the binding groove motions are significantly different from the rest, sug-
gesting prominent impact of IDR deamidation on the distal BG. It should be noted that some
motions in the binding groove (helices or junctions) seem partly similar for all systems (WT,
DM1, and DM2), but overall motions of corresponding PCs do not overlap among different
systems. The results suggest that PC motions are complex, regardless of the identity of the
system.

Previously, in their computational study, Priya et al. reported that while Bcl-xL without IDR
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Figure 4.23: The first three PC modes for a) the BG of WT b) DM1 (front and side views) and
c) DM2 simulations. (Blue color indicates higher residue mobility. Arrows display the direction
and magnitude of the motion.)

displayed open-close motions (PDB: 1R2DX-Ray, residues 2–29, 83–196), Bcl-xL with IDR
(PDB:1LXNMR, residues 2-196) showed swinging motions, correlating with the longitudinal
motions of α2 and α3 during 100 ns × 2 MD simulations [131]. Contrary to Priya’s results,
we observed open-close motions in all systems that bear the IDR (Figure 4.23). This result
emphasizes the im-portance of performing multiple and long simulations to observe the full
spectrum of possible motions and more importantly, the necessity to use of the complete protein
structure, which includes the IDR.
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Taken together, PCA findings revealed that PC motions of DM1 and DM2 considerably
differ from WT and suggest that deamidation impacts the structure and motion of Bcl-xL, in
particular, the dynamics surrounding the BG. This, in turn, may lead to loss of ability to bind
BOP/pro-apoptotics, rendering Bcl-xL unfit for its anti-apoptotic function. Particularly, DM1
deamidation in the IDR causes remarkable changes in the essential motions of the Bcl-xL bind-
ing groove. Based on these outcomes, it could be concluded that deamidation of IDR alloster-
ically influences the binding groove by changing the dynamics of the protein. This finding
conforms with Follis’s [105] suggestion that PTMs on the IDR may allosterically remodel the
binding groove to trigger apoptosis. Furthermore, MD results also show the pivotal role of
performing multiple simulation to understand the impact of deamidations and to explore the
behavior of the studied systems more efficiently.

4.4 Conclusions
This study entails a significant contribution to the knowledge on structural consequences of
deamidation on Bcl-xL. The increase in negatively charged residues on the IDR, as a result
of deamidation, was shown to change the essential dynamics of the binding groove of Bcl-xL
and hence, to alter its structural behavior and conceivably im-pair its function. One of the most
important findings of this study is that the change in IDR motions upon deamidation may sig-
nificantly affect accessibility of the binding groove. Indeed, the IDR allosterically influences
the BG of the protein and induces conformational modifications that lead to changes in the in-
teraction network. Our findings suggest that deamidation in the IDR changes both the number
(%) and type of non-bonded interactions between the IDR and Bcl-xL’s core. The clustering
analysis points out that the change in BG interactions occur mainly in subunits J23, α3, α4,
and J45, and include five specific, previously non-existent or nearly non-existent, interactions,
namely, R102-D133 and R102-E129, E129-Y101 and E129-R103, and R103-Q111. These al-
losterically induced interactions are shown to be responsible for the narrowing and covering of
the groove upon deamidation. Moreover, PCA analysis along the first three principal compo-
nents show remarkable differences in essential motions of the binding groove’s of wild type and
deamidated Bcl-xL. The combination of clustering, H-bond and PCA analysis outcomes sug-
gest that deamidation on the IDR not only impacts the structure by causing remarkable changes
in the essential motions of the binding groove but alters its structural behavior, interaction pat-
terns, and expectedly impairs its function. These findings will bring a unique perspective to
the underlying mechanism of Bcl-xL deamidation-induced cell death by bringing forward the
structural knowledge necessary to develop anti-cancer therapeutics. Additionally, a concerted
effort is required and underway to fully explore the structural changes that full-length Bcl-xL
(including both IDR and C-tail) undergoes upon PTMs and the consequences on its complex
biological environment, including the dynamics of the mitochondrial outer membrane and its
specific protein-protein interactions. This study is a first step in understanding the effect of
deamidation on the structure and function of Bcl-xL by using a non-truncated and unmodified
model, also highlighting the importance of longer and multiple simulations.
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Chapter 5

Impact of deamidation on structure and
function of Bcl-xL in membrane

5.1 Introduction
The Bcl-2 family proteins mainly play an important role on the mitochondrial pathway of apop-
tosis by regulating mitochondrial outer membrane permeabilization (MOMP) and subsequent
apoptosis as discussed in the previous chapter [5, 6, 7, 8]. MOMP as usually considered as the
‘point of no return’ causes the release of pro-apoptogenic factors (cytochrome c and apoptosis
inducing factors (AIF) etc.) from intermembrane space (IMS) into the cytosol to promote cas-
pase activation and apoptosis [7, 8, 20, 142]. The exact mechanism of action of Bcl-2 family is
still not well-defined/understood. However,direct activation,[143] displacement,[144] embed-
ded together,[145] and unified [146] models [147, 148, 149] are the mainly proposed models to
give insight into this process.

Figure 5.1: Schematic representation of membrane-anchored Bcl-xL

Briefly, BH3-only proteins (BOPs) are divided into two groups, namely activator and sen-
sitizer in the direct activation model. Anti-apoptotic proteins (Bcl-xL, Bcl-2, etc.) inhibit the
activator BOPs, such as BIM and BID but not pro-apoptotic proteins (Bax and Bak) to suppress
apoptosis. Sensitizer BH3-only proteins (BAD, NOXA, etc.) replace the activator BOPs from
the anti-apoptotic proteins to promote apoptosis. Note that Bax and Bak are activated by ac-
tivator BOPs. The displacement model, also known as the de-repression model, proposes that
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pro-apoptotic Bax and Bak are active in cells and must be sequestered by anti-apoptotic proteins
for cell survival. BOPs only play the sensitizer role and inhibit their respective anti-apoptotic
proteins to promote apoptosis. Note that direct activation and the displacement models do not
account for a role for the membrane. Embedded together model proposes an active role for
the membrane and joins the key aspects of the direct activation and the displacement models.
Bcl-2 family proteins are inserted into membrane and change their conformations that dictate
their functions. Cytoplasmic anti-apoptotic proteins are recruited to membranes upon apoptotic
stimuli. At the membrane, anti-apoptotic proteins inhibit the activator BOPs and pro-apoptotic
proteins to prevent MOMP. Sensitizer BOPs displace the activator BOPs and pro-apoptotics
from anti-apoptotic proteins to stimulate/initiate apoptosis. Activator BOPs recruit Bax to the
membrane to induce MOMP and apoptosis. These interactions are reversible and are governed
by equilibrium constants that are altered by the concentrations and interactions of the proteins
with each other and with membranes. Lastly, unified model develops the embedded together
model by offering that the anti-apoptotic proteins sequester the activator BOPs (mode 1) and
sequester pro-apoptotic Bax and Bak (mode 2). However, the unified model postulates that
inhibition of apoptosis through mode 1 is less efficient and therefore easier to overcome by sen-
sitizer BOPs. In addition, the unified model extends the role of Bcl-2 family proteins and the
regulation of MOMP to mitochondria dynamics. In this chapter, we accounted for the role of
the membrane.

As mentioned in the previous section, Bcl-xL, consisting of 233 amino acids, is an α-helical
transmembrane protein and possesses four Bcl-2 homology (BH1-4) regions and eight helices
with a C-tail (residues 210–233) composed of an α helix (α9). The C-tail, known as a trans-
membrane domain (TMD) provides anchoring of Bcl-xL to the mitochondrial outer membrane
(MOM) (Figure 5.1) [13, 14, 17, 18]. It is important to stress that Bcl-xL with the C-tail (i.e.,
full-length Bcl-xL) is not experimentally resolved due to the experimental limitations (solubi-
lization, low yields, production of the protein in a natively folded form etc.) [18, 19]. Re-
cently, the C-tail alone was experimentally resolved inside phospholipid nanodiscs (PDB ID:
6F46NMR[19] and 6X7INMR). Additionally, Bcl-xL includes a long intrinsically disordered re-
gion (IDR), the so-called flexible loop between α1-α2. The IDR was omitted in most of the
previous studies, yet recent studies exhibited the importance of the IDR since post-translational
modifications (PTMs), which can affect functions, stability and localization of the proteins in
response to various apoptotic stimuli occur in this region [20, 21, 22, 23, 24, 25].

Bcl-xL is mostly found on mitochondrial outer membrane (MOM) and is in a dynamic
equilibrium between cytosol and membrane in healthy cells [150, 151, 152, 153, 154]. Upon
apoptotic induction, such as DNA damage and oxidative stress, Bcl-xL translocated to the MOM
and localized/anchored to the MOM by its C-tail (Figure 5.1) [151, 155].

In the previous studies the use of truncated Bcl-xL or Bcl-xL in the presence of detergents
provided initial but limited insights on the structure and consequent impact on the function of
the protein. In 2013, Todt et al experimentally reported that Bcl-xL retro-translocated BAX
from the MOM to cytoplasm and substitution or removal of the C-tail of Bcl-xL decreases
BAX retro-translocation, by increasing mitochondrial BAX level and cell death [151]. In 2013,
Maity et al. investigated dynamics of Bcl-xL (∆45-84 in the IDR) and Bcl-xL-BH3 complex
(PDB ID: 1BXLNMR, ∆45-84) in water and membrane by means of MD simulations (1.6 µs in
total) [102]. Simulation results showed that the conformational dynamics between water and
membrane are considerably different, indicating the conformational transitions in membrane
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environment. Noted that they fully inserted Bcl-xL inside the membrane instead of anchoring
from the C-tail and the loop is missing. In water the C-tail (residues 197-217) was docked
to the BG before MD as well. In 2015, Yao et al. reported structural information for Bcl-
xL (∆45-84) in water and membrane including a complete C-tail using NMR and ITC [107].
They observed that the C-tail behaved as a pseudo-inhibitor in water system and provided in-
tegration on membrane/lipid nanodiscs. The C-tail formed a transmembrane α-helix inside the
membrane by adopting an approximately 25◦tilt. They also developed methods to isolate and
characterize the membrane-embedded C tail to prepare protein suitable for structural and bio-
chemical studies.[17] In 2016, Maity et al. comparatively modelled the C-tail of Bcl-xL with
respect to the known C tail of Bax (PDB ID: 1F16 [156]) using Modeller [157]. They presented
the insertion modes (from association to insertion) of the C-tail into the DOPC bilayer (80 lipid
per layer) using PMF calculations [158]. Calculations showed that electrostatic interactions,
especially R232 and K233 drive the membrane insertion and the C-tail adopts a tilt angle of
approximately 30◦. More recently, the same group showed the significance of the charged and
polar residues at the terminal ends of C-tail by performing Adaptive Biasing Force based MD
simulations (for a total of 2.67 µs) [159]. While double mutated C-terminal residues (R232A
and K233A) destabilized the membrane-associated states and the membrane-embedded states,
N terminal (N211A and R212A) only reduced the stability of the fully inserted state. In 2018,
Follis et al. experimentally demonstrated that PTMs in the IDR (phosphorylation on S62 or
deamidation of N52 and N66) cause a structural rearrangement in the distal BG that reduce the
anti-apoptotic activity of Bcl-xL [105]. Additionally they experimentally demonstrated that in
membrane environment the IDR did not change the global conformation of the core region and
the C-tail anchoring behavior. In 2018 Raltchev et al. described an experimental method to
generate natively folded membrane-anchored proteins using SortaseA-based ligation approach
and resolved the C-tail structure of Bcl-xL using NMR (PDB ID: 6F46) [19]. They suggested
that the BG of Bcl-xL loosely interacted with the membrane. Intriguingly, Vasquez-Montes
et al. hypothesized a membrane-inserted non-canonical mode of Bcl-xL, and experimentally
characterized membrane-inserted conformations of Bcl-xL by modulating lipid composition
[160, 161]. They reported that the α6 helix was inserted into the membrane leading to the
disruption of Bcl-xL packing and the release of BH4 domain (α1), and that the presence of the
C-tail is not required. They showed conformational switching between the anchored (canoni-
cal) and the inserted conformations of Bcl-xL (non-canonical). Recently, Ryzhov et al presented
the preparation and conformations of Bcl-xL both in water and membrane with combination of
experimental and computational studies (1 µs×5 NPT MD simulations per environment) [162].
In water system, they used modified Bcl-xL by removing Bax peptide from the complex (PDB
ID: 1BXLNMR) and adding a loop from 1LXLNMR and the C-tail from 6X7INMR. Their mem-
brane systems include 156 DMPC, 39 DMPG and Bcl-xL was formed using 1LXLNMR and
6X7INMR. They investigated full-length Bcl-xL both in water and membrane, yet they did not
offer any insight into deamidation-induced conformational changes in Bcl-xL. For these rea-
sons, the contribution and impact of deamidation on Bcl-xL function in membrane is still open
for further investigation. In the current study, we will explore impact of membrane (protein-
membrane interactions (PMI)) and to give deeper insight into the loss of Bcl-xL function upon
deamidation.

From structural point of view, since most of previous studies lack the membrane environ-
ment and the IDR or use Bcl-xL in the presence of detergents, the conformational changes
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between water and the membrane inserted state are poorly understood. However, while the de-
tergents solubilize the C-tail, they also usually destabilize the soluble domain and change the
interaction pattern. It may even lead to the distortion of the protein structure and function [149].
Thus, the C-tail was eliminated in the previous studies. Moreover, structural information about
Bcl-xL prior and subsequent to deamidation are limited. Recent studies give insight into the
structure of the membrane-inserted conformation of Bcl-xL but little is still known about the
molecular details nor any deamidation impacts [105, 107, 160, 161]. Therefore, these findings
provide only a glimpse to understand the structural reasons of the loss of Bcl-xL function and
interaction with membrane. In this context, the consideration of the membrane role is crucial to
provide a broader perspective on conformational changes of full-length Bcl-xL in the membrane
environment and to elaborate on the localization of the protein in the membrane. More impor-
tantly, deamidated Bcl-xL (Asp and iso-Asp deamidated versions) has not been elucidated both
in water and membrane environments. Membrane insertion could also contribute to an allosteric
change in the BG of the protein by promoting conformational and functional changes in combi-
nation with deamidation. Hence, a concerted effort is required to explore the structural changes
in full-length Bcl-xL upon deamidation and its consequences on the complex biological envi-
ronment, focusing on the dynamics and possible collective effects of the protein head, the C-tail
and protein-membrane interactions (PMIs). Therefore, the ultimate goal of this study is to fully
understand deamidation-induced conformational changes both in water and in membrane in or-
der to scrutinize conceivable reasons of loss of its function (Figure 5.2). The impact of Bcl-xL
deamidation in water and in membrane is explored by monitoring the structural changes, par-
ticularly the BG during microsecond long MD studies. This study attempts to elucidate for the
first time, deamidation of Bcl-xL in membrane environment to evaluate potential changes in the
protein structure and dynamics and consequently understand its loss of function.

Figure 5.2: Schematic representation of this study: Bcl-xL and deamidated Bcl-xL i.) in water,
and ii. in membrane. (Protein head refers to the core and the IDR excluding the C-tail. The
water surface is generated using the ChimeraX[38] surface presentation.)
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5.2 Methodology

5.2.1 Preparation of the C-tail and REMD simulation details
The initial structure of the C-tail (24 residues, F210-K233 residues) including acetyl (ACE)
group cap was modelled by tleap implemented in the Amber18 program package[133]. Gener-
alized Born model (GB-Neck2) was performed in combination with mbondi3 intrinsic radii, and
ff14SBonlysc. An alpha helix shape was given by cpptraj[136] using the make structure
command afterwards. The C-tail system was minimized and equilibrated without restraints in
three steps as follows: 1) the system was gradually heated from 10K to 300K using Andersen
thermostat[47] with random velocity update every 10 steps for 12 ns. 2) The microcanoni-
cal (NVE) ensemble was applied at 300 K for 0.1 ns. 3) Langevin temperature coupling[37]
with a gamma of 1.0 ps-1 was applied at 300 K for 1 µs. The SHAKE algorithm was carried
out in order to constrain bonds involving hydrogen bonds. Time step for the third step of the
equilibration and Replica-Exchange Molecular Dynamics (REMD) were carried out for 4 fs,
using hydrogen mass repartitioning (HMR),[49] to accelerate REMD simulations. REMD[50]
technique, which enhances the conformational sampling of proteins was used to sample rep-
resentative C-tails. Eight replicas with temperature range between 270-468.7 K were used for
REMD simulations with an acceptance ratio of ≈ 0.2 [163]. 20 µs long REMD simulations
were performed for each replica. The Langevin thermostat[37] with a gamma of 1.0 ps-1 was
employed, and exchange attempts were tried every 5 fs.

5.2.2 Simulation details in water systems
The initial structure of Bcl-xL (∆C) “1LXLNMR” was extracted from the Protein Data Bank
(Homo sapiens); extra residues were removed from the PDB file. Bcl-xL and the C-tail candi-
dates were joined using Chimera (version 1.14) to obtain full-length Bcl-xL [138]. Deamidated
structures (DM1 and DM2) were built by replacing Asn to Asp and iso-Asp, respectively. MD
simulations were performed using the Amberff14SB82 force field implemented in the Amber18
program package[133]. Cubic boxes were built using the TIP3P [135] explicit water model and
the boxes were designed large enough to accommodate extended forms for all systems. Counter
sodium or chloride ions were added to neutralize each system. The Particle Mesh Ewald (PME)
method with a default 8 Å cutoff distance was employed to account for long-range electrostatic
interactions [44, 45]. All systems (FL, DM1 and DM2) in Table 5.1 were minimized using the
NVT ensemble with the Andersen temperature coupling [47] with randomly updated veloci-
ties every 10 steps after a short steepest descent minimization using harmonic restraints on all
heavy atoms. A five-step equilibration protocol was performed using the NPT ensemble with
a Monte Carlo barostat as follows: 1) all heavy atoms are restrained with a harmonic potential
of 50 kcal mol-1 Å-2 for 0.1 ns at 10 K. 2) only the oxygen atoms of the water molecules are
restrained using the same restraining potential for 0.1 ns at 10 K. 3) the harmonic potential is
decreased to 5 kcal mol-1 Å-2 while repeating the 2nd step. 4) the entire system is equilibrated
without restraints for 0.1 ns at 10 K. 5) the system is gradually heated to 300 K for 2 ns using
the Berendsen thermostat [46] with a coupling time of 1.0 ps. For the equilibration steps 1 to
4, velocities were randomly updated every 10 steps under the Andersen thermostat. Sampling
simulations were performed at 300K and NVT ensemble with Langevin temperature coupling
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[37] with a gamma of 1.0 ps-1. The time step for sampling runs was 4 fs via hydrogen mass
repartitioning (HMR) [49].

5.2.3 Generation of membrane-associated Bcl-xL and simulation details
1-Palmitoyl-2-oleoylphosphatidylcholine (POPC) is the most abundant lipid in MOM and is
used as a representative model for MOM [164, 165, 166, 167]. Therefore, in the study POPC
lipid was used to mimic the MOM. All protein associated membrane systems were generated
by CHARMM-GUI Membrane Builder [168, 169] and each layer included 240 POPC lipids.
Prepared systems (Bcl-xL and deamidated Bcl-xL) were oriented with respect to the membrane
(if needed) to avoid the IDR insertion into the membrane. A 50Å water thickness was added
on both top and bottom of each system. 0.15 M KCl was added into the system in order to
mimic physiological conditions. In all simulations Amberff14SB [134] and Lipid14 [170] force
fields were used for protein and membrane, respectively. Moreover, the TIP3P [135] explicit
water model was used. A minimization followed by a six-step equilibration protocol was con-
ducted/applied for all initial systems. The minimization and the first five steps in the equilibrium
runs were repeated using the same protocols as in the water system simulations. A sixth stage
was added and consisted in letting the systems equilibrate without restraints for 4 ns at 300 K
using the Berendsen thermostat86 with a coupling time of 1.0 ps. The area per lipid (APL) was
calculated in order to check membrane equilibration and its compliance with known experimen-
tal APL (Figure A.11). Finally, microsecond long MD simulations with Langevin thermostat
with a gamma of 1.0 ps-1 were performed for each system at 300K (above phase transition
temperature of POPC). Additionally, the cpptraj [136] module of Amber18 was used for the
analyses of the MD trajectories.

5.3 Results and Discussion
Limited structural information about full-length Bcl-xL (FL) is available and the impact of the
deamidation in the membrane associated Bcl-xL is not well understood. Relations/interactions
between the IDR, the C-tail, and the membrane need to be unraveled to understand their roles
on the structure and function of Bcl-xL. In this context, full-length Bcl-xL was explored in water
and membrane prior to and after deamidation by considering both Asp and iso-Asp mutations
(DM1 and DM2, respectively). The studied systems were tabulated in Table 5.1. We primarily
focused on the conformational and dynamic changes in the binding groove upon deamidation
in the IDR, as well as their environmental impacts. The findings are discussed under water
and membrane environments. Mainly, the stability of each system, hydrogen bond interactions
and principal component analysis are investigated to identify/detect conformational differences
during simulations.

5.3.1 Evaluation of the C-terminal tail
Subsequent to 20 µs long REMD simulation between 270 K and 468.7 K, the frames at 293.6K
were extracted from REMD trajectories. Energy of each frame in Table 5.2 was calculated by
esander in the cpptraj [136] module of Amber18. Secondary structure analysis was performed

62



Table 5.1: Summary of the initial system setup.

Water system Water Na+ Total atoms Simulation box (Å3) Simulation time
Bcl-xL (FL-wat) 71146 11 217032 130.383×130.383×130.383 1µsx4, 2µsx1
DM1-Bcl-xL (DM1-wat) 71144 13 217024 130.383×130.383×130.383 1µsx2, 2µsx3
DM2-Bcl-xL (DM2-wat) 71144 13 217024 130.383×130.383×130.383 1µsx2, 2µsx3
Membrane system Water K+/Cl- Total atoms Simulation box (Å3) Simulation time
FL-memb
FL-C1-memb 84338 245/234 321396 129.445 ×129.439 × 207.818 1.5µs
FL-C2-memb 72640 209/198 286230 129.445 ×129.349 × 184.544 1.5 µs
FL-C3-memb 73052 211/200 287470 129.445 ×129.349 × 185.787 1µs
DM1-memb
DM1-C1-memb 84414 246/233 321620 129.445 ×129.439 × 207.818 1µs
DM1-C2-memb 72585 212/199 286065 129.445 ×129.349 × 184.544 1µs
DM1-C3-memb 72998 213/200 287306 129.445 ×129.349 × 185.787 1µs
DM2-memb
DM2-C1-memb 84414 246/233 321620 129.445 ×129.439 × 207.818 1µs
DM2-C2-memb 72585 212/199 286065 129.445 ×129.349 × 184.544 1µs
DM2-C3-memb 72998 213/200 287306 129.445 ×129.349 × 185.787 1µs
Water thickness in membrane systems is 50 Å.
Wat and memb refer to water and membrane systems, respectively.

using the Definition of Secondary Structure Prediction (DSSP) algorithm,[137] and successive
helix residues were identified. In the scope of this study, the C-tail candidates were selected in
the aspect of minimum energy, secondary structure, and helix content criteria to better represent
the C-tail behavior in full-length systems (Table 5.2). The tail candidates were evaluated under
three groups, namely helix (three helical tails), min energy structure (hairpin) and random coil
with min. energy. In the first group, the C-tail having the helix (criteria h>16) with minimum
energy was selected as the first candidate. Two candidates were available for maximum helix
content (h=22) and were selected as second and third candidates. Then, the C-tail with mini-
mum energy was used as a 4th candidate. Lastly, minimum energy random coil was used 5th
candidate in the study. For the sake of completeness, we continued with five tails. Additionally,
some recent studies showed that the C-tail formed a transmembrane α-helix inside the lipid
membrane with various helix content/long (h18 to h22) [19, 107]. Thus, helical models were
used in membrane systems.

5.3.2 Stability of Bcl-xL systems prior to and subsequent to deamidation
Prior to comprehensive investigation of all systems (FL, DM1, DM2) in water and membrane,
stability of each system was initially analyzed using the backbone root mean-square deviation
(RMSD) analysis with respect to the initial/built structure. The core helices and (< 3.0) are sta-
ble during the simulations (Figure 5.3). The IDR is highly flexible in all systems (Figure A.12).
Figure 5.4 depicts that the C-tails inside the membrane considerably lower RMSD values than
the C-tail in water and are not flexible as expected due to the surrounding lipids. Additionally,
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Table 5.2: Representative C-tail candidates used in the study.

C-tail candidates Tail structure Criteria Energies of C-tail
(kcal/mol)

Full-Length ID

C1 (h17) min. energy successive helix 16 -496.8658 FL-C1

C2 (h22-m1) max successive helix -484.9407 FL-C2

C3 (h22-m2) max successive helix -464.8594 FL-C3

C4 (min) min. energy -559.3848 FL-C4

C5 (coil) min energy random coil -487.6524 FL-C5

the stability of the helical contents and structural behavior of the studied systems were also
evaluated using the Definition of Secondary Structure Prediction analysis [137] (Figure A.13).
In general, α1-α8 were preserved their helical structures. Partial unfolding in the helical tails
were observed in all water systems, especially deamidated systems. In membrane, helical tails
preserved during the simulations. Furthermore, helical tendency was seen in the IDR in line
with previous studies [19, 171].

5.3.3 Bcl-xL and deamidated Bcl-xL in water
Structural behaviors of Bcl-xL bearing the C-tail (FL) in water were evaluated before and after
deamidation to identify the changes during simulations and to understand the structural con-
sequences. Moreover, water system was considered as a reference to assess the outcomes of
membrane systems. Structurally, the C-tails did not preserve their initial extended forms, which
do not make contact with the protein head before the simulations. The C-tails approached
the protein head during the simulations. Additionally, the C-tails are highly dynamic in water
and the flexible junction connecting α8 and α9 (J89) contributes the C-tail to move according
to various orientations. Notably, as depicted in Figure 5.5 the C-tails of deamidated models
aligned/positioned towards different region of the protein core/head. This observation pertains
to almost all C-tails (except the systems bearing C2 tail). The C-tails in native form positioned
differently with respect to deamidated ones (for all snapshots see: Figure A.14).

H-bond interactions were examined during the simulations in order to detect persistent
(long-lived) and transient (short-lived) but consistently re-occurring interactions. Temporary
(short-lived) interactions among the C-tail-protein head (C-tail-loop and C-tail-BG (mostly α2
and J23)), and tail-junction of α8 and α9 (J89) were observed during the simulations. In gen-
eral, the terminal residues, that is, N211, R212, W213, R232 and K233 residues in the C-tail
drive the H-bond interactions with the protein head.
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water membrane

Figure 5.3: Backbone RMSD plots for core helices of FL, DM1 and DM2-Bcl-xL simulations
with respect to initial/built structures. (Every 20 frames)

Yao et al mentioned that the C-tail interactions with G94 in α2, G138 in α5 and G196 in
J78 in the BG indicate close conformation of the BG with the C-tail [107]. When we checked
these interactions for all water systems, we observed transient interactions (short-lived) with
the C-tail residues and the BG residues (G138 in α5 and/or G196 in J78). We also examine
the adjacent residues of G94, G138 and G196 to check possibility to shift the interactions. In
the adjacent residues we detected persistent and/or transient (short-lived) interactions with the
C-tail, but the C-tails did not fully cover the BG (Figure 5.6). Instead, the C-tail interacts with
outer side residues in the BG or approaches to the bottom side of the BG. Additionally, in DM1
simulations, the C-tail mostly interacts more with the loop than with the BG. We suggest that
these interactions could be an indicator of a C-tail approach to the BG (not only on the inner
side but also on outer residues of the BG). This may cause/trigger the pseudo-inhibitor activity
in water by inhibiting/preventing the binding affinity of pro-apoptotics and BOPs.
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water membrane

Figure 5.4: Backbone RMSD plots for the C-tails of FL, DM1 and DM2-Bcl-xL simulations
with respect to initial/built structures (Every 20 frame).

Intrinsically disordered region (IDR, loop)

The loop behavior was also investigated throughout the simulations. The initial extended struc-
ture of the loop was not preserved during the simulations. In water systems, the loop transiently
interacts with the protein core (protein excluding the loop and the C-tail) and the C-tail. In
general, the loop approaches α1, α2, α6, α7, and J89. H-bond interactions between protein
(∆IDR)-IDR in Figures 5.7 and 5.8 showed the transient interaction between the IDR and pro-
tein and depicted that deamidation altered the interaction pattern between protein and the IDR
and conformational behavior of the IDR. Remarkably, the C-tail of Bcl-xL was less interacted
with the IDR compared to the deamidated ones (Figure 5.8). Deamidated IDR transiently in-
teract with the C-tail In deamidated systems, the increase in negative charge residues in the
IDR could facilitate the C-tail-loop interaction and mediate the position of the C-tail (residues
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Figure 5.5: Representative positions of the C-tails among Bcl-xL and deamidated Bcl-xL in
water. (Yellow color presents the binding groove. Tan, blue, and pink colors denote the C-tails
of FL-C3, DM1-C3, and DM2-C3, respectively. Water was not shown for clarity.

(a) FL-C1 (b) FL-C3

Figure 5.6: Representative orientations of the BG and the C-tail residues in water. (Blue color
denotes loop region (IDR). Magenta and yellow colors present the C-tail and the BG, respec-
tively.)

210-233). These observations suggest that the differences in the C-tail and the loop movements
can affect membrane localization behavior/affinity and can alter the accessibility of the BG for
pro-apoptotic proteins or BOPs.

Additionally, in the FL simulation, N52 and N66 did not interact with the C-tail residues,
both D52 and D66 in DM1 and only iso-D66 in DM2 interact with the C-tail (Figure 5.8). R232
and R209 transiently interacted with D52 and D66 in DM1. In DM2 simulations, isoD66-R232
and isoD66-K233 transient interactions were detected. This could indicate that deamidation
may invoke the loop-C-tail interactions.
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(a) FL (b) DM1

(c) DM2

Figure 5.7: H-bond interactions plots for α1 residues of the protein-IDR residues of FL, DM1,
and DM2 simulations. The color bar shows overall contact percentage during the simulations.
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Notably, transient D52-R102 interaction in the DM1 simulation urged us to re-visit the
experimental work of Follis et al [105]. They displayed that negatively charged residues (D61,
E62, D52 and D66) interacted with positively charged arginines (R100, R102, R103; known
as Arg cluster.) in junction 23 connecting α2 and α3 (J23). In order to follow this interaction,
radial distribution functions (RDF) were computed between side chain oxygen atoms of residues
52 and 66 and the hydrogen atoms of the guanidinium moieties in the Arg cluster (Figure 5.9)
both in water and membrane systems. This interaction was only detected in DM1-C3 in water in
the range of 1.0-3.0 Å. Through the distance analysis the frequency/stability of this interaction
was also followed (Figure 5.10) and approximately after 1.5 µs transient but consistently re-
occuring R102-D52 interaction was inspected on DM1-C3.
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Figure 5.9: Radial distribution function, g(r), vs the distance between side chain oxygen atoms
of residues 52 and 66 and H atoms of the guanidinium moieties in Arg cluster in DM1-wat
simulations.

Figure 5.10: Distance plot between Asn52@CG and CZ atoms of guanidinium moieties of
R102 in the simulation of DM1-C3) in water. (Every 15 frames)

Deamidation Impact on the Binding Groove (BG)

Deamidation impact on the BG were examined more closely through the H-bond analysis in
order to detect key H-bond interactions before and after deamidation. Remarkably, R103-
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R103@CZ-Q111@CD

R103@CZ-D129@CD

Figure 5.11: Distance evolution plots for key H-bonded residues in the BG of FL-wat, DM1-wat
and DM2-wat in water. (Every 30 frames.)

Q111 (42.9 % in DM2-C2 and 25.6 % in DM2-C5) and R103-E129 (21.6 % in DM2-C2)
were detected in two out of five iso-Asp mutated (DM2-wat) simulations. These interactions
provide to cover the top side of the BG. Distance analysis in Figure 5.11 also showed that while
R103@CZ-Q111@CD interaction was seen in DM2-wat, this interaction was not available in
FL-wat simulations. Additionally, in the models bearing the C1 tail, particularly (FL-C1 and
DM1-C1) R103-D133 (43.7% - 25.2%) and R103-E129 (30.6% - 15.8%) interactions were de-
tected. However, the R103-D133 and R103-E129 interactions decreased in DM1-C1 in half.
Transient (short-lived) R103-D133 interaction was observed in DM2 (three out of five) as well.

Taken together, considerable/subtle differences were observed in the behavior of the IDR
and the C-tail upon deamidation. The BG is not fully closed with the C-tail. Instead, the
dynamic C-tail approaches the bottom and side of the BG. Intriguingly, the C-tail mostly prefer
to interact with the IDR in DM1 simulations. In general, R103 interactions with Q111 and
D129 in the binding groove are the key interactions as particularly detected in DM2 simulations.
Conformational changes upon deamidation will be further investigated by means of PCA in the
following section.

5.3.4 Bcl-xL and deamidated Bcl-xL on membrane

Membrane insertion related conformational changes in protein and protein-membrane interac-
tions (PMI) gain importance in order to fully understand the structure and function relation-
ship of Bcl-xL upon deamidation. As discussed earlier, deamidation and membrane mediated
impacts on the protein head still remain unclear. In this section, we focused to detect the
deamidation-induced conformational changes on the protein, particularly the BG. Since pre-
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vious studies showed that the C-tail forms an α-helix inside the membrane, Bcl-xL with three
helical models (C1-C3) were investigated in this section [17, 19, 107].

In line with the experimental study of Yao et al [17, 107], the head of Bcl-xL preserved
its fold during the simulations. The head of deamidated systems also maintained their folds.
In addition, we also examined the possible behavior of the membrane-inserted non-canonical
model of Bcl-xL suggested by Vasquez-Montes et al [160, 161]. In all simulations α6 did not
enter the membrane while α1 stayed intact with the protein head.

Structural behavior and interactions of the C-tail in membrane

As mentioned above, Bcl-xL anchored to the membrane through its C-tail. After associa-
tion of the C-tails of Bcl-xL and deamidated Bcl-xL to the POPC membrane, we observed
that all C-tails stayed/remained inside the membrane during the simulations. The tails have
smoother/ordered α-helices inside the membrane through the interaction with POPC side chains.
N-terminal (N211, R212, W213: upper leaflet) and C-terminal (S231, R232, and K233: lower
leaflet) tail residues also transiently and/or persistently interact with the phosphatidylcholine
head (PC head) during the simulations. These interactions/residues confirm that the C-tails stay
inside the membrane and help to sustain the secondary structure by stabilizing the C-tail he-
lices in the membrane in a good agreement with the computational study of Maity et al [159].
Additionally, R232 and K233 also protrude from membrane in most of the simulations (Figure
5.12).

(a) FL-C1 (b) FL-C2

Figure 5.12: The representative snapshots of membrane-embedded C-tails and its water inter-
actions (POPC bilayer was not shown for clarity. Snapshots taken at 1.5 µs. The water surface
was generated using the VMD[54] quicksurf presentation.)

The tilt angle of the C-tail is also one of the important factors that affect the protein position
and movement above the membrane. Tilt angle calculations of Yao et al.[107] and Ryzhov et
al.[162] displayed that the C-tail helix (α9) spanning 213-233 and 207-230 (after 1 µs MD
simulations) tilted approximately by 25◦and 36◦relative to the membrane, respectively. The
C-tails before and after deamidation were inspected through the simulations in order to detect
helix tilt in the lipid bilayer/membrane (Figure 5.13). In general, average tilt angle is 21◦and
the C-tail helix spans around residues 210-231. DM1 models are slightly more tilted compared
to the FL and DM2 simulations/models.
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Figure 5.13: The tilt angle evolution plots for the C-tails of FL, DM1, and DM2 simulations
with respect to the membrane plane simulations in membrane during simulations. (Every 5
frame)

More importantly, the junction 89 connecting α8 and α9 (J89) facilitates the flexible orien-
tation/movement of the protein head during the simulations in line with the experimental results
of Ryzhov et al., which observed higher NMR peak intensity at residues 199-205 [162]. The
flexibility of J89 triggers the protein head to lean towards to the membrane leading to interaction
with phosphatidylcholine head (PC head).

Intrinsically disordered region

The role of an IDR in the loss of apoptotic function of Bcl-xL was investigated in membrane
systems. Membrane association of the C-tails resulted in a limited movement/approach of the
IDR towards the protein head due to the orientation of the BG towards membrane. The IDR
above the membrane has a less accessible area to move compared to the water systems. The
IDRs approach the side of α6 (right side) and α8 due to the lean/approach of BG from α3
and J23 sides to the membrane. Direction of the IDR mostly shifted to α1, α6-α8, and J67.
Figures 5.14 and 5.8 illustrated that interaction pattern was changed upon deamidation. No-
tably, deamidated systems transiently interact with the residues in J89. However, no IDR-J89
interaction was observed in Bcl-xL (Figure 5.8). Furthermore, the IDR also transiently interacts
with PC head of the POPC membrane. Remarkably, the deamidated IDR interacts with the PC
head more than Bcl-xL. The increase in negative charge affects both membrane interaction and
in turn the BG movement/direction.
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(a) FL (b) DM1

(c) DM2

Figure 5.14: H-bond interactions plots for α1 residues of the protein-IDR residues of FL, DM1,
and DM2 simulations in membrane. The color bar shows overall contact percentage during the
simulations.
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Deamidation Impact on the Binding Groove (BG)

Influences of the IDR and the membrane insertion on the binding groove were also scrutinized
in order to understand their potential roles on the BG. Previously, in the experimental study of
Raltchev et al. they reported that the binding groove is in close proximity to the membrane
suggesting that the BG loosely interacts with the membrane and await binding partners [19]. In
line with the experimental studies,[17, 19, 107] we also observed that the BG loosely interacts
with the membrane and mostly stays open. The protein head, particularly the BG is highly
dynamic during the simulations. Initially the BG is perpendicular to the membrane, and the
BG is open (Figure 5.16). After short a while the BG specifically leans towards the membrane
from α2, α3, and J23 sites in most of the simulations (Figure 5.17). Transient interactions of
the BG, particularly J23, α2, and α3 with the PC polar heads of the membrane were detected
(Figures 5.17 and 5.18). Ryzhov also confirmed the BG and lipids interaction and observed
mostly α2-α4 reflecting the BG is less in contact with cytosol [162]. We also observed short-
lived interactions between the bottom side of the BG (α2-α4) and the PC head in Bcl-xL (FL)
simulations. During the simulations the bottom of the BG closes too much to the membrane
from time to time by preventing the possible bindings partners, namely pro-apoptotic proteins
and BOPs, particularly in Bcl-xL simulations. Intriguingly, unlike the BG of Bcl-xL, the BG
in DM1 simulations moves above the membrane and minimally/rarely gets contact with the
membrane. Due to increase in negative charge in the IDR, in two out of three DM1 simulations
the IDR interacts with the membrane and may push up the BG above (Figure 5.18). The fact
that BG has less contact with the membrane may contribute the change in the BG-BG residue
interactions.

Figure 5.16: Initial structures of FL models in membrane. (Blue color denotes the IDR. Magenta
and yellow colors present the C-tail and the BG, respectively. Water was not shown for clarity.)
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Figure 5.17: Representative orientation of the BG of FL-C3 toward the membrane.

Figure 5.18: Representative protein head-membrane interactions in the simulations. (Blue color
denotes the IDR and orange for J89. Magenta and yellow colors present C-tail and the BG,
respectively. The black dashed line presents the position of the BG.)

Remarkably, transient J23 residues (R100-R103)-C-tail interactions in Bcl-xL are consider-
ably higher than the deamidated ones. H-bond interactions among the J23 residues, particularly
the Arg cluster (R100, R102, and R103) and the PC heads reach maximum up to 38.7 %. In
deamidated simulations Arg cluster tends to interact with α3, α4, and J45 in order to narrow
the BG instead of interacting with the membrane. This outcome suggests that the PC head
interactions with the Arg cluster could prevent the narrowing of the BG and render the BG
open.

Key H-bond interactions in the BG were also detected and followed during the simulations
(Figure 5.19). Remarkably, in all simulations of DM1s on membrane, R103-D133 (in the range
27.4-55.8%), R103-E129 (in the range of 10.6-65.3 %) intereactions were detected. Particu-
larly, the R103-D133 interaction in DM1 contributes to the narrowing of the bottom side of the
binding groove. Distance analysis also depicted larger R102-D133 distances in Bcl-xL (2 out
of 5) and DM2 compared to DM1 simulations (Figure 5.19). Taken together, R103-D133 and
R103-E129 are the key interactions, leading to the narrowing and the covering of the BG. These
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outcomes also stress that deamidation in the IDR allosterically affect the BG groove and alters
the interaction pattern. Consequently, it may impair its function.

R103@CZ-D133@CG

R103@CZ-D129@CD

R102@CZ-D133@CG

Figure 5.19: Distance evolution plots for key H-bonded residues in the BG of FL-memb, DM1-
memb and DM2-memb in membrane. (Every 30 frames.)

Radius of gyration (Rg) analysis was also performed to further monitor time evolution of
the narrowing of the bottom side of the BG using the backbone atoms of J23 and J45 residues
during the simulations. Figure 5.20 shows that FL-memb Rg’s generally fluctuate in the range
of 6.0-11.5 Å. Compared to FL-memb, the Rg seems to reach a stable trend in DM1-memb and
DM2-memb. In DM1 simulations, the Rg is lower than with the others indicating a narrowing of
J23 and J45. The Rg’s of the DM2 simulations are also slightly lower (in general range of 5.5-
10.0 Å) than with Bcl-xL. The Rg outcomes also confirm the allosteric effect of deamidation.

In 2017, Priya et al claimed that R103 and R139 cover the bottom part of the BG by be-
having like a gate [131]. In our study, we suggest that R103 interactions play major role to
cover the inner side of the BG, especially for the deamidated systems. Taken together, deami-
dation in IDR indicates that R103-D133, R103-E129 and R103-Q111 interactions collectively
provide/contribute closure and narrowing of the BG in membrane systems. These results also
may indicate that deamidation in membrane environment allosterically affects the BG of Bcl-
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Figure 5.20: Rg as a function of time for the backbone atoms of J23 and J45 of FL, DM1 and
DM2 simulations in membrane. (Every 20 frames)

xL in terms of the change in the interaction pattern (i.e., protein-membrane interactions and the
IDR interaction) and narrowing of the BG. Notably, compared to water environment, Bcl-xL
shows crucial differences in the BG upon deamidation. This could indicate that the increase in
negative charges in the IDR and membrane association collectively impacts on the structure of
the protein.

Overall, the BG is mostly oriented towards the membrane from the α3 and J23 sites, but in
DM1 simulations it is oriented to the opposite direction and is in less contact with the mem-
brane. The Arginine cluster in J23, particularly R103 interactions, plays an essential role on the
narrowing of the BG. During DM1 simulations, the narrowing of the bottom side of the BG was
observed and these results suggest that deamidation allosterically affects the BG and this may
imply the loss of Bcl-xL function upon deamidation.

5.3.5 Principal Components Analysis (PCA)
The essential dynamics and the dominant motions of the BG in the water and in membrane
systems were scrutinized using principle component analysis (PCA) in order to get insights into
the structural/conformational differences in both environements [52]. Basically, PCA converts
cartesian coordinates into dominant motions. The changes in their conformations and the dom-
inant motions of Bcl-xL prior to and subsequent to deamidation were investigated by examining
the overlaps of the distributions. PCA was comparatively investigated in three groups by com-
bining all independent simulations (24 in total (15 in water and 9 in membrane systems)). The
combined 24 independent simulations were separately projected for each system (WT, DM1
and DM2 in water and membrane). Since approximately 80 % of the cumulative variance was
reached by the first four PCs, only the first four PCs were depicted herein (Figure 5.21).

PC scatter plots in Figure 5.22 illustrate that the water and membrane models overlap less
with each other and cover different conformational spaces. This outcome indicates that the
simulation environment considerably affects the essential dynamics, which results in unsim-
ilar motions and conformational differences. Moreover, the finding also indicates that the
conformational transitions from water to the membrane environment. In addition, DM2-wat
explores/scans larger area than DM2-memb. Conformational distributions in membrane envi-
ronment are considerably reduced in DM2-memb implying a rigidity and less flexibility of the
iso-Asp deamidated Bcl-xL in membrane.

In water, deamidated and FL simulations display notable differences (Figure 5.23). Deami-
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(a) Proportion of variance (b) Cumulative proportion of variance

Figure 5.21: a) Proportion of variance b) Cumulative sum of total variance captured by the first
10 PCs for the combined clusters (FL, DM1, and DM2.)

Figure 5.22: PC scatter plots for top three PC modes of all MD runs onto all MD runs. (Every
5 points were plotted.)

dated proteins explore larger and distinct areas than FL-wat. Particularly, DM2-wat simulations
scan considerably different and larger areas indicating considerable changes in conformations
and overall motions. In membrane, larger differences were observed between Bcl-xL and deami-
dated Bcl-xL systems. FL-memb, DM1-memb, and DM2-memb explore distinct areas and the
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deamidated systems are less flexible and overlap less compared to FL-memb (Figure 5.23).
FL-memb scans larger conformational area/distributions. Deamidated systems cover limited
areas, particularly D2-membs, which indicate a less flexible BG. These findings suggest that
deamidation and membrane integration allosterically effects the dynamics of the BG leading to
conformational differences. Moreover, the essential dynamics of the systems are also environ-
ment dependent and show different behaviors.

Figure 5.23: PC scatter plots for top three PC modes of water (left) and membrane systems
(right) onto all MD runs. (Every 5 points were plotted.)

Taken together, considerable differences in PC distributions between the water and mem-
brane environments highlight the structural differences/transition upon membrane integration.

5.4 Conclusions

In recent years full-length Bcl-xL was experimentally evaluated but structural understanding
of full-length Bcl-xL before and after deamidation in the membrane has been missing. In this
study, the conformational/strcutural role of deamidation on the tertiary structure of membrane-
anchored Bcl-xL was deciphered using MD simulations by considering both in water and mem-
brane environments. We mainly focused on the conformational changes and essential dynamics
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of Bcl-xL upon membrane insertion and deamidation. While the C-tail is more flexible as ex-
pected in water and interacts with the head of the protein, it is more stable in membrane through
the interaction with the lipids. In membrane, the C-tails were tilted to the membrane normal and
α2, α3, and J23 in the BG were oriented towards the membrane while the BG interacted loosely
with membrane. Remarkably, asparagine deamidation to aspartate/iso-aspartate in membrane
systems seems to allosterically trigger the changes in the binding groove. PCA illustrated the
conformational transitions between water and membrane systems. PCA suggests that the simu-
lation environment considerably affects the essential dynamics implying conformational differ-
ences. Our findings suggest that interaction pattern change, flexibility of the J89, protein orien-
tation towards membrane and protein-membrane interaction play a pivotal role on the structural
differences of the protein upon deamidation. Furthermore, the pivotal differences could be col-
lective/cooperative consequences of membrane association and deamidation. In other words,
allosteric effect could arise from both the deamidation in the IDR and the membrane environ-
ment. In addition, unlike the outcome of Vasquez-Montes et al., we did not observe Bcl-xL
refolding and the release of BH4 domain in membrane during the simulations. Analysis of this
study is still in progress. Initial results were shared herein. We have planned to perform further
analysis for further rationalization and clarification of the computational findings. We believe
that this study will provide a valuable contribution with potential implications towards develop-
ing anticancer therapeutics by presenting insights into the consequences of deamidation on the
structure and function of Bcl-xL. Further studies will focus on understanding complex systems
(Bcl-xL + BOPs/pro-apoptotics) in order to provide comprehensive insight and full perspective
on the impact of Bcl-xL deamidation.
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Chapter 6

Investigation of Bcl-xL-BH3-only peptide
Complex

6.1 Introduction

BH3-only proteins (BOPs) are divided into two groups, namely activator and sensitizer (Figure
6.1). Andrews and coworkers described BOPs as orchestrators of apoptosis in their review.[147]
While activator BH3-only proteins (BIM, BID and PUMA) directly induce apoptosis, sensitiz-
ers (BAD, NOXA, etc.) indirectly induce it. BOPs only consist of a BH3 domain and this
domain plays a pivotal role for the interactions with the BCL2 family proteins and regulation
of MOMP. Since full-length of BH3-only proteins are not available except BID, BH3 pep-
tides derived from each of the BH3-only proteins were used in the literature. Literature results
showed that BH3 peptides mimic the corresponding full length protein and induce BAX and
BAK oligomerization and MOMP [143, 144, 172]. BH3 domains of activator BH3-only pro-
teins/peptides interact with the binding groove of Bcl-xL and lose their functions. In addition,
they directly promote MOMP by activating Bak and Bax.[173] As mentioned in the previous
chapter, the binding groove of Bcl-xL accomodates BH3-only peptides. Rajan et al reported
crystal structures of Bcl-xL in complex with BID and BIM peptides (4QVE and 4QVF, respec-
tively) and showed that BH3-only peptides bind the binding grove of Bcl-xL and formed alpha
helical conformations. Furthermore, owing to their sequence variations of the peptides, differ-
ent interaction modes and conformational changes were observed.[139] Additionally, Bcl-xL is
a potential target for Bcl-xL inhibitors design, known as BH3-mimetics. For instance, Navito-
clax targeting BCL-2, Bcl-W and Bcl-xL and Venetoclax (Venclexta and Venclyxto) for BCL-2
are already in the market [174].

In 2013, Maity et al. investigated dynamics of Bcl-xL (PDB ID: 1BXLNMR, ∆45-84) in
water and the pre-equilibrated DOPC membrane by means of MD simulations (1.6 µs in total)
[102]. Simulation results showed that the C-tail covered the binding groove in water after
60 ns of simulation. When BAK peptide was also included in the water system, the C-tail
was displaced with BH3-only peptide. In membrane, BAK reduced its binding affinity due to
conformational changes in the binding groove. Contrary to Maity et al, In 2015 Yao et al showed
that membrane-anchored Bcl-xL has a higher affinity to the BID peptide when compared to Bcl-
xL in water.[107] Due to the competition between the C-tail and the BID peptide in water, the
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Figure 6.1: The BOP family.

C-tail behaved as a pseudo-inhibitor by binding to the binding groove of Bcl-xL and showed
cytoprotective activity. Moreover, Pécot et al.[175] reported that the BH3 binding affinity of
membrane-associated Bcl-xL was enhanced compared to its counterpart in water since there was
no competition between C-tail of membrane-anchored Bcl-xL and the BH3 peptides to interact
with the binding groove of Bcl-xL. There is an obvious contradiction between the results of
Maity et al., Yao et al., and Pécot et al. in the binding affinity of the peptide to the membrane-
bound Bcl-xL. The reason for the contradiction could be that Maity et al. used modified Bcl-xL
structure, which lacks a real C-tail. The C-tail they use in their study is histidine tagged in order
to facilitate purification. In this context, further investigation is needed to clarify the reason of
binding affinity variations when Bcl-xL is bounded to the membrane. Additionally, in previous
studies, the Bcl-xL structures in complex systems did not include the IDR. Yet recent studies
emphasized the importance of the IDR as mentionned in the previous chapter. For these reason,
in order to give further insights on these complex systems, we considered the impact of the IDR.

In this study, the structural behaviors of BH3-only peptide in water was investigated and
compared with some complex systems. In the second part of the study, we focused on the Bcl-
xL-BIM peptide complex (PDB ID: 4QVFX-RAY) and the Bcl-xL-BID peptide complex (PDB
ID: 4QVEX-RAY). In this context, since Bcl-xL in the experimental complexes does not have
the IDR we modified the models. The IDR was extracted from a Bcl-xL (PDB ID: 1LXLNMR)
structure and added to the complex models.

6.2 Methodology

Initial structures (4QVF,[139] 4QVE,[139] and 1LXL [14]) were provided from the Protein
Data Bank (Homo sapiens). The Bcl-xL ∆C+BIM peptide complex I and Bcl-xL ∆C+BID
peptide complex II systems were prepared as follows: 4QVF and 1LXL were used to prepare
complex system I ( Bcl-xL ∆C+BIM peptide). To prepare the complex system II, 4QVE and
1LXL were used ( Bcl-xL ∆C+BID peptide). Missing residues and loop sections were provided
from 1LXL. For proper addition of the residues, 1LXL were fitted and added to 4QVF and
4QVE using Profit (Version 3.1) [176] and the tleap module from Amber, respectively. All
MD simulations were performed using the Amberff14SB [134] force field implemented in the
Amber18 program package[133] and solvation was carried out using the TIP3P [135] explicit
water model forming cubic boxes. Counter ions (sodium or chloride) were added into each
system to neutralize charges. The same MD protocol as the one described in chapter 4 was used
in this study.
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6.3 Results and Discussion
First, we concentrated on the understanding of the structural behavior of the BID and BIM pep-
tides in water (unbounded state). Then, initial analysis results of the complex systems (bounded
state) were discussed herein. The studied systems were tabulated in Table 6.1. As mentioned
above, our complex systems include Bcl-xL with the IDR and a BH3-only peptide.

Table 6.1: Initial structure set up.

Initial Structure Water Na+ Total atoms Simulation time
BH3-only peptide (Simulation box = 74.505x74.505x74.505 Å3)
BIM 13372 2 40547 1 µs
BID 13403 2 40563 1 µs
Bcl-xL-BH3-peptide complex (Simulation box = 111.757x111.757x111.757 Å3)
Bcl-xL-BIM complex 44265 15 136360 1 µs
Bcl-xL-BID complex 44234 15 136344 1 µs

6.3.1 Stability of BH3-only peptides in water
Figure 6.2 displays that BH3-only peptides show higher RMSD values indicating instability of
the peptides in water. Additionally, secondary structure analysis results also displayed reduction
of helix length (partial unfolding) (Figure 6.3). Literature data demonstrated that hydrophobic
residues tend to cluster in order to minimize solvent exposure and this lead to the reduction of
helix length and partial to complete loss of helical character[144, 177, 178, 179].

Figure 6.2: Backbone RMSD plot for BH3-only peptides with respect to X-Ray structures.

6.3.2 Analysis of Complex systems
As seen in Figure 6.4 when peptides are bounded to target proteins, they formed helices. Figure
6.5 shows that the core helices are stable and that the loop regions display a higher RMSD for
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complex systems. Secondary structure analysis in Figure 6.6 also demonstrates that the BH3
peptide is considerably stable in contact with Bcl-xL.

Investigation of the Bcl-xL-BOP complexes both prior to and following deamidation is an
upcoming study in order to give insight interactions between anti-apoptotic protein and BH3-
only peptides.

(a) BIM (b) BID

Figure 6.3: Secondary structure plots of a) BIM b) BID peptides.

Figure 6.4: Representative structure of a) Bcl-xL-BIM complex b) Bcl-xL-BID complex. (Blue
and yellow colors refer to the IDR and the the binding groove. BIM peptide in purple, BID
peptide in cyan.)
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(a) Bcl-xL-BIM complex (b) Bcl-xL-BID complex

Figure 6.5: Backbone RMSD plots of a) Bcl-xL-BIM complex b) Bcl-xL-BID complex with
respect to the built structures.

(a) Bcl-xL-BIM complex (b) Bcl-xL-BID complex

Figure 6.6: Secondary structure plots of a) Bcl-xL-BIM complex b) Bcl-xL-BID complex.

6.4 Conclusions
MD simulations confirmed that unbounded BH3-only peptides are dynamic in water compared
to their corresponding complex systems (bounded state). Disruption of helicity (short helices)
are observed and the peptides are unstable in water in line with previous studies. They are sig-
nificantly more stable in contact with Bcl-xL. Analysis results of complex systems showed that
BH3 peptides preserved their helical shapes, yet loop regions were highly flexible. This study
is in progress. As a future work we will investigate complex systems in membrane environment
before and after deamidation. Understanding of the interactions in complex systems will pave
the way to design future Bcl-xL inhibitors.
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Chapter 7

Keteniminium Chemistry

7.1 Introduction

Keteniminium salts (KIs) are versatile and reactive intermediates in organic chemistry[32, 180].
Historically, the pioneers of the use and synthesis of KI are Viehe and Ghosez[26, 27]. KIs are
an improved alternative to their ketene analogues, due to their higher reactivity and high elec-
trophilicity. Furthermore, KIs do not undergo undesired side reactions, such as dimerization
or polymerization, as readily as ketenes [28, 30, 180, 181, 182, 183]. KIs are mainly catego-
rized in two groups, namely classical (aldo-KI and keto-KI) and activated keteniminium ions as
depicted in Figure 7.1.

Figure 7.1: General structures of KIs.

Keteniminium salts have a wide range of synthetic applications [32, 180]. They are mostly
used as key intermediates in electrocylization reactions,[184, 185] intermolecular and intramolec-
ular cycloaddition reactions,[181, 186, 187] [1,5]-sigmatropic hydrogen shifts,[188, 189] and
Claisen rearrangements[190] (Figure 7.2). KIs were shown to undergo [2+2] cycloadditions
with alkynes and are also used as dienophiles in Diels-Alder reactions [186, 191, 192]. [2+2]
cycloaddition products of KI and alkenes can also undergo nucleophilic addition on the cy-
clobutyliminium ion to produce highly stereoselective quaternary centers [193].

7.1.1 Formation of Keteniminium Salt

As mentioned above, the formation reaction of KI was first mentioned by Viehe and cowork-
ers in 1967 [33]. However, some drawbacks limit the use of this procedure, such as the initial
formation of a highly reactive and sensitive ynamine and a side reaction of the KI formed
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Figure 7.2: Summary of the reactions involving KIs.

with its precursor. In the following years, various alternative formation reactions of KIs, al-
lowing a broader use of these intermediates, have been disclosed in Figure 7.3, namely reac-
tions of α-haloenamines with Lewis acids,[27, 28, 29] triflation of amides,[30] methylation of
ketenimines,[31] and protonation of ynamines [32, 33] and ynamides [34, 35, 36]. Particularly,
in 1981, Ghosez and coworkers [30] reported the synthetically most useful and commonly used
formation method by activation of amides with triflic anhydride. In context of this study, we fo-
cused on the KI formation reaction from the reaction of tertiary amides (Ghosez’s KI formation)
since it requires milder conditions and is the synthetically most used KI formation method. The
effect of substituents on starting amide reactivity was investigated by considering the mecha-
nism of amide triflation. A broad range of substituents were selected, and energetic analysis
was performed to assess relative reactivities and their effect on the ease of KI formation. Fur-
thermore, reactivity of experimentally available starting amides with different substituents was
computationally investigated with various aspects, namely FMO, and reactivity descriptors.

7.1.2 [2+2] Cycloaddition Reaction
Due to limited general methods to attain substituted aminocyclobutanes and aminocyclobutenes,
a straightforward general access from the corresponding iminium salts has gained considerable
attention. Inter and intramolecular [2 + 2] cycloaddition reactions of KI with alkenes or alkynes
are extensively used methods to access cyclobutanones/cyclobutenones and various complex
compounds in organic synthesis that can be derived from the them. In this context, a DFT study
was performed in order to investigate the experimentally observed reactivity differences in the
[2+2] cycloaddition reactions.

N-allyl groups are known to be easily cleaved under mild conditions to provide free amines
[194]. Although the allylic double bond in keteniminium salt is expected to be deactivated by
the electron withdrawing effect of the iminium cation, the compatibility of N-allylic groups
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Figure 7.3: Various formation reactions of KI.

Figure 7.4: Competition reaction between allylammonium 3 and corresponding alkene 2 in a [2
+ 2] cycloaddition with KI 1.

in the [2 + 2] cycloadditions of keteniminium salts was initially assessed to rule out the pos-
sibility of an intermolecular competitive reaction. Preliminary experimental results based on
a competition reaction highlighted the lower reactivity of the allylammonium salt 3, which is
used to mimic the keteniminium N-allyl group (Figure 7.4). When KI 1 was added to a 1:1
mixture of alkene 2 and 3, cyclobutaniminium 4 resulting from the [2 + 2] cycloaddition of 1
and 2, was exclusively observed and no trace of 5 was detected confirming our suggestions that
the positively charge nitrogen atom in the keteniminium salts would considerably decrease the
reactivity of the adjacent N-allyl groups toward electrophiles (Figure 7.4).

This study aimed to elucidate the reaction mechanism for [2+2] cycloaddition reaction of
KI and olefins and rationalize the experimental data by means of DFT calculations. Two alkene
(olefin) derivatives in Figure 7.4 were studied in order to determine the substituent effect on the
cycloaddition reactions [195].

Secondly, alkynes are usually much more reactive species than the corresponding alkenes
toward electrophiles as verified in the competition reaction depicted in Figure 7.5. When keten-
iminium 1 was added to a 1:1:1 mixture of 10, 11, and 12, the [2 + 2] cycloaddition occurred,
in 15 minutes, exclusively with alkyne 10. However, upon mixing keteniminium salt 1 with
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alkenes 11 and 12 (1:1 ratio), the [2 + 2] cycloaddition was completed in 1 h giving 14:15 in a
80:20 ratio, also evidencing that cis-alkenes react faster than trans-alkenes [195]. We aimed to
validate and rationalize the experimental data by means DFT calculations.

Figure 7.5: Competition reaction experiment between 10, 11, and 12 in a [2 + 2] cycloaddition
with KI 1.

7.1.3 Intramolecular competition reactions

This section includes computational rationalization of the experimental competition studies,
which were given below.

Firstly, intramolecular competition reactions were performed to investigate which type of
reactivity involving a KI is favored between a [2+2] cycloaddition on a C=C double bond and
a 6π-electrocyclization. Hence, three amides bearing different terminal olefins and a S-Ph moi-
ety were synthesized by our experimetal collaborators. Indeed, once the KI E is formed, it
can either evolve through a [2+2] cycloaddition giving the cyclobutaniminium F or through a
6π-electrocyclization giving the benzothiophene G. Interestingly, the experimental results were
highly dependent on the length of the chain (Table 7.1). When n=3, the [2+2] intramolecular
cycloaddition was favored and gave exclusively product Fn=3 with a 4-5 bicyclic system. For
n=4, crude NMR revealed a 9:1 ratio of products F/G where the 4-6 bicyclic system Fn=4 was
the major compound underlining the preference of the [2+2] intramolecular cycloaddition. This
trend was then reversed with longer chain (n=5) and the formation of the 7-membered ring was
not observed. Only the formation of the benzothiophene Gn=5 was detected in the crude NMR.
These interesting results experimentally proved that the kinetics of both reactions are very close
and they can be switched from one mechanism to another only by modification of the length
of the side chain containing the C=C double bond. In order to rationalize and validate the ex-
perimental outcomes, intramolecular competition reactions between 6π-electrocyclization and
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Table 7.1: Intramolecular competition reaction between a 6π electrocyclization and [2+2] cy-
cloaddition [196].

n F G Conversion (%)

3 100:0

5 0:100

[2+2] cycloaddition reactions bearing the various carbon chain lengths were computationally
investigated (Table 7.1) [196].

Secondly, competition reactions proved that the formation of thiophene 9 was the fastest
pathway in all cases, with an isolation yield ranging from 77% to 84%. No benzothiophenes
15 or [2+2] cycloaddition adducts 14 were detected in the crude mixture. Such a difference
of reactivity between a vinyl sulfide and a phenyl sulfide is not surprising, as the latter would
require a higher energy to break the aromaticity of the phenyl ring during the cyclization step.
A DFT study was performed in order to elucidate the favorable formation of the thiophene
in Figure 7.6 [197]. Note that, electrocyclization reaction of KI was further discussed in the
following chapter.

Lastly, the effect of alkyl chain length (addition of one more methylene group (-CH2-) in
intramolecular [2+2] reaction were experimentally exined in order to discern which cycle (five
or six) was easier to form in 16. Internal competition reaction was performed and cyclobutane
iminium 17 was the only intermediate formed and no trace of 18 was detected (confirmation
by ROESY correlations on the product resulting from the reduction of the iminium). In order
to explore and rationalize the reactivity differences in the intramolecular [2+2] cycloaddition
reaction a computational study was performed at the M06-2X/6-31+G(d,p) in CHCl3 (Figure
7.7) [187].
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Figure 7.6: Intramolecular competition reactions between formation of thiophene, benzothio-
phene, and [2+2]-cycloadduct.

Figure 7.7: Intramolecular competition reaction to access five vs six membered rings [187].

7.2 Methodology

7.2.1 Computational Methodology for KI Formation Study

A density functional theory (DFT) study was performed where KI formation reactions were
modeled using a hybrid meta-generalized gradient-approximation (HM-GGA) via the M06-2X
functional [65, 76]. M06-2X was selected for its well-known performance in functional or-
ganic systems and its inclusion of dispersion effects [198, 199]. The 6-31+G(d,p) basis set
was employed for all atoms, except sulfur for which the 6-311++G(3df,3pd) extra basis set
was used for higher accuracy [200, 201]. The effect of the solvent environment was modelled
by means of the self-consistent reaction field (SCRF) theory [84] using the IEF-PCM approach
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[85, 202] as implemented in the Gaussian 16 (G16, Revision A.03) program package [203]. Ge-
ometry optimizations were performed in chloroform (CHCl3, ε=4.7113) and dichloromethane
(CH2Cl2, DCM, ε=8.93) taking into account the experimental conditions for each reaction. All
free energy values are relative to the corresponding separate reactants and are reported at 298
K and 1 atm. Free energy of reactions (∆Grxn) was calculated using product complex (PC).
Intrinsic reaction coordinate [204, 205, 206, 207, 208] (IRC) calculations were performed for
all systems in order to verify and track each transition state (TS) leading to its correspond-
ing reactant, intermediate and product. Distortion/interaction energy [209, 210, 211] was con-
ducted for further investigation of substituent effects using the M06-2X/6-31+G(d,p) in CHCl3.
Frontier molecular orbitals (FMO)[212, 213] and reactivity descriptors[90, 91] were performed
using the 6-311++G(d,p) basis set and the 6-311++G(3df,3pd) extra basis set was used for sul-
fur atoms. FMO and the descriptors were analyzed and calculated using Multiwfn (version
3.7)[214]. HOMO and LUMO orbitals were visualized using Chemissian (version 4.60) devel-
oped by Skripnikov[215]. CYLview (version 1.0b) was used for the illustration of the studied
structures[216].

7.2.2 Computational Methodology for [2+2] Cycloaddition Study

Density functional theory (DFT) calculations utilizing the meta-hybrid GGA M06-2X were
performed. M06-2X was chosen for its well-known performance in organic systems with dis-
persion effects. The effect of the solvent environment was taken into account by means of
the self-consistent reaction field (SCRF) theory. Geometry optimizations were employed in
chloroform (CHCl3, ε=4.7113) within the integral equation formalism-polarizable continuum
(IEF-PCM) model as implemented in the Gaussian 09 (G09) program package [217]. Intrinsic
reaction coordinate (IRC) calculations were performed to trace each transition state (TS) to its
corresponding reactant, intermediate or product. All free energies are reported at 298K and 1
atm. CYLview software[216] was used for visualization of the computed structures.

7.2.3 Computational Methodology for the Intramolecular Competition
Reaction Studies

All optimizations were carried out the widely used hybrid meta-GGA functional, at the M06-
2X/6-31+G(d,p) level of theory using IEF-PCM [85, 202] with the Gaussian software package
(G09 [217] for the first and third study). The meta-GGA M06-2X was utilized due to its well-
known effectiveness in organic systems with dispersive effects [65, 76, 218].

In the first study, 6-311++G(3df,3pd) extra basis was used for the sulfur atom in order to
provide more accurate results [200, 201]. For each transition state (TS), corresponding reactant
and products were verified through intrinsic reaction coordinate (IRC) calculations [204, 205,
206, 207, 208]. Additionally, BMK [219] and MPW1K [77] kinetic functionals were employed
for energy refinements to provide accurate evaluation of the activation barriers [200, 220].

In the second study, all optimizations were performed using in Gaussian 16 (G16, Revi-
sion A.03) [203]. 6-311++G(3df,3pd) extra basis set was used for the sulfur atoms to attain
more accurate results [200, 201]. In order to evaluate the activation barriers accurately energy
refinements were performed with hybrid-GGA MPW1K, range-separated CAM-B3LYP[221]
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and double hybrid B2PLYP[78] functionals.

7.3 Results and Discussion
This section covers the results and discussions of a) KI formation, b) [2+2] cycloaddition reac-
tion and c) intramolecular competition reactions.

7.3.1 KI Formation Study
As discussed above, KI formation from the reaction of tertiary amides with triflic anhydride and
collidine was mostly used method [30]. The reaction mechanism consists of three consecutive
steps as depicted in Figure 7.8. The first step is the electrophilic activation of the amide with
triflic anhydride, providing a transient O-triflyliminium triflate, which at the second step, upon
reaction with collidine, gives the corresponding α-trifloylenamine. Then the enamine undergoes
elimination to access the desired keteniminium salt in the final step. Computed data shows that
the first step, which is the electrophilic activation of the starting amide, is the rate-determining
step (RDS) (Figure 7.8). This indicates that the reactivity of the amide towards Tf2O directly
affects the overall KI formation process. Therefore, substituent effects on the C3 and N1 atoms
of the amide leading to the corresponding KI were further investigated in this section.

Figure 7.8: Ghosez’s KI formation reaction from amides with triflic anhydride.

Various amides, leading to experimentally accessible KIs, were selected. The effects of sub-
stituents on the reactivity of the starting amides and KI were inspected under three subsections
by means of energetic, frontier molecular orbitals (FMO), and reactivity descriptors.

Energetics Analysis of KI formation

The energetic cost of the formation reactions of KIs with various substituents and their relative
reactivities were examined in two groups according to the substituent placement, namely C3 and
N1 substituents (Figure 7.8) as mentioned previously. In general, EDGs were shown to decrease
activation barrier when compared to EWG substituted amides, regardless of the position of the
substituent. Blue colored substituents in Table 7.2 represent EDG while red colored substituents
represent EWG groups. The reported barriers herein belong to the RDS.
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Table 7.2: Gibbs free energies of activation (∆G‡) and reaction (∆Grxn) for the RDS of Ghosez’s
reaction with C3 and N substituted amides.

Entry C3-substituted Amide ∆G‡ ∆Grxn Entry C3-substituted Amide ∆G‡ ∆Grxn

1a 29.8 9.2 10a 31.3 4.8

2a 27.9 7.5 11a 30.1 13.1

3a 28.0 8.9 12a 30.9 11.7

4a 28.6 8.5 13a 30.5 9.2

5a 27.7 5.5 14a 28.5 12.5

6a 27.9 6.7 15a 29.7 14.9

7a 29.6 1.2 16a 28.8 7.7

8a 30.5 11.1 17a 30.1 12.3

9a 28.1 10.7 18a 29.5 7.8
Entry N-substituted Amide ∆G‡ ∆Grxn Entry N-substituted Amide ∆G‡ ∆Grxn

1a 29.8 9.2 3b 30.6 11.4

1b 30.1 9.9 4b 33.5 22.6

2b 32.6 11.1 5b 33.7 18.7
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Amide Reactivity

In the pursuit of energetic analysis of the substituted starting amides and their contribution to
formation reactions of KI, the substituent effects on amide reactivity were examined by means
of several analysis techniques,namely, Frontier Molecular Orbitals (FMO) and Reactivity De-
scriptors.

The highest occupied molecular orbitals (HOMOs) and reactivity indices of the amides
under study were inspected to rationalize the calculated order of activation barriers by using
Multiwfn (version 3.7) [214]. Table 7.3 reveals that while EDGs raise the HOMO energy levels
by enriching carbonyl oxygen with electrons, EWGs lower the HOMO energy level in line with
the activation barriers (Table 7.2). Intriguingly, the amides bearing heteroatoms (9a, 11a-13a
and 16a-17a) also increase the HOMO level due to the electron-donating ability of lone pairs
on the heteroatoms. Figure 7.9 depicted that lone pairs of the heteroatoms provide remarkable
contributions to the HOMO level and raise the HOMO level. However, smaller HOMO lobes of
carbonyl oxygen in the amides (9a and 11a-13a) clarify the higher barriers in the range of 30.5-
32.2 kcal/mol compared to larger HOMO lobes of 1a and 5a (∆G‡ = 29.8 and 27.7 kcal/mol,
respectively).

Table 7.3: Calculated HOMO energy (eV), nucleophilicity index (eV), and local nucleophilicity
indices for the substituted amides for the substituted amides.(M06-2X/6-311++G(d,p)//M06-
2X/6-31+G(d,p) in CHCl3.)

C3 substituted amides
O (C=O) N1 O (C=O) N1

Amide HOMO Nu Nuk Nuk Amide HOMO Nu Nuk Nuk

1a -8.095 2.509 0.4811 0.4685 10a -8.291 2.314 0.4463 0.4280
2a -8.081 2.524 0.4715 0.4751 11a -7.890 2.715 0.0880 0.0299
3a -8.123 2.482 0.4713 0.4658 12a -7.804 2.801 0.0591 0.0143
4a -8.136 2.469 0.4753 0.4506 13a -6.784 3.821 0.0604 0.0355
5a -8.120 2.485 0.4938 0.4597 14a -8.357 2.248 0.4627 0.4240
6a -8.091 2.514 0.4779 0.4709 15a -8.380 2.225 0.4536 0.4009
7a -8.132 2.473 0.4745 0.4634 16a -8.031 2.574 0.0886 0.0250
8a -8.202 2.403 0.4577 0.4474 17a -7.780 2.824 0.0757 0.0082
9a -7.587 3.018 0.0715 0.0296 18a -6.827 3.778 0.1137 0.0181
N substituted amides
1b -8.279 2.326 0.4811 0.4685
1a -8.095 2.509 0.4865 0.4811
2b -8.363 2.242 0.4392 0.4260
3b -8.361 2.244 0.4497 0.4369
4b -8.944 1.661 0.3628 0.3352
5b -8.779 1.826 0.3701 0.3749

Conceptual DFT is a powerful tool to predict chemical reactivity by way of employing
global and local reactivity descriptors [89, 90, 91]. In line with the HOMO energy levels, EDGs
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Figure 7.9: HOMO orbitals of C3-substituted amides. (M06-2X/6-311++G(d,p)//M06-2X/6-
31+G(d,p) in CHCl3, extra basis set for S atom; iso-surface value = 0.03 au)

also enhances the nucleophilicity index (Nu), which is a measure of the nucleophilicity of the
starting amides. The nucleophilicity of the amides bearing EDGs are higher than those having
EWGs with both C3 and N substituted amides. EDGs increase the nucleophilicity of the amides
and improves the ease for KI formation reaction. Notably, EWGs on nitrogen (4b and 5b)
dramatically decrease both HOMO energy levels and nucleophilicity indices in line with higher
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Figure 7.10: HOMO orbitals of N-substituted amides. (M06-2X/6-311++G(d,p)//M06-2X/6-
31+G(d,p) in CHCl3; iso-surface value = 0.03 au)

activation barriers (∆G‡ ≈ 33.6 kcal/mol). Moreover, Fukui, local nucleophilicity indices and
dual descriptors were analyzed for the amides with heteroatoms, the descriptors are higher on
hetero atoms than the carbonyl oxygen, showing the reason of decrease in nucleophilicity and
increase in HOMO levels for these systems (Table 7.4). Taken together, the outcomes of HOMO
levels and nucleophilicity indices are in line with the energetic results.

Higher Fukui indices (f-) and local nucleophilicity index (Nuk) on carbonyl oxygen of the
amides in Tables 7.3 and 7.4 indicates higher nucleophilicity of this oxygen, in turn, higher
reactivity of the carbonyl oxygen leading to KIs. More importantly, the differences in local
reactivity descriptor values between carbonyl oxygen and nitrogen results encourage us to in-
vestigate the side reaction barriers of the amides with selected substituents. The amides with
smaller (1a, 2a, 10a, and 1b) and larger (5a, 9a, 15a and 4b) Nuk were selected to get insight
into the effect of the substituents on the side reaction. Table 7.5 depicted the activation barri-
ers differences between the main and the side reaction for the selected amides. Free energy of
activation differences shows the amides bearing EWGs tend to decrease the activation barriers
of the amides leading to KIs (major product). Intriguingly, the TSs (TS-15a and TS-4b) of
Ghosez reaction with 15a and 4b leading to KIs (KI-15a and KI-4b) are kinetically favored over
those of their side reactions by 2.8 and 2.6 kcal/mol, respectively. The differences in activation
barriers may indicate that kinetic product can be changed by using the suitable substituents.
Additionally, contrary to 1a and 1b, which lead to keto-KI, the use of the amide leading to aldo-
KI may increase the activation barrier of the side reaction and, thus, decrease the formation of
N-sulfonylated minor product.

KI Reactivity

Finally, we evaluated how reactivity of the amides correlates to the reactivity of the resulting
KIs. Therefore, FMO and reactivity descriptor analysis on all KI’s studied was performed.

The substituent effects on the lowest unoccupied molecular orbital (LUMO) energies and
electrophilicity of the KIs were analyzed to investigate the relationship with amide reactivity
and predict electrophilic behaviors of resulting KIs (Table 7.6). Notably, KI reactivity is in-
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versely correlated to the activation barriers for the formation of KI. Unlike amide reactivity,
electrophilicity of KI impacts on KI reactivity. EWGs lower the LUMO level leading to de-
crease in the HOMO-LUMO gap and increases the reactivity of the KIs leading to lower energy
barrier. In line with the LUMO energy level, electrophilicity index (ω) of the KIs with EWG
is higher than KI with EDGs due to rendering central carbon of KI more electrophilic and in-
creasing reactivity of KIs. This intriguing reverse connection will be further investigated in an
upcoming paper to give comprehensive insight on the KI reactivity.

Table 7.4: Calculated condensed fukui (f-) and condensed dual descriptors (CDD) for the het-
eroatom substituted amides.

C-subs. amide
X=S,O,N O (carbonyl oxygen) N1 atom
f- CDD Nuk f- CDD f- CDD

1a - - - 0.1917 -0.1742 0.1867 -0.1844
2a - - - 0.1868 -0.1726 0.1882 -0.1858
3a - - - 0.1899 -0.1818 0.1877 -0.1844
4a - - - 0.1925 -0.1750 0.1825 -0.1783
5a - - - 0.1987 -0.1808 0.1850 -0.1839
6a - - - 0.1901 -0.1724 0.1873 -0.1853
7a - - - 0.1919 -0.1819 0.1874 -0.1833
8a - - - 0.1905 -0.1713 0.1862 -0.1816
9a 0.0515 -0.0093 0.1554 0.0237 -0.0085 0.0098 -0.0069
10a - - - 0.1929 -0.1758 0.1850 -0.1798
11a 0.4378 -0.3318 1.1885 0.0324 -0.0071 0.0110 -0.0045
12a 0.1122 -0.0956 0.3142 0.0211 -0.0085 0.0051 -0.0037
13a 0.1469 -0.1453 0.5612 0.0158 -0.0056 0.0093 -0.0080
14a - - - 0.2058 -0.1713 0.1886 -0.1842
15a - - - 0.2039 -0.0996 0.1802 -0.1490
16a 0.4956 -0.3821 1.2759 0.0344 -0.0089 0.0097 -0.0033
17a 0.1104 -0.0921 0.3118 0.0268 -0.0100 0.0029 0.0002
18a 0.1430 -0.1330 0.5402 0.0301 -0.0141 0.0048 -0.0034

N-subs. amide
O (carbonyl oxygen) N1 atom
f- CDD f- CDD

1a 0.1917 -0.1742 0.1867 -0.1844
1b 0.2091 -0.1918 0.2068 -0.1998
2b 0.1959 -0.1832 0.1900 -0.1899
3b 0.2004 -0.1809 0.1947 -0.1955
4b 0.2184 -0.2006 0.2018 -0.1917
5b 0.2027 -0.1642 0.2053 -0.1898
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Table 7.5: Calculated activation barrier differences between main reaction leading to KI major
product and side reaction leading N-sulfonylated minor product. (Prime sign (′) refers to TS of
side reaction.)

∆G‡ ∆∆G‡ ∆G‡ ∆∆G‡

TS-1a 29.8 1.8 TS-12a 30.9 -0.2
TS-1a′ 28.0 TS-12a′ 31.1
TS-2a 27.9 0.7 TS-15a 29.7 -2.8
TS-2a′ 27.2 TS-15a′ 32.5
TS-5a 27.7 0.1 TS-1b 30.1 2.6
TS-5a′ 27.6 TS-1b′ 27.5
TS-9a 28.1 -0.3 TS-4b 33.5 -2.5
TS-9a′ 28.4 TS-4b′ 36.0
TS-10a 31.3 -0.5 TS-5b 33.7 -4.2
TS-10a′ 31.8 TS-5b′ 37.9

7.3.2 Results and Discussion of [2+2] cycloaddition Study

A computational study was performed to rationalize the experimentally observed reactivity dif-
ference in the [2+2] cycloaddition of keteniminium 1 with olefins 2 and 3 (Figure 7.4) [195]. All
possible reaction pathways for the [2+2] cycloaddition of keteniminium 1 with alkenes 2 and
3 were computationally explored (Figure 7.11). The conformational space, including spatial
orientations within pre-reactive complexes (PRCs), were thoroughly investigated. Calculations
verified a stepwise reaction mechanism, where the initial transition state TS1 leads to a highly
strained cyclopropane-like intermediate INT; this is incidentally the rate-determining step (Fig-
ure 7.12). Figure 7.12 depicts transition state geometries for the rate-determining step and the
corresponding intermediates. The reaction path subsequently bifurcates, resulting in two transi-
tion states TS2, which lead to two cyclobutaniminiums. The major product is determined by the
steric clash of substituent groups in TS2 (Figure 7.11). In line with the experiment, cyclobu-
taniminium 4, which results from the [2+2] cycloaddition of 1 and 2, is both the kinetic and
the thermodynamic product in the competition reaction between allylammonium 3 and corre-
sponding alkene 2 (Figure 7.12). The free energy of activation for the cycloaddition of 1 and 3
(∆G‡ = 42.5 kcal/mol) is significantly high, validating the assumption that alkylammonium 3 is
unreactive towards cycloaddition with 1 due to the electron withdrawing nature of the cationic
quaternary amine.

Frontier Molecular Orbital (FMO) analysis [212, 213] and Natural Population Analysis
(NPA) [87] were carried out at the same level of theory. FMO was investigated in order to
evaluate the reactivity difference between 2 and 3 (Figure 7.12). The HOMO-LUMO gap be-
tween HOMO of 2 and LUMO of 1 (4.01 eV) is considerably smaller than the corresponding
gap for 3 and 1 (8.81 eV) (Figure 7.13). The small gap between 1 and 2 implies high reactivity
and larger orbital interaction and is consistent with experimental data. Moreover, FMO analysis
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Table 7.6: Calculated LUMO energy and electrophilicity index for the substituted KIs. M06-
2X/6-311++G(d,p)//M06-2X/6-31+G(d,p) in CHCl3. Units in eV.

Entry KI LUMO ω Entry KI LUMO ω

C3 substitution

KI-1a -1.547 2.437 KI-10a -2.012 2.818

KI-2a -1.681 2.552 KI-11a -2.009 2.795

KI-3a -1.822 2.495 KI-12a -1.999 2.798

KI-4a -1.691 2.488 KI-13a -1.759 2.591

KI-5a -1.712 2.544 KI-14a -2.176 2.964

KI-6a -1.864 2.685 KI-15a -2.637 3.376

KI 7a -1.727 2.526 KI-16a -2.107 2.890

KI-8a -1.926 2.720 KI-17a -2.246 3.022

KI-9a -1.821 2.668 KI-18a -1.717 2.520
N substitution

KI-1b -1.620 2.504 KI-3b -1.512 1.782

KI-1a -1.547 2.437 KI-4b -2.070 2.894

KI-2b -1.719 2.549 KI-5b -2.045 2.860

shows that the cationic center has significantly lowered the HOMO of 3, rendering it unreactive.

Similarly, NPA results reveal, as expected, a considerably larger negative charge on carbon
C3 of 2 (-0.456), compared to that of 3 (-0.362), indicating higher reactivity in the former alkene
(Table 7.7). Note that electron density distributions on carbons C3 and C4 are approximately
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Figure 7.11: Possible reaction mechanisms for the [2 + 2] cycloaddition of keteniminium 1 with
olefins 2 and 3.

equal in allylammonium 3, whereas C3 has a significantly higher negative charge than C4 in
2. The difference in the charge distributions is reflected in the critical distances in Figure 7.12,
where INT and INT-N bond lengths are shown to be significantly different. Moreover, NPA
charges on the allylic double bond of N,N-diallyl-ket closely resemble those of allylammonium
3 (Table 7.7), which was specifically chosen to mimic the reactivity of N-allyl substituents. Thus
keteniminium N-allyl substituents are predicted to be similarly unreactive toward cycloaddition.

The competition reaction depicted in Figure 7.5 was modeled at the same level of theory
to understand the difference in reactivity of alkyne 10, alkenes 11 and 12 toward cycloaddition
with KI 1 [195]. Reaction barriers were compared to identify the most feasible reaction, re-
vealing alkyne 10 as the most reactive reaction partner and cyclobuteniminium 13, the major
product of the competition reaction, as both the kinetic and the thermodynamic product (Table
7.8), with highly exergonic reaction energies. Both the reaction mechanisms and the energetic
results are in good agreement with a recent study by Domingo et. al.[222] which investigated the
reaction mechanism for the [2+2] cycloaddition of keteniminiums with acetylene and propyne
at the MPWB1K/6-311G(d,p) level of theory [223]. Note that unlike the cycloaddition of alky-
lammonium 3, which is predicted to have a very high activation barrier (∆G‡ = 42.5 kcal/mol,
Figure 7.12) and therefore, deemed unlikely, alkenes 11 and 12 (Table 7.8) have comparable
activation barriers with alkene 2 and are experimentally reported to react with keteniminium 1
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Figure 7.12: Free energy profile for the [2+2] cycloaddition reaction of KI 1 with alkenes 2 and
3. Optimized transition states TS1 and intermediates. M06-2X/6-31+G(d,p) with IEF-PCM in
CHCl3; free energies in kcal/mol.

at different reaction rates that are fully consistent with the computed relative barriers, depicting
cis-alkene 11 to be slightly more reactive than trans-alkene 12. Note that 11 leads to one product
due to symmetry.

7.3.3 Intramolecular Competition Reactions between [2+2] Cycloaddition
vs Electrocyclization

In the first competition reaction, a DFT study was performed to investigate the intramolecular
competition reaction between 6π-electrocyclization and [2 + 2] cycloaddition reactions bearing
the various carbon chain lengths (n = 3 and 5) in Table 7.1 [196]. Previous computational stud-
ies revealed that the [2 + 2] cycloaddition is a stepwise reaction, where the rate-determining
step (RDS) is the initial addition of the central carbon atom of the KI onto the π-system, corre-
sponding to TS-i.[187, 193, 222] Therefore, TS-i was used for comparison in the competition
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Figure 7.13: HOMO-LUMO gaps between KI 1 and alkenes 2 and 3. M06-2X/6-31+G(d,p);
iso-surface value = 0.02 au.

Table 7.7: Natural Population Analysis (NPA) of alkenes 2, 3, and N,N-diallyl keteniminium.
M06-2X/6-31+G(d,p).

C3 C4 C5
2 -0.456 -0.223 -0.498
3 -0.362 -0.319 -0.291
N,N-diallyl-ket -0.376 -0.298 -0.295

reactions. The computed data showed that the activation barrier for the [2 + 2] cycloaddition
reaction of E (n = 3) (∆G‡ = 10.8 kcal/mol) is significantly lower than the electrocyclization
reaction (∆G‡ = 21.4 kcal/mol) reflecting the higher conversion of Fn=3 (100%). Moreover, the
[2 + 2] cycloaddition reaction of E (n = 3) is also highly exergonic (∆Grxn = −34.5 kcal/mol)
compared to electrocyclization of En=3 (∆Grxn = 8.2 kcal/mol). Hence, the cycloaddition reac-
tion of En=3 is favored both kinetically and thermodynamically, validating the experimentally
observed outcome. BMK and MPW1K results (∆G‡ = 10.3 kcal/mol and 8.4, respectively) are
consistent with the M06-2X results (Figure 7.14 and Table 7.9). In the case of En=5, BMK
and MPW1K considerably lowered the activation barrier of electrocyclization reaction (∆G‡ =
16.1 kcal/mol and 14.0, respectively) and the computational data is in agreement with the ex-
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Table 7.8: Free energies of activation (∆G‡) and reaction (∆Grxn) (kcal/mol) for the [2 + 2]
cycloaddition reaction of KI 1 with alkyne 10, alkenes 11 and 12. M06-2X/6-31+G(d,p) with
IEF-PCM in CHCl3.

Reaction ∆G‡
1

∆G‡
2 ∆Grxn

i ii i ii
KI 1 + alkyne 10 17.0 11.4 12.2 -41.4 -39.7
KI 1 + cis-alkene 19.8 15.7 -23.2
KI 1+ trans-alkene 21.2 17.8 19.3 -25.5 -25.6

perimental observations. Figure 7.14 shows that even if the [2 + 2] cycloaddition reaction of E
(n = 5) leads to thermodynamically more stable product, due to the higher difference in Gibbs
free energy of activation (∆∆G‡ = 5.5 kcal/mol) the electrocyclization reaction is kinetically
favored over the cycloaddition reaction in line with the experimental results. En=5 affords the
kinetic product Gn=5 (100%) as the major product of the competition reaction. Figure 7.15
demonstrates transition state structures for the studied systems. Consequently, computational
findings allowed us to determine favorable kinetic and thermodynamic pathways and investigate
the effect of chain length on the competition reaction.

Figure 7.14: Free energy profiles for the competition reactions. MPW1K/6-31+G(d,p)//M06-
2X/6-31+G(d,p) with IEF-PCM in CHCl3; 298 K and 1 atm; free energies in kcal/mol; 6-
311++G(3df,3pd) extra basis set for sulfur atom.

In the second competition reaction, a DFT study was performed to investigate the reactivity
differences of the intramolecular competition reactions reactions between formation of thio-
phene, benzothiophene and [2+2]-cycloadduct, and rationalize the favorable formation of the
thiophene in Figure 7.6 [197]. Table 7.10 displays Gibbs free energies of activation (∆G‡) and
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Table 7.9: Gibbs free energies of activation (∆G‡) and reaction (∆Grxn) (kcal/mol) for the com-
petition reaction.

BMK/6-31+G(d,p) MPW1K/6-31+G(d,p)
Path i Path ii Path i Path ii Path i Path ii Path i Path ii

∆G‡ ∆Grxn ∆G‡ ∆Grxn Exp.
n=3 10.3 18.3 -42.0 3.9 8.4 15.8 -42.2 -0.1 100:0
n=5 19.4 16.1 -39.8 4.8 19.5 14.0 -38.6 1.4 0:100

Figure 7.15: Optimized TSs for the intramolecular [2+2] cycloaddition and 6π electrocycliza-
tion of En=3 and En=5. M06-2X/6-31+G(d,p) with IEF-PCM in CHCl3; 298 K, 1atm; critical
distances in Å. 6-311++G(3df,3pd) basis set for sulfur atom.

reaction (∆Grxn), respectively. Energies in kcal/mol at 298 K and 1 atm. Regardless of the
level of theory similar barrier trends were observed. In the cycloaddition reaction of 8h, only
the first transition state (TS1) results were presented, since previous studies disclosed that the
rate-determining step of the stepwise [2+2] cycloaddition reaction is the initial addition of the
central carbon atom of the KI onto the π-system of pentenyl [187, 193, 196, 222, 224]. In the
competition reaction of 8e, due to the disruption of the aromaticity, the activation barrier for the
formation of benzothiophene (∆G‡ = 16.4 kcal/mol) is significantly higher than the barrier of
the formation of thiophene (∆G‡ = 8.3 kcal/mol). The formation of thiophene is both kinetically
and thermodynamically favored in line with the experimentally observed findings (100%) (Fig-
ure 7.6 and Table 7.10). Similarly, in the case of 8h, energetic analysis showed that 8h undergoes
6π-electrocyclization reaction rather than the cycloaddition reaction. The activation barrier for
the electrocyclization is considerably lower than the cycloaddition reaction validating the ex-
perimental outcome. Major product of the competition reaction for 8h is the kinetic product 9h
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(100%). Consistent with the experimental studies, the formation of thiophene (9e and 9h) is
preferred over both the formations of the benzothiophene 15e and [2+2]-cycloadduct 14h. Ad-
ditionally, in our previous study, competition reaction between 6π-electrocyclization reaction
to give benzothiophene and [2+ 2] cycloaddition reaction to give the cyclobutaniminium were
investigated at the same level of theory (MPW1K/6-31+G(d,p)//M06-2X/6-31+G(d,p)) [196].
In that study, due to the significantly lower activation barrier, the cycloaddition reaction (∆G‡ =
8.4 kcal/mol) was favored both kinetically and thermodynamically over 6π-electrocyclization
leading to the formation of benzothiophene (∆G‡ = 15.8 kcal/mol). Taken together, in the light
of both experimental and computational studies, it can be deduced that the ease of formation of
the major product is follows: thiophene > [2+2]-cycloadduct > benzothiophene, respectively.

Table 7.10: Gibbs free energies of activation (∆G‡) and reaction (∆Grxn) for the competition
reactions.

MPW1K/6-31+G(d,p) CAM-B3LYP/6-31+G(d,p) B2PLYP/6-31+G(d,p) Exp.
∆G‡ 8.3 10.0 13.4

100
∆Grxn -30.8 -25.4 -20.6
∆G‡ 16.4 19.2 23.7

0
∆Grxn 2.5 7.2 11.4
∆G‡ 9.3 10.8 13.9

100
∆Grxn -27.3 -22.5 -18.0
∆G‡ 11.0 13.5 16.7

0
∆Grxn -39.5 -30.7 -26.7

7.3.4 Intramolecular [2+2] Cycloaddition Competition Reactions

Figure 7.16: Optimized TS structures for the intramolecular cycloaddition of 16. M06-2X/6-
31+G(d,p) with IEF-PCM in CHCl3 (ε=4.7113); critical distances in Å.

In order to explore the intramolecular competition reaction of keteniminium 16 (Figure 7.7),
a computational study was performed at the M06-2X17/6-31+G(d,p) level of theory in CHCl3
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[187]. Previous computational works[195, 222] revealed the first step (binding of the central
carbon of the KI to the olefin) in intermolecular [2+2] cycloadditions of keteniminiums to be
rate determining. Herein, the reaction profile for the intramolecular [2+2] reaction was re-
examined to verify the step that will determine the ultimate outcome. It was shown that the
first step of the reaction is still rate-determining. Moreover,computed data revealed that first
transition state 16-5ring leading to 17 is favored over that of its counterpart, 16-6ring leading to
18, by 2.3 kcal/mol, while product stabilities favored 18 by 8.3 kcal/mol. Optimized transition
state geometries for the first TSs leading to 17 and 18 are depicted in Figure 7.16. In line with
the experimental findings, the difference in activation barriers for the first step indicate 17 is the
kinetic product and the competition reaction is dictated by kinetic rather than thermodynamic
factors.

7.4 General Conclusions
In KI formation study, the reactivity of the starting nucleophilic amides towards the electrophilic
triflic anhydride directly affects the ease of formation of the KI. EDGs on both C3 and N1
atoms of the starting amide generally lowers the activation barriers of the RDS. Additionally,
the energetic findings were supported with distortion/interaction model, FMO, and reactivity
descriptors. Lastly, reverse relationship was observed between amide and KI reactivities. While
nucleophilicity of the amides affect the reactivity, electrophilicity of the KIs plays a pivotal
role on KI reactivity. In an upcoming paper/As a future work, this relationship will be further
investigated.

In [2+2] cycloaddition study, DFT calculations rationalize the experimentally observed re-
activity difference in the [2+2] cycloaddition of keteniminium and olefins. The reaction takes
place with stepwise fashion. Each reaction (mechanism) involves an initial transition state
(TS1) leading to an intermediate which follows a bifurcated path resulting in two transition
states (TS2), and two products. The major product is determined by the steric clash of sub-
stituent groups in TS2. TS1 is the rate determining step (RDS). Computed data also verified the
compatibility/use of N-allyl KI in [2 + 2] cycloaddition reactions.

In the intramolecular competition studies, favorable kinetic and thermodynamic pathways
were determined and the computed data displayed the effect of chain length on the competition
reaction between [2 + 2] cycloaddition and electrocyclization reactions. DFT calculations have
verified the ease of the formation of thiophene for the competition reactions. This can be empha-
sized that the ease of formation of the major product is follows: thiophene > [2+2]-cycloadduct
> benzothiophene, respectively. Lastly, in intramolecular [2+2] cycloaddition study, computed
data have verified that the [2+2] cycloaddition step is driven by kinetic and not thermodynamic
factors confirming all experimental observations.
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Chapter 8

Keteniminium Salts: Reactivity and
Propensity toward Electrocyclization

Reactions

8.1 Introduction

Electrocyclization is a powerful method to build complex structural motifs. Recently we re-
ported an efficient access to naphthylamines using intramolecular 6π/10π electrocyclization
of keteniminium salts,[184] where the electrocyclizations of KIs were compared with ketenes,
allenes, and trienes (Figure 8.1a). The computed data showed that keteniminium salts -both ki-
netically and thermodynamically- undergo electrocyclization more readily than ketenes, allenes,
and trienes. Besides, naphthylamines, (benzo)thiophenes, (benzo)furans and indoles are also
core scaffolds for several bioactive compounds used in various areas, such as agrochemicals,
[225] pharmaceuticals,[226] antimitotic agents,[227] inhibitors of tubulin polymerization,[228]
tumor growth,[229, 230] and anti-viral [231, 232] compounds (Figure 8.2).

Our previous study has described an efficient access to 3-aminobenzothiophene derivatives
through the 6π-electrocyclization of the corresponding KI (Figure 8.1b) [185]. These deriva-
tives were obtained with the use of various N-substituents, particularly N-allyl and N-diallyl
protecting groups under mild conditions. In addition, several plausible pathways for the cy-
clization of KI were computationally examined, namely a 6π-electrocyclization, a stepwise
cationic cyclization involving a KI and a ‘direct’ cationic cyclization without formation of a
keteniminium salt [185]. 6π-electrocyclization was suggested as the prevailing mechanism
due to the higher activation barrier of the cationic ring closure proceeding without the for-
mation of a keteniminium salt (∆∆G‡ ≈ 8.0 kcal/mol, M06-2X/6-31+G(d,p)). Accordingly,
6π-electrocyclization initially leads to an intermediate (Int) bearing a H atom. Upon deproto-
nation, aromaticity is established and the end product is obtained (Figure 8.1a). The present
study aims to extend this knowledge to assess the ease of formation of a variety of heterocyclic
systems, by means of computationally analyzing the relative barriers of 6π-electrocyclizations
of keteniminiums, leading to pyrroles 9, furans 10, thiophenes 11 as well as indoles 13, benzo-
furans 14, and benzothiophenes 15 (Table 8.1) [39]. Moreover, the true nature of the cyclization
mechanism of KIs will be thoroughly scrutinized via a range of different analysis techniques.
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Figure 8.1: Access to (hetero)cyclic compounds using KI intermediates (M06-2X/6-31+G(d,p)
in gas phase).

Furthermore, we focus on reactivity differences among keteniminium derivatives bearing differ-
ent substituents and heteroatoms. This knowledge will allow substituent modifications to obtain
more reactive/activated KI to access the desired heterocyclic compounds. We aim to examine
a plethora of substituents including electron donating group (EDG) and electron withdrawing
group (EWG). The molecular systems under investigation in this study were divided into two
groups, namely Group I and Group II as tabulated in Table 8.1.

8.2 Methodology
A density functional theory (DFT) study has been conducted in order to explore and compare
the ease of formation of different heterocyclic systems via electrocyclization reactions of keten-
iminium ions. All reactions were modeled using M06-2X, a hybrid meta-GGA known for its
good performance in organic systems with dispersion effects [65, 76, 218]. The 6-31+G(d,p) ba-
sis set was employed for all calculations. Ultrafine grid was applied for highly accurate integral
evaluation (see Appendix, Table S1 for a DFT survey) [233]. For systems bearing sulfur atoms,
namely vinyl sulfide and phenyl sulfide substituted KIs leading to thiophenes 11 and benzoth-
iophenes 15, respectively, the 6-311++G(3df,3pd) basis set was employed on sulfur atoms for
more accurate results [201, 234]. All geometry optimizations and frequency calculations were
performed in chloroform (CHCl3, ε =4.7113) using IEF-PCM [85, 202] with the Gaussian 09
(G09) program package [217]. All free energies are reported at 1 atm and 298 K. Furthermore,
energy refinements were conducted with hybrid-GGA MPW1K,[77] range-separated ωB97XD
and double hybrid B2PLYP [78] functionals to establish hierarchy in the “Jacob’s Ladder” to
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accurately evaluate the barriers. Frequency calculations were utilized to define stationary points
as minima (ground states) or first order saddle points (transition states). Intrinsic reaction co-
ordinate (IRC) calculations were conducted to verify that each transition state (TS) leads to its
corresponding reactant and product [204, 205, 206, 207, 208]. Additionally, Frontier Molec-
ular Orbital (FMO)[212, 213] analysis, as well as nucleus-independent chemical shift (NICS)
[144, 235] analysis were performed using the 6-311++G(d,p) basis set. The NICS values were
computed using ghost atoms (Bq) at the center and 1 Å below and above the ring critical points
(RCP) by the GIAO [236, 237] (gauge-independent atomic orbital) method. The (3,+1) ring
critical points were defined using the XAIM program developed by Bader [238]. ACID cal-
culations (anisotropy of the current-induced density) were performed with the code provided
by Herges and coworkers [239, 240]. Natural Bond Orbital (NBO 6.0)[241] and the quantum
theory of atoms in molecules (QTAIM) calculations were performed at the M06-2X/ATZ2P in
CHCl3 with no frozen core and good numerical quality with the Amsterdam Density Functional
package (ADF) [242, 243].

Figure 8.2: Illustration of bioactive heterocyclic compounds.
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Table 8.1: Electrocyclization reactions of KI leading to (hetero)cyclic systems [39].

Keteniminium Salt Target Compounds
X Group I X
N-Me Enamine 1 N-Me Pyrrole 9
O Enol ether 2 O Furan 10
S Vinyl sulfide 3 S Thiophene 11
C=C Butadiene 4 C=C Benzene 12
X Group II X
N-Me Aniline 5 N-Me Indole 13
O Phenyl ether 6 O Benzofuran 14
S Phenyl sulfide 7 S Benzothiophene 15
C=C Styrene 8 C=C Naphthalene 16

8.3 Results and Discussion
In an effort to assess and compare the ease of electrocyclization reactions of keteniminium ions
depicted in Table 8.1, a thorough DFT study was executed [39]. Firstly, a detailed structural
and energetic analysis comparatively assessing relative reactivities of keteniminiums was per-
formed. Secondly, the true nature of the reaction mechanism was explored by means of several
analysis techniques. Thirdly, the effect of various substituents on the reactivity of keteniminium
ions towards 6π-electrocyclization reactions was elucidated. Finally, computational predictions
were experimentally confirmed for a selection of KI.

8.3.1 Structure, Energetics and Reactivity of Keteniminium Ions in Elec-
trocyclization Reactions

Structural features of keteniminium ions (Table 8.1), comparative energetics and relative reac-
tivities in electrocyclization reactions are detailed in this section.

Structural Features of Keteniminium Ions

Conformational spaces were scanned for each KI depicted in Table 8.1 and surprisingly, mini-
mum energy conformers of enamine 1 and aniline 5 showed a non-linear orientation for C3=C2=N1
atoms (KI-1:134.2◦and KI-4:132.6◦, respectively) when compared to systems containing O and
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S heteroatoms (Figure 8.3). Linear conformers (C3=C2=N1 bond angles 180◦) of enamine 1
and aniline 5 were found to be considerably higher in energy (∆Grel = 7.8 and 9.5 kcal/mol, re-
spectively, M06-2X/6-31+G(d,p) in CHCl3) (Figures 8.4a and 8.5a). Upon closer inspection of
the C4–X–C3 angles of the non-linear conformers of KI-1 and KI-4, it was revealed that when
X=N, the nitrogen atom (Nx) bears sp2 character and has trigonal planar geometry. Whereas,
C4–X–C3 angles for linear conformers (Figures 8.4a and 8.5a) illustrate that the nitrogen atom
(Nx) exhibits trigonal pyramidal geometry and sp3 character. This points to a Nx=C3–C2=N1
type conjugated structure that competes with the expected Nx–C3=C2=N1 form of the keteni-
minium, for KI-1 and KI-4. As expected, the C4–X–C3 angles of keteniminiums with X=O, S
atoms (KI-2, KI-3, KI-5, and KI-6) are bent and the C3=C2=N1 structure is linear (Figure 8.3).

Additionally, non-covalent interactions,[88] more particularly CH–π and cation–π interac-
tions, were also considered for Group II keteniminium ions (Figure 8.3 and Figure A.15). CH–π

interactions were shown to contribute to the stabilities of KI-4 (CH···π distance = 3.41 Å and
3.67 Å) and KI-6 (CH···π distance = 3.43 Å and 3.51 Å). However, directionality plays an im-
portant role in CH–π interactions,[244] and the ring orientation must allow the interaction of
the CH with the aromatic quadrupole moment, as such, even a CH···π distance of 3.48 Å (in
KI-4) may not constitute a CH–π interaction (see NCIplot in Figure A.15). Moreover, large
CH···π distances (as in KI-5) have much less stabilizing effects and do not qualify as CH–π

interactions.

Effect of Nx-substituents on enamine and aniline bearing keteniminium ions

The linearity of the KI is clearly affected by the substituents on the aniline and enamine nitrogen
(Nx). In order to elucidate the effect of the Nx-substituent, the N-methyl group in enamine 1 and
aniline 5 were replaced by electron withdrawing fluorocarbons (–CF3 and –CH2CF3) and a tosyl
group (–Ts). Structural features are illustrated in Figures (Figures 8.4 and 8.5, and indicate that
for both enamine and aniline systems, electron withdrawing groups (EWG) increase linearity in
the reactant conformers and lower ∆∆Grel, albeit still favoring the non-linear conformation. The
computed data reveals that linearity can be somewhat restored in keteniminiums bearing aniline
and enamine moieties by reducing the electron density on the Nx nitrogen atom via electron-
withdrawing substituents. This verifies that the loss of linearity in these KI’s originates from the
willingness of the Nx lone pair to compete for a double bond, forming the conjugated structure
Nx=C3–C2=N1, where the C3–C2 bond is no longer a double bond and the C3–C2–N1 moiety
is no longer linear.

8.3.2 Energetic Analysis of Electrocyclization Reactions involving Keten-
iminium Ions

A level of theory study was performed to assess the energetic cost of electrocyclization reac-
tions involving keteniminium ions illustrated in Table 8.1. The effect of the heteroatom (X)
was further scrutinized by adding a non-hetero ‘ethylene’ group as X to fully assess the ease
of formation of (hetero)cyclic systems. Evolution of bond distances (Table A.3) were exam-
ined throughout the electrocyclization reaction coordinate for all hetero-systems. C3–C2 and
Nx–C3 bond lengths of non-linear enamine 1 and aniline 5 show partial double bond character
and closely resemble bond lengths of the TS, whereas C3–C2 bonds of the linear conformers in
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Figure 8.3: Optimized structures of KIs (M06-2X/6-31+G(d,p) in CHCl3, extra basis set for
sulfur atoms; pink and blues colors denote CH–π interaction, non-CH–π interaction, respec-
tively).

question are double bonds and Nx–C3 bond lengths display single bond character (Table A.3).
This validates that the electrocyclization reactions leading to pyrrole 9 and indole 13 proceed
from a non-linear pre-reactive conformer (PRC), as such all Gibbs free energies of activation
and reaction for these system were calculated from the PRC. Computed free energies of acti-
vation (∆G‡) and reaction (∆Grxn) are presented in Table 8.2. All energies for the formation of
pyrrole (entry1) and indole (entry 5) are relative to the pre-reactive conformer (PRC). Electro-
cyclization reactions involving vinylic double bonds (Group I) were shown to have significantly
lower activation barriers in the range of 4.8-15.5 kcal/mol (B2PLYP/6-31+G(d,p)//M06-2X/6-
31+G(d,p)) compared to their phenylic counterparts (Group II), which have barriers varying
between 16.4 and 25.5 kcal/mol, due to the disruption of aromaticity in the latter. It should be
noted that similar barrier trends were observed regardless of the level of theory.

Among Group I molecules, formation of the pyrrole derivative 9 has the lowest activation
barrier (TS1, ∆G‡ = 3.0 kcal/mol, M06-2X/6-31+G(d,p) in CHCl3) and is, therefore, predicted
to undergo electrocyclization most readily. Similarly, in the second group, the indole derivative
13 has the lowest free energy barrier (10.8 kcal/mol, M06-2X/6-31+G(d,p) in CHCl3), predict-
ing a higher ease of formation when compared to benzofuran 14 and benzothiophene 15. The
same reactivity pattern is observed in both groups; thiophene 11 (benzothiophene 15) being the
least reactive, followed by furan 10 (benzofuran 14).

Structural features of transition states disclose further information on the extent of the re-
action (Figure 4). Critical distances in the range of 2.19-2.42 Å reveal the reactant-like nature
of the transition states for Group I resulting in more exothermic reactions and lower free ener-
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Figure 8.4: Optimized structures for KIs of Nx-substituted enamine derivatives in Group I
(M06-2X/6-31+G(d,p) in CHCl3, extra basis set for S atom).

Figure 8.5: Optimized structures for KIs of Nx-substituted aniline derivatives in
Group II. (M06-2X/6-31+G(d,p) in CHCl3, extra basis set for S atom.) *M06-2X/6-
31+G(d,p)//B3LYP/6-31+G(d,p) in CHCl3 to overcome imaginary frequency.

gies of activation. Whereas, for Group II, much shorter C–C critical distances (in the range of
1.98-2.10 Å) highlight the product-like nature of the transition states (TSs), leading to signif-
icantly higher free energies of activation and endothermic reactions. Only aniline substituted
KI leading to indole 13 results in a slightly exothermic reaction (∆Grxn = -4.9 kcal/mol, M06-
2X/6-31+G(d,p)) in Group II. Hence, early TS characteristics verify higher reactivity of Group
I. Additionally, the C3=C2=N1 bond angle is significantly smaller for enamine and aniline con-
taining systems (134.5◦and 133.5◦for TS1 and TS4, respectively) compared to others.

In our recent work, an efficient access to 3-aminobenzothiophene with various substitutents
was reported (Figure 8.2b) [185]. In that study, benzothiophene 15 (entry 7) was successfully
synthesized at room temperature (RT) and computationally optimized at the same level of theory
(M06-2X/6-31+G(d,p)) in gas phase (∆G‡

gas = 22.5 kcal/mol).[185] Current data (∆G‡
solvent =
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Table 8.2: Free energy barriers (∆G‡), and reaction free energies (∆Grxn) for electrocyclization
reactions of KIs. Free energies in kcal/mol.

M06-2X MPW1K ωB97XD B2PLYP
Entry Group I ∆G‡ ∆Grxn ∆G‡ ∆Grxn ∆G‡ ∆Grxn ∆G‡ ∆Grxn

1 pyrrole 3.0 -37.8 1.9 -42.4 2.9 -39.3 4.8 -34.3
2 furan 6.0 -23.8 4.8 -27.8 5.5 -26.6 10.1 -19.1
3 thiophene 11.4 -22.2 9.9 -27.4 10.9 -25 15.5 -16.9
4 benzene 9.2 -34.8 10.4 -38 8.0 -37.6 14.5 -29.3

Group II ∆G‡ ∆Grxn ∆G‡ ∆Grxn ∆G‡ ∆Grxn ∆G‡ ∆Grxn

5 indole 10.8 -4.9 10.1 -8.3 11.6 -5.8 16.4 0.5
6 benzofuran 17.0 8.0 15.5 4.2 16.1 5.3 22.4 12.7
7 benzothiophene 21.0 9.0 18.6 3.9 20.4 6.9 25.5 13.8
8 naphthalene 14.8 1.7 17 1.6 13.7 -0.3 21.9 10.9

21.0 kcal/mol, M06-2X/6-31+G(d,p), Table 8.2) is in line with the previously reported result.
More recently, intramolecular competition reactions of vinyl sulfide and phenyl sulfide were
modelled in CHCl3 at the MPW1K/6-31+G(d,p)//M06-2X/6-31+G(d,p) level of theory to in-
vestigate the favorable formation of thiophene derivatives.[197] Consistent with experimental
findings, the electrocyclization reactions leading to thiophene formation (∆G‡ = 8.3 kcal/mol,
M06-2X/6-31+G(d,p)) was shown to be both kinetically and thermodynamically favored over
the formation of benzothiophene (∆G‡ = 16.4 kcal/mol, M06-2X/6-31+G(d,p)) [197].

Similar to the outcome of the aforementioned intramolecular competition reaction,[197]
the free energy of activation for electrocyclization of vinyl sulfide 3 (∆G‡ = 9.9 kcal/mol,
MPW1K/6-31+G(d,p)//M06-2X/6-31+G(d,p), Table 8.2 is shown to be notably lower than that
of phenyl sulfide 7 (∆G‡ =18.6 kcal/mol, MPW1K/6-31+G(d,p)//M06-2X/6-31+G(d,p). Con-
sidering homocyclization (entries 4 and 8 in Table 8.2), reaction barriers (TS4, ∆G‡ = 9.2
kcal/mol and TS8, ∆G‡ = 14.8 kcal/mol, M06-2X/6-31+G(d,p)) remain between the lowest
and highest values and the computational findings for entry 4 in Table 8.2 are in line with our
previous study[184] (∆G‡

gas = 8.5 kcal/mol, ∆Grxn = -44.5 kcal/mol, M06-2X/6-31+G(d,p) in
gas phase). Hence, in light of previous experimental and computational studies, the computa-
tional results presented herein suggest the likelihood of formation of all heterocyclic systems
depicted in Table 8.1 via electrocyclization of their corresponding KI derivatives.

Lastly, the energetic consequences of electron-withdrawing Nx-substituents (–CF3, –CH2CF3,
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Figure 8.6: Optimized transition state structures (M06-2X/6-31+G(d,p) in CHCl3, extra basis
set for sulfur atom)

–Ts) on electrocyclization of keteniminiums bearing enamine and aniline moieties (Figures 8.4
and 8.5) were investigated (see Appendix, Figure A.16). Computed data show that EWGs,
in particular –CF3 and –Ts, significantly increase the activation barriers and decrease product
stabilities.

8.3.3 Population Analysis and Local Reactivity Descriptors
Prior to analyzing the nature of the heterocyclic electrocyclization reactions we investigated the
effect of different heteroatoms on the KI reactivity by means of population analysis and local
descriptors for all KI’s listed in Table 8.1.

Population Analysis

In order to gain insight into the electrostatic nature of the electrocyclization reaction and ra-
tionalize the calculated order of activation barriers, NBO 6.0 analysis was performed as shown
in Table 8.3. Note that 6π-electrocyclization initially leads to an intermediate (Int) where C5
bears a H atom. Upon deprotonation of C5, aromaticity is established and the end product is
obtained. Population analysis results depict considerably larger negative charges on carbon C5,
indicating its reactivity towards the positively charged carbon C2. NPA results show that carbon
C5 of enamine 1, enol ether 2 and vinyl sulfide 3 substituted KIs leading to pyrrole 9, furan 10
and thiophene 11, respectively, bear approximately two-fold larger negative charges compared
to carbon C5 of aniline 5, phenyl ether 6 and phenyl thioether 7 substituted KIs, implying lower
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reactivity of the aromatic ring, as expected. Additionally, higher negative charges on carbon
C5 were detected in N-heteroatom substituted KIs (enamine 1 and aniline 5) decreasing consis-
tently through O and S heteroatom substituted KIs. Sulfur shows a tendency to donate electrons
to the delocalization hence, its positive charge. Evaluation of the NPA charges indicate the
keteniminium nature of the reacting species.

Table 8.3: Evolution of NPA atomic charges throughout the electrocyclization reaction.
(M062X/6-31+G(d,p)//M062X/6-31+G(d,p) in CHCl3)

Group I Group II
Enamine Aniline
Charges KI KI-PRC TS Int Charges KI KI-PRC TS Int

N1 -0.297 -0.330 -0.358 -0.446 N1 -0.298 -0.323 -0.385 -0.478
C2 0.460 0.216 0.247 0.241 C2 0.455 0.186 0.248 0.235
C3 0.159 0.260 0.208 0.054 C3 0.157 0.278 0.197 0.150
X=N-Me -0.492 -0.394 -0.366 -0.265 X=N-Me -0.476 -0.381 -0.343 -0.286
C4 0.232 0.204 0.244 0.428 C4 0.176 0.133 0.217 0.332
C5 -0.536 -0.410 -0.451 -0.509 C5 -0.273 -0.226 -0.288 -0.361
Enol ether Phenyl ether
Charges KI TS Int Charges KI TS Int

N1 -0.290 -0.364 -0.443 N1 -0.285 -0.389 -0.478
C2 0.325 0.282 0.204 C2 0.336 0.254 0.188
C3 0.323 0.307 0.186 C3 -0.319 0.322 0.296
X=O -0.492 -0.455 -0.366 X=O -0.491 -0.443 -0.400
C4 0.309 0.454 0.696 C4 0.265 0.402 0.528
C5 -0.436 -0.522 -0.556 C5 -0.259 -0.231 -0.404
Vinyl sulfide Phenyl sulfide
Charges KI TS Int Charges KI TS Int

N1 -0.303 -0.366 -0.412 N1 -0.304 -0.391 -0.464
C2 0.412 0.352 0.298 C2 0.417 0.326 0.261
C3 -0.193 -0.216 -0.332 C3 -0.186 -0.197 -0.216
X=S 0.310 0.457 0.733 X=S 0.334 0.460 0.603
C4 -0.161 -0.216 -0.045 C4 -0.204 -0.110 -0.077
C5 -0.355 -0.458 -0.520 C5 -0.214 -0.314 -0.366
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Local reactivity descriptors

In order to predict local reactivities and rationalize the calculated order of barrier heights for
the heterocyclic electrocyclization reactions, the electrophilic Parr function Pk+ proposed by
Domingo et al[96] and the Fukui function fk+ proposed by Yang and Mortier[97] were calcu-
lated.

Pk+ for carbon atoms C2 and C5, in keteniminium ions of Group I and II, were calculated us-
ing NBO atomic spin density with the UM062X/6-31+G(d,p)//M062X/6-31+G(d,p) in CHCl3.
The calculation of Fukui indices were performed with M062X/DZP//M062X/6-31+G(d,p) in
CHCl3. The computed Pk+ and fk+ for C2 and C5 are tabulated in Table 3. Analysis of the Parr
and Fukui functions stress that C2 carbon is the most electrophilic center for all reactants in the
following order: enamine > enol ether > vinyl sulfide (Group I); aniline > phenyl enol ether
> phenyl sulfide (Group II). These findings are directly correlated to the activation barriers and
reveal that higher Pk+ and fk+ in C2 leads to lower activation barriers. There was no apparent
correlation found for C5.

Table 8.4: Calculated Pk+ and fk+ for the C2 and C5 carbon atoms of Groups I and II KIs.

Reactants Pk+ f k+

C2 C5 C2 C5
Enamine 1 0.714 0.015 0.448 0.002
Enol Ether 2 0.663 0.001 0.439 0.008
Vinyl sulfide 3 0.608 0.005 0.388 0.006
Aniline 5 0.692 -0.001 0.449 0.003
Phenyl Enol Ether 6 0.659 0.002 0.439 0.005
Phenyl sulfide 7 0.592 0.002 0.372 0.006

8.3.4 Nature of the Electrocyclization Reaction of Keteniminium Ions

The structural, energetic and population analysis of keteniminium cyclizations reactions de-
tailed in the previous section does not indicate/validate the pericyclic character of the reactions
studied. Herein, we decided to further investigate the true nature of the cyclization reactions
under investigation. According to Berney and coworkers, pseudo-pericyclic reactions possess
lower activation barriers than pericyclic ones.[245] The significantly lower activation barri-
ers (Table 8.2) for the formation of pyrrole 9 and indole 13 and the non-linear nature of the
C3–C2–N1 structure in keteniminiums KI-1 and KI-4 (Figure 8.4) encouraged us to investigate
the nature of the reaction in further detail. Therefore, we set out to perform FMO (data not pre-
sented here, see Appendix, Figure A.19), AIM, NICS and ACID analysis, for all systems under
study, in order to distinguish between pericyclic and (non-planar)-pseudopericyclic reactions.
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Atoms in molecules (AIM) Analysis

Atoms-in-molecules (AIM) analysis for transition state structures is a useful method to distin-
guish the nature of a reaction through the presence/absence of critical points.[238] AIM analysis
were performed for transition states (TSs) of Groups I and II; findings indicate that new bond
critical points (BCPs, (3,-1)) in TSs were formed as well as ring critical points (RCP) (3,+1),
supporting a pericyclic type reaction as illustrated in Figure 5. Moreover, the AIM analysis
displays lower density values for Group I when compared to Group II, signifying that newly
formed C2–C5 bonds of Group I are weaker, indicative of early transition states and exothermic
reactions.

Figure 8.7: AIM analysis of the TS structures for Groups I and II. (M06-2X/ATZ2P//M06-
2X/6-31+G(d,p) in CHCl3, values in a.u).

Nucleus-Independent Chemical Shifts (NICS)

According to Woodward–Hoffmann rules,[246] pericyclic ring closure reactions possess aro-
matic transition state (TS) structures. NICS introduced by Schleyer et al[235] is a magnetic
measure/indicator of aromaticity, particularly for the evaluation of TS aromaticities. In the
present study, NICS(-1) values, which are points placed 1 Å below the RCP (since the cy-
clization occurs along this trajectory, (Figure 8.8), were considered in order to account for
π-electron contribution and to avoid the additional sigma (σ ) electron contribution in NICS(0).
Negative NICS values indicate aromaticity; calculated NICS(-1) values graphed in Figure 8.9
clearly show minima for TSs compared to their corresponding reactants and products, indicat-
ing aromaticity in the TS. The aromatic character of the TS confirms the pericyclic ring closure
classified as electrocyclization.[247] Moreover, notably, NICS values of TSs in Group II are
lower than the corresponding TSs in Group I. This points to larger aromatic stabilization of the
TSs in Group II and is in agreement with our previous work[185] that proposed larger number
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of electrons (10π rather than 6π) contribute to the transition state. However, it is important to
note that despite the larger aromatic stabilization of the TS, initial disruption of aromaticity still
affords larger activation barriers for Group II.

Figure 8.8: One of the representative image of points (Bq ghost atoms) for NICS calculations.
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Figure 8.9: Variation of NICS along the reaction coordinates 1 Å below the RCPs for Groups
I and II. (M06-2X/6-311++G(d,p)//M06-2X/6-31+G(d,p) in CHCl3). Note that the electrocy-
clization initially leads to an intermediate (Int) where C5 bears a H atom. Upon deprotonation
of C5, aromaticity is established, and the end product is obtained.

Anisotropy of the Induced Current Density Analysis

Herges and Geuenich developed the anisotropy of the induced current density (ACID) method
in order to quantify and visualize electronic delocalization and conjugation [239]. This method
is also used for the measurement of aromaticity in order to differentiate the type of the reactions,
namely pericyclic and pseudopericyclic reactions [239, 240, 248, 249]. Lemal and coworkers
defined the pseudo-electrocylic reaction as a disconnection in the cyclic array [250]. In the
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present study, ACID analysis was carried out to conclusively elucidate the nature of cyclization
reactions in Groups I and II. The continuous set of gauge transformation (CSGT) [251, 252]
method was applied for the ACID calculations. ACID plots in Figure 8.10 indicate that TS
structures do not display any disconnection at isosurface value of 0.03 au. Additionally, di-
atropic ring currents are known to be present in aromatic systems, where the magnetic field
vector is orthogonal to the ring plane leading to clock-wise current. Diatropic ring currents
were observed in all ACID isosurfaces of TSs analyzed, indicating the pericyclic nature of the
reactions.

Figure 8.10: ACID plots for the transition states of Groups I and II (M06-2X/6-
311++G(d,p)//M06-2X/6-31+G(d,p) in CHCl3, extra basis set for S atom, isosurface value 0.03
a.u.).

Moreover, critical isosurface values (CIV) were calculated in order to quantify the delocal-
ization and pinpoint critical values for the topology change from cyclic to noncyclic. Higher
CIVs indicate strong delocalization and aromaticity, confirming the pericyclic character of the
reaction. CIVs of TSs (TS1-3) in Group I are 0.034, 0.035, and 0.037, respectively; CIVs in
Group II are 0.061, 0.053, 0.054 for TS4-6, respectively. Large CIVs both in Group I and II in-
dicate pericyclic character of the reactions (CIV is usually≤ 0.02 for a typical pseudopericyclic
reaction).78 Additionally, larger CIVs in Group II are associated with short C2–C5 bond dis-
tances (1.98–2.10 Å) leading to higher electron delocalization compared to Group I (2.19–2.42
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Å). This outcome is in line with the higher densities and shorter critical distances observed for
Group II in AIM analysis. Moreover, higher CIVs for Group II are consistent with larger NICS
values, once again pointing towards a 10π-electrocyclization reaction for Group II. Briefly,
6π/10π-electrocyclizations for Groups I/II are characterized as pericyclic reactions, through
FMO, QTAIM, NICS and ACID analysis.

8.3.5 Understanding Effect of Substituents on Keteniminium Reactivity
To evaluate the effect of substituents on keteniminium reactivity, a variety of substituted keten-
iminiums that are experimentally accessible have been selected [185, 197, 253]. Free energy
of activation barriers (∆G‡) and reaction free energies (∆Grxn) for 6π/10π-electrocyclizations
of keteniminiums in Groups I and II (Table 8.1), are tabulated in Tables 8.5 and 8.6, respec-
tively. Although M06-2X data are tabulated herein, energy refinements at MPW1K, ωB97XD
and B2PLYP levels of theory were also performed for all systems (see Appendix, Table S3-8).
To be able to systematically check the effect of substituents on vinylic and phenylic moieties,
methyl substitution was chosen for the alpha position (C3-Me), for all systems. The effect of
substituents at the alpha position will be systematically investigated in a subsequent study. Gen-
erally speaking, regardless of the substituents, electrocyclizations of Group I were found to be
highly exergonic, making these reactions thermodynamically more favorable. This is also in
line with their lower free energies of activation (Table 8.5). Computed data reveal that Group
I products are both kinetically and thermodynamically more favored over their Group II coun-
terparts. While the formation of the indole systems in Group II was also found to be slightly
exergonic except in the case of ortho–CF3 and ortho and para –Cl substituents (Table 8.6, entries
8 and 13, respectively). However, electrocyclizations yielding benzothiophenes and benzofu-
rans, showed endergonic reactions, making them less favorable. Substituent positions in Tables
8.5 and 8.6 were given in Figure 8.11.

Figure 8.11: R group positions for Groups I and II.

125



Ta
bl

e
8.

5:
E

ff
ec

to
fs

ub
st

itu
en

ts
on

fr
ee

en
er

gy
ba

rr
ie

rs
(∆

G
‡ ),

an
d

re
ac

tio
n

fr
ee

en
er

gi
es

(∆
G

rx
n)

of
6π

-e
le

ct
ro

cy
cl

iz
at

io
ns

of
K

I–
G

ro
up

I.
(F

re
e

en
er

gi
es

in
kc

al
/m

ol
.)

E
na

m
in

e
E

no
le

th
er

V
in

yl
su

lfi
de

E
nt

ry
R

1
R

2
∆

G
‡

∆
G

rx
n

∆
G

‡
∆

G
rx

n
∆

G
‡

∆
G

rx
n

Y
ie

ld
%

[1
97

]
1

C
H

3
H

3.
0

-3
7.

8
6.

0
-2

3.
8

11
.4

-2
2.

2
80

%
2

H
C

H
3

(E
)

2.
8

-2
9.

8
10

.6
-1

4.
0

14
.5

-1
4.

5
3

H
C

H
3

(Z
)

7.
0

-3
3.

0
15

.6
-1

4.
1

20
.2

-1
5.

0
4

H
H

2.
9

-3
5.

1
10

.5
-1

6.
1

14
.3

-1
8.

5
5

Ph
H

3.
8

-3
5.

0
8.

3
-2

3.
9

13
.5

-2
2.

1
95

%
6

H
Ph

(E
)

2.
6

-3
0.

6
9.

4
-1

3.
4

13
.1

-1
3.

8
72

%
E

/Z
:8

0:
20

7
H

Ph
(Z

)
5.

4
-3

1.
1

15
.1

-1
1.

5
18

.7
-1

4.
0

10
%

E
/Z

13
:8

7
8

C
O

2M
e

H
6.

4
-3

1.
8

12
.8

-1
2.

7
15

.7
-1

8.
0

47
%

9
H

C
O

2M
e

(E
)

6.
0

-2
4.

7
12

.6
-8

.3
15

.4
-1

0.
7

56
%

E
/Z

:6
0:

40
10

C
O

2M
e

C
O

2M
e

7.
2

-2
6.

7
16

.9
-6

.5
17

.0
-1

3.
5

58
%

E
/Z

:6
7:

33
11

C
N

H
5.

3
-3

2.
4

15
.9

-9
.3

20
.0

-1
4.

0
36

%
12

H
C

N
(E

)
7.

0
-1

9.
3

15
.3

-1
.7

16
.1

-6
.7

54
%

E
/Z

:1
00

:0
13

H
C

N
(Z

)
8.

0
-2

2.
9

20
.1

-1
.0

21
.1

-7
.1



Ta
bl

e
8.

6:
E

ff
ec

t
of

su
bs

tit
ue

nt
s

on
fr

ee
en

er
gy

ba
rr

ie
rs

(∆
G

‡ )
an

d
re

ac
tio

n
fr

ee
en

er
gi

es
(∆

G
rx

n)
of

10
π

-e
le

ct
ro

cy
cl

iz
at

io
ns

of
K

I–
G

ro
up

II
.(

Fr
ee

en
er

gi
es

in
kc

al
/m

ol
.)

A
ni

lin
e

Ph
en

yl
et

he
r

Ph
en

yl
su

lfi
de

E
nt

ry
R

1
R

2
R

3
R

4
∆

G
‡

∆
G

rx
n

Y
ie

ld
%

[2
54

]
∆

G
‡

∆
G

rx
n

Y
ie

ld
%

[2
54

]
∆

G
‡

∆
G

rx
n

Y
ie

ld
%

[1
85

]
1

H
H

H
H

10
.8

-4
.9

84
%

17
.0

8.
0

69
%

21
.0

9.
0

93
%

2
H

C
H

3
H

C
H

3
9.

2
-4

.7
13

.6
4.

8
93

%
18

.8
8.

5
78

%
3

C
H

3
H

H
H

15
.2

-1
.9

16
.3

6.
3

19
.3

7.
6

4
H

C
H

3
H

H
8.

9
-7

.5
14

.6
4.

4
18

.9
7.

1
5

H
H

C
H

3
H

10
.4

-4
.9

16
.6

7.
0

21
.7

10
.4

6
H

H
C

F3
H

10
.1

-3
.8

18
.1

9.
6

22
.8

11
.5

80
%

7
H

C
F3

H
H

9.
6

-3
.5

19
.6

11
.7

20
.7

11
.5

8
C

F3
H

H
H

17
.2

1.
5

18
.9

11
.9

21
.5

10
.8

88
%

9
H

H
C

N
H

9.
9

-3
.9

19
.3

12
.2

22
.0

12
.3

47
%

10
H

C
N

H
H

10
.5

-3
.1

19
.8

12
.0

22
.4

12
.0

11
H

C
l

H
H

10
.0

-6
.0

18
.5

9.
3

21
.2

9.
3

12
H

H
C

l
H

11
.0

-4
.1

17
.5

10
.1

22
.1

11
.7

13
C

l
H

C
l

H
17

.8
2.

8
20

.5
13

.3
91

%
22

.9
13

.0
89

%



Role of the substituents in Group I

While each substituent has a different effect on the reactivity itself, the position of the R group
plays a potent role on the ease of electrocyclization. In case of R1 and R2, calculations in Table
8.5 demonstrate a general trend, where R1 and R2 with electron donating capabilities (EDG) al-
low the electrocyclization reaction to proceed with more ease by increasing the electron density
around C5 carbon. Moreover, EWG groups (–CO2Me, –CN) increase the activation barriers.
For all systems, the Z isomer appears to have a higher activation barrier, caused by the steric
clash between Z orientation of substituents and the piperidine group (Figure 8). Hence, electro-
cyclization of E isomers are favored. Activation barriers for Z isomers are also in CH3 < Ph <
CN order.

Figure 8.12: Optimized TS structures for the E and Z isomers (entries 6 and 7 in Table 8.5) of
enamine systems (Group I). M06-2X/6-31+G(d,p) with IEF-PCM in CHCl3; critical distances
in Å.

In case of R1 substituent: For enamine systems, the activation free energy barriers are in
order CH3 ≈ H < Ph < CN < CO2Me. On the other hand, the activation barriers leading to
furans and thiophenes have increasing orders as follows: CH3 < Ph < H < CO2Me < CN. Due
to the steric hindrance between N–Me and R1, electron donating groups in R1 position slightly
increase the barriers compared to furan and thiophene cases, causing the difference in order of
reactivities. Apart from electron withdrawing effect, due to steric hindrance, electrocyclization
of –CO2Me substituted KI, leading to pyrrole, shows the highest free energy of activation. In
electrocyclizations of corresponding KIs leading to furan and thiophene, the highest barriers
belong to the cyano (–CN) substituted KI.

In case of R2 substituent: In case of enamine, the effect of the R2 is similar among methyl
(–CH3), phenyl (–Ph) and hydrogen (–H). Similar trends are also consistently observed for enol
ether and vinyl sulfide counterparts, except for the phenyl moiety showing the lowest activation
barriers. Similar to the R1 effect, EWGs increase the activation barriers for all systems in
CO2Me < CN order. Overall, among Group I ions, activation barriers of all enamine derivatives
are significantly lower, followed by enol ether and vinyl sulfide derivatives, respectively.
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Role of the substituents in Group II

For Group II, –CH3, –CF3 –Cl, –CN were placed in ortho (o-), para (p-) and meta (m-) positions
as depicted in Table 5. The activation barriers of ortho-substituted KIs leading to indoles show
an increase in the order: H < CH3 < CF3 < Cl, whereas activation barriers for KIs leading
to benzofuran and benzothiophene are as follows: CH3 < H < CF3 < Cl. The differences
stem from the steric hindrance between N–Me and the substituents at o-position. In case of
para-substituents, for all systems, the activation barriers are more or less the same. Regarding
meta-substituents, the activation barriers of KIs leading to indole are close. The relative order
of meta-substituents for electrocyclizations to benzofuran and benzothiophene are CH3 < H <
Cl < CF3 ≈ CN and CH3 < CF3 ≈ H ≈ Cl < CN, respectively. Similar to Group I, activation
barrier trends in Group II follow: indole < benzofuran < benzothiophene.

Ultimately, the substitution patterns investigated herein illustrate that the pyrrole systems
are the most reactive with the lowest activation barriers, whereas the benzothiophenes are the
least reactive with free energies of activation as high as 22.9 kcal/mol (Table 8.6, entry 13).
Due to the disruption of aromaticity, free energies of activation for Group II are significantly
higher compared to Group I. All in all, it is important to note that among all six heterocyclic
systems, the highest barrier (21.0 kcal/mol) is for the formation of ‘parent’ benzothiophene
(Table 5, entry 1), which was already successfully synthesized.17 Accordingly, the formation
of all heterocyclic systems via the 6π/10π-electrocyclization are suggested to be plausible in
the light of computational and experimental findings [185, 197, 253].

8.4 Conclusions
In electrocyclization study, structural and energetic analysis, nature of the reactions and the re-
activity differences in electrocyclization reactions of keteniminium salts leading to six different
heterocyclic systems were computationally examined. The computational results reveal that the
6π-electrocyclization of enamine substituted KI 1 leading to 3-aminopyrroles 9 is favored in
Group I, when lowest activation and reaction free energies are considered. Aniline substituted
keteniminiums 5 leading to 3-aminoindoles 13 has the lowest free energy of activation in Group
II, compared to phenyl ether and phenyl sulfide substituted keteniminiums furnishing the corre-
sponding 3-aminobenzofurans 14 and 3-aminobenzothiophenes 15, respectively. The aromatic
moiety in Group II decreases the reactivity compared to the systems in Group I, as expected due
to the disruption of the aromaticity in the transition state for cyclization. Notably, the pericyclic
nature of the reaction was validated by means of AIM, NICS, ACID analysis, also pointing
towards a 10π-electrocyclization for Group II rather than the 6π-electrocyclization observed
in Group I. Lastly, among all six heterocyclic systems, the highest barrier is for the formation
of benzothiophene 15, which was previously shown to readily form at RT. In line with com-
putational findings, experimental results show that electrocyclization reactions of selected sys-
tems in Group II were achieved under mild conditions, suggesting the likelihood of formation
of all heterocyclic systems studied herein from their corresponding keteniminium derivatives.
Overall, this study is expected to contribute to the understanding of reactivity differences of
keteniminium ions and further aid synthetic applications.
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Concluding Remarks

This dissertation presents the outcomes of deamidation impact on the structure and function of
Bcl-xL and keteniminium chemistry from KI formation to its reactions.

In the first part of the thesis, we explored deamidation-induced conformational changes
in Bcl-xL to gain insight into its loss of function by performing microsecond-long molecular
dynamics (MD) simulations. MD simulation outcomes showed that the IDR motion and inter-
action patterns have changed notably upon deamidation. Principal component analysis (PCA)
demonstrates significant differences between wild type and deamidated Bcl-xL and suggests
that deamidation affects the structure and dynamics of Bcl-xL. The combination of clustering
analysis, H-bond analysis, and PCA revealed changes in conformation, interaction and dynam-
ics upon deamidation. Differences in contact patterns and essential dynamics that lead to a
narrowing in the binding groove (BG) are clear indications of deamidation-induced allosteric
effects. In line with previous studies, we show that the intrinsically disordered region plays a
very important role in the loss of apoptotic function of Bcl-xL, while providing a unique per-
spective on the underlying mechanism of Bcl-xL deamidation-induced cell death. Additionally,
we emphasized the importance of using full-length Bcl-xL in membrane environment as well
as the impact of post-translational modification, i.e., deamidation. The findings suggest that
interaction pattern change, protein orientation towards membrane and protein-membrane inter-
action play pivotal role on the structural differences of the protein upon deamidation. Lastly,
MD simulations confirmed that unbounded BH3-only peptides are dynamic in water compared
to complex systems (bounded state). As a future work, complex systems (Bcl-xL-BH3-only
peptides) will be investigated before and after deamidation both in water and membrane envi-
ronments.

In the second part of the thesis, keteniminium (KI) chemistry were examined from forma-
tion to reactions (electrocylization and cycloaddition reactions). A wide range of substituents
was examined to give insight on their potential contributions to the ease of formation of KIs.
The computed data revealed that the reactivity of the starting nucleophilic amides towards the
electrophilic triflic anhydride directly affected the ease of formation of the keteniminium salt.
Additionally, DFT calculations were performed to rationalize the experimentally observed re-
activity difference in the [2 + 2] cycloaddition of keteniminium with alkene and alkyne reactant
partners. Calculations verified that the [2 + 2] cycloaddition reaction of keteniminium with
alkene/alkyne has a stepwise reaction mechanism. In the competition reactions, computational
findings also allowed us to determine favorable kinetic and thermodynamic pathways and in-
vestigate the effect of chain length on the competition reaction. Lastly, electrocyclization study
presents structural and energetic analysis and the reactivity differences among keteniminium
derivatives bearing different substituents leading to six different heterocyclic systems by means
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of DFT. The electrocyclization of enamines leading to 3-aminopyrroles was shown to be both
kinetically and thermodynamically most favorable. Compared to the systems in Group I, the
aromatic moiety in Group II diminishes the reactivity due to the aromaticity disruption in the
transition state for cyclization. This study provides insight on reactivity of keteniminium deriva-
tives bearing different substituents and heteroatoms towards electrocyclization reactions. In ad-
dition, the true nature of the cyclization mechanism of keteniminium salts were disclosed via a
range of different analysis techniques, pointing towards a 10π-electrocyclization for Group II
rather than the 6π-electrocyclization observed in Group I.

Taken together, this dissertation provides a unique perspective on the underlying mechanism
of Bcl-xL deamidation-induced cell death. Keteniminium studies will also contribute to the
understanding of keteniniminium chemistry (formation, reactivity differences, etc.) and further
aid synthetic applications.
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Appendix A

Supporting Information

A.1 Supporting Information for Bcl-xL Study in Chapter 4.

A.1.1 Force field parameterization of non-standard iso-aspartate

Amber force field for L-iso-ASP, which is a non-standard amino acid was parameterized with
the antechamber and tleap modules as implemented in the Amber program package[133]. Ter-
minal sides of iso-Asp were capped with ACE and NME (ACE-iso-ASP-NME). The optimiza-
tion and single point calculation were performed at the HF/6-31G(d) level of theory using Gaus-
sian 09 [217] (G09) program package (Rev E.01) (Figure A.1). The restrained electrostatic
potential (RESP) charges were obtained using the Merz-Singh-Kollman (MK) scheme (IOp:
(6/33=2, 6/42=6)) at the HF/6-31G(d) level. Then the non-standard iso-Asp were replaced on
the protein. Topology and coordinate files of DM2-Bcl-xL were generated using tleap embed-
ded into Amber program package. Table A.1 depicts preparation file to generate iso-Asp mutant
(DM2) of Bcl-xL.

Figure A.1: The optimized structure of ACE-iso-ASP-NME (HF/6-31G(d)).
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Table A.1: Preparation file for iso-Asp residue.

A.1.2 Secondary Structure Analysis
Secondary structure content were calculated using Definition of Secondary Structure Prediction
(DSSP) algorithm [137]. Green color in the SS figures presents α helix and 310 helix structures
during the simulations.

A.1.3 B-factor coloring
B-factor coloring is based on LIE calculations. In B-factor coloring, blue color represents stable
interaction while red color represents unstable interactions.

A.1.4 Distance Analyses for the Combined Trajectories
Distance analysis results herein covers the analysis of the combined trajectories in each system
(WT, DM1 and DM2). These results are consistent with the cluster data. In WT a slight nar-
rowing of the binding groove was also detected but was less prominent compared to the DM1
case.
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(a) WT-SIM1 (b) WT-SIM2

(c) WT-SIM3 (d) WT-SIM24

(e) WT-SIM5

Figure A.2: Secondary structure plots for WT simulations.

A.1.5 Protein (∆C terminal)-C terminal interactions (residues 196-209)
for the Combined Trajectories

In WT, C-terminal part (residues 196-209) is highly flexible/mobile, and it transiently interacts
with the IDR and the residues among α1-α3 and α5. In deamidated systems, the C terminal
transiently interacts with the bottom side of the groove (particularly, α2 and J23). The C-
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terminal-IDR interaction dramatically diminished compared to WT. Remarkably, the C-terminal
residues in DM2 do not interact with α1 and the IDR (except distal IDR residues). In DM2 the
C-terminal transiently interacts with α8.

(a) DM1-SIM1 (b) DM1-SIM2

(c) DM1-SIM3 (d) DM1-SIM24

(e) DM1-SIM5

Figure A.3: Secondary structure plots for DM1 simulations.
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(a) DM2-SIM1 (b) DM2-SIM2

(c) DM2-SIM3 (d) DM2-SIM24

(e) DM2-SIM5

Figure A.4: Secondary structure plots for DM2 simulations.
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(a) WT (b) DM1

(c) DM2

Figure A.5: B-factor coloring based on average LIE calculations between the IDR and protein
(∆IDR) for a) WT, b) DM1, and c) DM2.
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Figure A.6: Representative structures of clusters 0 – 4. (Magenta color refer to the C-terminal
part.)

Figure A.7: Front and side views of representative snapshots of each system. (Blue and magenta
colors refer to the IDR and the C-terminal part.)
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Figure A.8: Distance histogram for the key interactions in the binding groove of WT, DM1, and
DM2 simulations.)
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Figure A.10: Distance histogram for the key interactions in the selected H-bonded residues
between the C-terminal and α8 of WT, DM1, and DM2 simulations.)

A.2 Supporting Information for Bcl-xL Study in membrane
in Chapter 5.

A.2.1 Area per lipid (APL)

Area per lipid of POPC (16:0 / 18:1) bilayer/membranes was calculated as shown in the formula
below and found in the range of 65.8-66.4 Å2 within 3% of experimental values [170]. Note
that the experimental APL for POPC is 68.3 Å2 /lipid11 and 64.3 Å2 /lipid [255]. APL was
calculated as follows:

APL = (boxXdimension)× (boxY dimension)÷ (numbero f phospholipidsperlayer) (A.1)

Figure A.11: APL plots for the POPC membranes in equilibrium runs.

162



water membrane

Figure A.12: Backbone RMSD plots for the IDR of FL, DM1 and DM2-Bcl-xL simulations
with respect to initial/built structures. (Every 20 frames)

A.3 Supporting Information for Electrocyclization Study in
Chapter 8.

A.3.1 DFT Survey
Besides M06-2X, all calculation in Table A.2 were also performed at the hybrid-GGA B3LYP,
hybrid-meta GGA MPWB1K and Second order Møller–Plesset perturbation (MP2). The calcu-
lations indicate that even though B3LYP, MPWB1K and MP2 lower the barriers compared to
M06-2X optimizations, similar barrier trends were observed regardless of the level of theory.
6-311++G(3df,3pd) extra basis set was used for sulfur atom.
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(a) FL-C2-wat (b) FL-C2-memb

(c) DM1-C2-wat (d) DM1-C2-memb

(e) DM2-C2-wat (f) DM2-C2-wat

Figure A.13: Secondary structure evolution for the selected FL, DM1 and DM2 simulations
in water (wat) and membrane (memb). (Green color presents α helix and 310 helix structures
during the simulations.)
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Figure A.14: FL models in water. (Snapshots belong to the last frame of each MD simulation.
Blue color denotes loop region (IDR). Magenta and yellow colors present the C-tail and the
binding groove, respectively. Water was not shown for clarity.)
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Figure A.15: The non-covalent interaction (NCI) plots of the optimized KI structures. NCI
isosurface values= 0.5 and 0.7 au using SCF densities. NCI color scale is -0.04 < ρ < 0.04 au.

Note that the electrocyclization initially leads to an intermediate (Int) where C5 bears a H
atom. Upon deprotonation of C5, aromaticity is established, and the end product is obtained.
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Table A.3: Evolution of distances through the electrocyclization reaction (distances in Å).

Distance KIa KI-PRC TS Int Distance KIa KI-PRC TS Int
N1-C2 1.25 1.27 1.28 1.36 N1-C2 1.25 1.27 1.29 1.37
C2-C3 1.31 1.39 1.38 1.37 C2-C3 1.31 1.39 1.38 1.37
N-C3 1.42 1.34 1.35 1.44 N-C3 1.42 1.33 1.36 1.41
N-C4 1.42 1.43 1.39 1.30 N-C4 1.42 1.44 1.38 1.32
C4-C5 1.34 1.33 1.35 1.48 C4-C5 1.40 1.39 1.41 1.48
C2-C5 3.34 2.88 2.42 1.51 C2-C5 3.62 4.33 2.10 1.53
Distance KI TS Int Distance KI TS Int
N1-C2 1.25 1.28 1.36 N1-C2 1.25 1.30 1.37
C2-C3 1.32 1.34 1.36 C2-C3 1.32 1.35 1.36
O-C3 1.34 1.35 1.43 O-C3 1.35 1.36 1.40
O-C4 1.41 1.36 1.27 O-C4 1.40 1.35 1.31
C4-C5 1.33 1.36 1.48 C4-C5 1.39 1.41 1.46
C2-C5 3.11 2.19 1.51 C2-C5 3.22 1.98 1.54
Distance KI TS Int Distance KI TS Int
N1-C2 1.25 1.28 1.35 N1-C2 1.25 1.30 1.36
C2-C3 1.30 1.34 1.39 C2-C3 1.30 1.35 1.37
S-C3 1.76 1.73 1.72 S-C3 1.77 1.73 1.73
S-C4 1.79 1.73 1.62 S-C4 1.78 1.73 1.67
C4-C5 1.33 1.36 1.49 C4-C5 1.40 1.41 1.47
C2-C5 3.54 2.22 1.51 C2-C5 3.30 2.01 1.54
a KI (Reactant) unless specified is linear.
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Figure A.17: Optimized INT structures (M06-2X/6-31+G(d,p) in CHCl3, 6-311++G(3df,3pd)
extra basis set for S atom).

A.3.2 Frontier Molecular Orbitals (FMO) Analysis
According to Woodward-Hoffmann rules,[246] pericyclic ring closure in (4n+2)π systems pro-
ceeds through a concerted disrotatory motion. FMO analysis of the keteniminiums in Groups I
and II show HOMOs of keteniminiums primed for a disrotatory closure.
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Figure A.18: Optimized end product structures (M06-2X/6-31+G(d,p) in CHCl3, for S atom
6-311++G(3df,3pd) extra basis set).

Figure A.19: HOMO of keteniminium ions. (M06-2X/6-311++G(d,p)//M06-2X/6-31+G(d,p)
in CHCl3, extra basis set for S atom; iso-surface value = 0.03 au).
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Résumé
Ces dernières années, la chimie computationnelle a joué un rôle important dans la compréhension et la
compréhension des propriétés structurelles des systèmes (protéines, petites molécules, etc.) en imitant
leur environnement. Cette thèse se compose de deux sujets principaux, à savoir la compréhension de
l’impact de la désamidation Bcl-xL au moyen de simulations de dynamique moléculaire (MD) et l’étude
du sel de céteniminium (KI) par des méthodes de mécanique quantique (QM). L’étude des modifications
post-traductionnelles (PTM) gagne en importance pour comprendre leurs rôles sur la structure et les
fonctions des protéines. La désamidation, l’un des PTM, est un commutateur crucial utilisé pour réguler
la fonction biologique de Bcl-xL anti-apoptotique. Dans la première partie de la thèse, les changements
conformationnels induits par la désamidation dans Bcl-xL ont été explorés pour mieux comprendre sa
perte de fonction en effectuant des simulations MD. Les résultats de cette étude fourniront une perspec-
tive unique sur le mécanisme sous-jacent de la mort cellulaire induite par la désamidation Bcl-xL. Le
sel de céteniminium, analogue azoté du cétène, est un intermédiaire largement utilisé pour la synthèse
de divers échafaudages/substances en raison de son électrophilie, de sa réactivité et de sa régiosélectivité
plus élevée. Dans la deuxième partie de la thèse, KI a été scruté de la formation à ses réactions im-
pliquées au moyen d’une étude DFT. Les différences de réactivité observées expérimentalement dans les
réactions de cycloaddition [2 + 2] et d’électrocyclisation ont été rationalisées via une gamme de tech-
niques d’analyse différentes. Les résultats de cette étude devraient contribuer à la compréhension des
différences de formation et de réactivité du KI et faciliter les applications synthétiques.

Mots-clés: Dynamique Moléculaire; Bcl-xL; apoptose; DFT; Sels de Céténiminium

Abstract
In recent years, computation chemistry plays important role in order to understand and give insight

on structural properties of systems (protein, small molecules etc.) by mimicking their environment.
This dissertation consists of two main topics, namely understanding impact of Bcl-xL deamidation by
means of molecular dynamics (MD) simulations and investigation of keteniminium salt (KI) by quantum
mechanical (QM) methods.

Investigation of post-translational modifications (PTMs) gains importance to understand their roles
on structure and functions of proteins. Deamidation, one of the post-translational modifications is a
crucial switch used for regulating the biological function of anti-apoptotic Bcl-xL. In the first part of the
thesis, deamidation-induced conformational changes in Bcl-xL were explored to gain insight into its loss
of function by performing molecular dynamics simulations. The outcomes of this study will provide a
unique perspective on the underlying mechanism of Bcl-xL deamidation-induced cell death.

Keteniminium salt, nitrogen analog of ketene is widely used intermediate for the synthesis of various
scaffolds/substances due to its higher electrophilicity, reactivity and regioselectivity. In the second part of
the thesis, keteniminium salt was scrutinized from formation to its involved reactions by means of DFT
study. Experimentally observed reactivity differences in the [2 + 2] cycloaddition and electrocyclization
reactions were rationalised via a range of different analysis techniques. The outcomes of this study are
expected to contribute to the understanding of formation and reactivity differences of keteniminium salt
and aid synthetic applications.

Keywords: Molecular Dynamics; Bcl-xL; apoptosis; DFT; Keteniminium Salts
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