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Abstract

The objective of the thesis is to build a recommendation system for insurance. By observing the
behaviour and the evolution of a customer in the insurance context, customers seem to modify
their insurance cover when a significant event happens in their life. In order to take into account
the influence of life events (e.g. marriage, birth, change of job) on the insurance covering selec-
tion from customers, we model the recommendation system with a Multivariate Hawkes Process
(MHP), which includes several specific features aiming to compute relevant recommendations
to customers from a Luxembourgish insurance company.

Several of these features are intent to propose a personalized background intensity for each cus-
tomer thanks to a Machine Learning model, to use triggering functions suited for insurance data
or to overcome flaws in real-world data by adding a specific penalization term in the objective
function. We define a complete framework of Multivariate Hawkes Processes with a Gamma
density excitation function (i.e. estimation, simulation, goodness-of-fit) and we demonstrate
some mathematical properties (i.e. expectation, variance) about the transient regime of the
process. Our recommendation system has been back-tested over a full year. Observations from
model parameters and results from this back-test show that taking into account life events by a
Multivariate Hawkes Process allows us to improve significantly the accuracy of recommendations.

The thesis is presented in five chapters. Chapter 1 explains how the background intensity of the
Multivariate Hawkes Process is computed thanks to a Machine Learning algorithm, so that each
customer has a personalized recommendation. Chapter 1 is shown an extended version of the
method presented in [1], in which the method is used to make the algorithm explainable. Chapter
2 presents a Multivariate Hawkes Processes framework in order to compute the dependency
between the propensity to accept a recommendation and the occurrence of life events: definitions,
notations, simulation, estimation, properties, etc. Chapter 3 presents several results of the
recommendation system: estimated parameters of the model, effects of contributions, back-
testing of the model’s accuracy, etc. Chapter 4 presents the implementation of our work into a
R package. Chapter 5 concludes on the contributions and perspectives opened by the thesis.

Keywords: Recommendation System, Multivariate Hawkes Processes, Insurance, Life Events,
Point Processes, Machine Learning, Up-Selling, XGBoost Algorithm.
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Résumé

L’objectif de la thèse est de construire un moteur de recommandation pour l’assurance. En
observant leurs comportements et leur parcours dans le contexte assurantiel, les clients semblent
faire évoluer leur couverture d’assurance lorsqu’un événement significatif survient dans leur vie.
Afin de prendre en compte l’influence des événements de vie (mariage, naissance, nouvel emploi,
etc.) sur la sélection des garanties d’assurance pour des clients, nous modélisons un moteur de
recommandation avec un processus de Hawkes multivarié, qui inclut plusieurs spécificités visant
à calculer des recommandations pertinentes aux clients d’une compagnie d’assurance luxem-
bourgeoise.

Plusieurs de ces spécificités visent à proposer une « background intensity » personnalisée pour
chaque client grâce à un modèle de Machine Learning, à utiliser des fonctions de déclenchement
adaptées aux données assurantielles ou à pallier les failles des données réelles des clients en
ajoutant un terme de pénalisation spécifique dans la fonction objectif servant à l’apprentissage
des paramètres. Nous définissons un cadre complet de processus de Hawkes multivariés avec
une fonction de déclenchement de densité gamma (c’est-à-dire estimation, simulation, qualité
de l’ajustement) et nous démontrons certaines propriétés mathématiques (espérance, variance)
sur le régime transitoire du processus. Notre moteur de recommandation a été back-testé sur
une année entière. Les observations des paramètres du modèle et les résultats de ce back-test
montrent que la prise en compte des événements de la vie par un processus de Hawkes multivarié
permet d’améliorer significativement la précision des recommandations.

La thèse est présentée en cinq chapitres. Le chapitre 1 explique comment la « background inten-
sity » du processus de Hawkes multivarié est calculée grâce à un algorithme de Machine Learning,
afin que chaque client soit le sujet d’une recommandation personnalisée. Le chapitre 1 présente
une version étendue de la méthode présentée dans [1], rendant l’algorithme interprétable. Le
chapitre 2 présente un cadre de processus de Hawkes multivariés afin de calculer la dépendance
entre la propension à accepter une recommandation et l’occurrence d’événements de la vie :
définitions, notations, simulation, estimation, propriétés, etc. Le chapitre 3 présente plusieurs
résultats du système de recommandation : paramètres estimés du modèle, effets des contribu-
tions, back-testing de la précision du modèle, etc. Le chapitre 4 présente l’implémentation de
notre travail dans un package R. Le chapitre 5 conclut sur les contributions et les perspectives
ouvertes par la thèse.

Mots-clés: Moteur de recommandation, processus de Hawkes multivarié, assurance, événements
de vie, processus ponctuels, Machine Learning, up-selling, algorithme XGBoost.
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Chapter 0

Introduction

The main goal of the thesis is to build a recommendation system for Luxembourgish
customers who subscribe to a car insurance. In this introduction, after describing the
context of car insurance in Luxembourg, we present the motivation of the research. Classic
approaches for recommendation systems could not fit to insurance context, so we propose
a specific model based on a MHP (Multivariate Hawkes Process) fitted on customers’ life
events to achieve the main objective of the thesis. At the end of the introduction, we
briefly sum up the thesis outline by listing all the chapters.

0.1 Background: car insurance in Luxembourg

Luxembourg: demographic context.
Luxembourg faced a strong demographic growth over the past twenty years. According
to [5], there were 384k inhabitants in 2000 versus 626k in 2020, which represents a 63%
growth explained mainly by population which doest not have Luxembourg nationality
(161% growth). As a result, the growth of the total of registered vehicles in Luxembourg
from 2000 to 2020 is of 60% as well, from 318k to 509k vehicles.

Car insurance in Luxembourg and Foyer Assurances.
Each and every vehicle from the Luxembourgian car fleet which is driven on public roads
has to be insured and covered by the third party responsibility guarantee at least. Foyer
Assurances is the leader of car insurance in Luxembourg, having a market share of 44% in
non-life insurance. Foyer’s car insurance product is characterized by a set of guarantees,
with a particular structure. In this sense, the customers must select standard guarantees
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2 Chapter 0. Introduction

(including third party liability), and could add optional guarantees. Given these guar-
antees, the customers could be covered for theft, fire, material damage, acts of nature,
personal belongings, etc.

Existing commercial actions.
As a consequence, Foyer Assurances has an increasing number of car insurance policies
every year, which implies more commercial animation and loyalty management. For now,
agents are in charge of the sales initiatives, by contacting the customers in their portfolios
whenever deemed relevant. Moreover, large scale marketing campaigns (e.g. a discount
for subscribing a product) are performed by selecting customers randomly.

0.2 Research motivation: recommendation system

The objective is to build a recommendation system in order to help agents in their com-
mercial animation by automatically selecting from their large portfolios the customers
most likely to augment their insurance coverage. Thus, an insurance company using this
solution could combine advantages from both data analysis and human expertise and op-
timize up-selling campaigns for instance. We insist on the fact that the goal is to support
the agents that are and will continue to be the best advisers for customers, due to their
experience and their knowledge of their portfolio. Agents validate if the recommenda-
tions from our system are appropriate to customers and make trustworthy commercial
opportunities for them. The recommendation system is also planned to be integrated in
customers’ web-pages, in order to provide them a personalized assistance online. Indeed,
more and more customers use the Foyer mobile app to manage their products and their
claims.

We consider U = {1, ..., U} the set of customers who subscribed to an insurance product at
Foyer. The objective of the recommendation system is to estimate, for each customer u ∈
U , the probability that a customer would add an insurance cover at time t if recommended,
denoted pu(t). This probability is built from all information available about the customer
u that Foyer has collected until time t:

pu(t) = P
(
customer u adds an insurance cover at time t|information about customer u until t

)
.

Thus, agents should address their recommendation to customers who have the highest
probability to add an insurance cover in priority.

Main applications of recommendation systems.
Recommendation systems are currently adopted in many web applications. They offer
a huge amount of products with daily use (e.g. e-commerce websites, music and video
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streaming platforms), in order to make customer’s decision-making easier and tackle prob-
lems related to over-choice. For most famous platforms, such as Amazon and Netflix, users
must choose between hundreds or even thousands of products and tend to lose interest
very quickly if they cannot make a decision (see [6]). Recommendation systems are then
essential to give customers the best experience. In general, we can organize the recom-
mendation systems in three types as follows.

First type of recommendation system.
Collaborative filtering is the first category of recommendation systems (see [7]). It consists
in formulating recommendations by filtering information from many viewpoints or data
sources. The first subset of collaborative filtering techniques is the so-called memory-based
approach. This type of model compiles similarities and distances between users or items,
from ratings given by users to items, or lists of items purchased by each user if there are
no ratings. The idea is to identify for a user A either the most similar user B, then recom-
mend to user A items that were already purchased by user B (User-Based Collaborative
Filtering (UBCF), see [8]), or items that are the most similar to items user A has already
subscribed to (Item-Based Collaborative Filtering (IBCF), see [9]). The second subset of
collaborative filtering techniques is the so-called model-based approach, with data mining
or machine learning algorithms. A classic model is based on matrix factorization, whose
objective is to decompose the user-item interaction matrix (which contains ratings given
by users to items), into the product of two matrices of lower dimensions. The main matrix
factorization algorithm is Singular Value Decomposition (SVD) (see [10]).

Second type of recommendation system.
The second category of recommendation systems is the so-called content-based filtering.
They analyze information about description of items and compile recommendations from
this analysis. The main data source is text documents detailing content of items. A clas-
sic approach is Term Frequency–Inverse Document Frequency (Term Frequency–Inverse
Document Frequency (TF-IDF), see [11]). Term Frequency counts the number of times
a term occurs, while Inverse Document Frequency measures how rare a term is and how
much information a term provides.

Third type of recommendation system.
The third category is the so-called hybrid filtering. It consists in mixing the two previous
approaches and requires a huge amount of complex data. Deep learning techniques, which
could be used for every type of recommendation system, are the most frequent approach
to perform hybrid filtering. Given the tremendous improvement of computers’ perfor-
mances in the past few years, deep learning techniques deal with massive information and
unstructured data. The survey in [12] lists the different deep learning techniques applied
to recommendation systems, useful when dealing with sequences (e.g. language, audio,
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video) and non-linear dependencies.

However, most of the algorithms we have described previously, which are appropriate for
large-scale problems and to suggest the next best offer, would not fit for insurance covers
recommendation. Indeed, the insurance context differs by three major particularities (see
also [13]):

• Data dimensions: the number of covers is limited to a small number (e.g. 10-20)
of guarantees. In comparison with thousands of books or movies proposed by online
platforms, dimensions of the problem are reduced.

• Trustworthiness: insurance products are purchased differently from movies, books
and other daily or weekly products. Frequency of contacts between an insurance
company and customers is reduced since policyholders modify their cover rarely.
Therefore, a high level of confidence in recommendations for insurance customers
is needed. While recommending a wrong movie is not a big deal since the viewer
will always find another option from thousands of videos, recommending an inap-
propriate insurance cover could damage significantly the trust of customers in their
insurance company.

• Constraints: while any movie or any book could be enjoyed by anyone (except
for age limit), several complex constraints exist when a customer chooses his cover.
For instance, some guarantees could have an overlap, or some criterion linked to
customers’ profile (i.e. age limits, no-claims bonus level, vehicle characteristics,
etc.).

That is why it seems necessary to develop a recommendation system specifically suited
to our data. The architecture of the recommendation system should be designed with
regards to these insurance data properties. The recommendation system must be accurate,
but not only. The explainability of the model is very important, because a customer
is more likely to accept a recommendation if he/she is told why this recommendation
is suggested. Thus, the recommendation system should not be a “black-box” model.
Moreover, the transparency of the model is necessary for the recommendation system
to be in compliance with General Data Protection Regulation (GDPR), which requires
accountability from Machine Learning decision-making systems.

0.3 Life events

Customers select their car insurance cover in function of several factors. Among all the
features that should be included in the building of the recommendation system, we could
mention:
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• Their vehicle: a brand new and expensive car is more likely to have a full coverage
than a second-hand vehicle, an electric car needs specific guarantees, etc.;

• Their income: customers could adapt their coverage to their financial capacity;

• Their location: several insurance guarantees are more suited to either urban areas
or countryside (e.g. theft, acts of nature).

Not only the recommendation system must be accurate by suggesting an insurance cover
suited to these customers characteristics, but also the timing of the recommendation is
essential. Customers should be advised at the moment when they think that it is relevant
for them to change their insurance cover. By observing the behaviour and the evolution
of a customer in the insurance context, customers seem to modify their insurance cover
when a significant event happens in their life. Among these life events, we could mention
a birth, a marriage, a move, etc. Customers seem to think that one of these life events
would be a good opportunity to reconsider their coverage. It is thus natural to propose
and study how other life events could have an influence on customer choices on insurance
cover. The recommendation system should update its output at any occurrence of a life
event.

To the best of our knowledge, there exists no recommendation system in the literature
dealing with life events. However, several recommendation systems are based on data
about events in social networks. In [14], the so-called Outlife recommender suggests the
most relevant event to attend with a group of Facebook friends. Authors in [15] compare
several algorithms on Meetup data, a social network to organize online events between
people who share similar interests. Other recommendation systems [16], [17] also deal
with social events such as business or academic meetings, movie or restaurant nights, etc.

To sum up, the propensity for a customer to modify his insurance cover is first explained
by a set of characteristics, which allow to evaluate an a priori result. We denote xu(t)
the vector of characteristics for customer u observed at time t. Moreover, the occurrence
of life events should update the recommendations, which allows to offer an a posteriori
point of view. This reasoning is similar to the calculation of insurance premiums in [18],
based on an a posteriori vision which updates premiums as a function of the occurrence of
claims. We denote su(t) the sequence of events that occurred until time t. We assume that
the two visions are independent, since xu(t) contains no information about life events.

Assumption 1 The model of the recommendation system is based on a learning which
excludes data about life events. The final model is the sum of this learning output and a
term which only depends on life events occurrences.
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Thus, we model pu(t) by introducing functions f1 and f2 such that:

pu(t) = f1(xu(t))︸ ︷︷ ︸
a priori vision
⊥ life events

+ f2(su(t))︸ ︷︷ ︸
a posteriori vision

depends on life events

,

where the a priori and a posteriori visions are considered independent and where functions
f1 and f2 must be estimated. In compliance with this modelling, we propose to build the
recommendation system thanks to a Multivariate Hawkes Process, which is a category of
point processes.

0.4 Modelling: Multivariate Hawkes Processes

Point processes are particularly suited to model the occurrence of random events in time.
Several works in the literature use point processes to model real-world event sequences
[19], such as patient flows in a hospital (transition of patients among care units) [20], con-
flicts (Afghan war) [21], earthquakes [22] or queuing (arrival of customers in a queue) [23].

A point process is a sequence of event times {t1, t2, ..., tn, ...} (see Section 2.2.1). We
associate a counting process N(t), which represents the number of events that occurred
until time t. Point processes are characterized by their conditional intensity function [24],
also called hazard function, denoted λ∗(·). We define (H(t), t ≥ 0) the filtration of the
history of data about customers until time t.

Definition 1 (Conditional intensity function: expected rate of occurrences
conditioned on H(t−)). Let us consider a counting process N(·). If λ(t|H(t−)) exists
such that:

λ(t|H(t−)) = lim
h→0+

E[N(t+ h)−N(t)|H(t−)]
h

, (1)

then λ(t|H(t−)) is the conditional intensity function of N(·). We denote λ(t|H(t−)) by
λ∗(t).

If we consider an infinitesimal time interval dt, the probability that an event occurs
between t and t+ dt is proportional to dt and λ∗(t):

P
(
N(t+ dt)−N(t) = 1

∣∣∣t1, t2, ..., tN(t)
)

= λ∗(t)dt.

For each customer, we model the event “Subscription to a new insurance cover” as a point
process and λ∗u(t) represents the propensity for the customer u to follow the recommenda-
tion at time t. We associate the counting process Nu(t), representing the number of times
the customer u has modified his insurance cover until time t. Therefore, the higher λ∗u(t)
is, the more the customer is likely to accept the suggestion from the recommendation
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system at time t.

Considering the modification of the insurance cover as a point process, pu(t) is proportional
to the hazard function and that is why the recommendation system could be based on
λ∗u(t). We consider now the following model:

λ∗u(t) = λ1(xu(t))︸ ︷︷ ︸
a priori vision

+ λ2(su(t))︸ ︷︷ ︸
a posteriori vision

, (2)

where λ1 and λ2 are now the functions to estimate.

If the conditional intensity function of a point process is kept fixed, it corresponds to a
homogeneous Poisson process. If it depends on the time but not on past events, it corre-
sponds to a non-homogeneous Poisson process. For our purpose, the conditional intensity
function modelling the subscription of a new insurance cover should depend on customer’s
characteristics (a priori vision) and on the history of several types of events: life events
and past subscriptions themselves (a posteriori vision).

That is why we select a Multivariate Hawkes Process to model the recommendation sys-
tem. A Multivariate Hawkes Process is a set of several point processes, where each process
corresponds to a type of event. These point processes are not independent: each process
is influenced by the past occurrences of every type of event, including himself. It is the
so-called mutually exciting effect. Therefore, we construct a Multivariate Hawkes Process
where one process is the event “Subscription to a new insurance cover” described above
and the other processes are the life events deemed relevant to this study (e.g. marriage,
birth, move, etc.).

Definition 2 (Multivariate Hawkes processes). We consider a customer u. For
each type of event i ∈ {1, ...,m}, we consider:

• λi(xu(t)) > 0 the background intensity (we denote λ(xu(t)) =
[
λi(xu(t))

]
i∈{1,...,m}

);

• µi,j : [0,+∞[→ [0,+∞[, j ∈ {1, ...,m}, the triggering function that models the effect
of event j on event i;

• su(t) = {(euk , tuk)
Nu(t)
k=1 } the sequence of events observed for customer u until time t:

euk is the number of the kth event and tuk the corresponding time. Nu(t) is the total
number of events that occurred to u
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The set of counting processes {Nu
1 (·), ..., Nu

m(·)} is a multivariate Hawkes process if the
conditional intensity function of each process Nu

i (·) is of the form:

λu,∗i (t) = λi(xu(t)) +
m∑
j=1

∫ t

0
µi,j(t− v)dNu

j (v) = λi(xu(t)) +
∑

k∈su(t)
µeu

k
(t− tuk). (3)

Each time a life event occurs, it affects the results from the recommendation system. For
each process, the conditional intensity function is the sum of two terms: the so-called
background intensity, which does not depend on events history but should depend on
customers’ characteristics in the recommendation system to perform personalized sugges-
tions (a priori vision), and the sum of influences of past events modelled by the so-called
triggering functions (a posteriori vision):

λu,∗1 (t) = Background intensity(xu(t))︸ ︷︷ ︸
a priori vision

+Sum of mutually-exciting effects(su(t))︸ ︷︷ ︸
a posteriori vision

= λ1(xu(t)) +
∑

k∈su(t)
µeu

k
(t− tuk),

where each life event k that occurred before t influences λ∗u(t) by summing µeu
k
(t − tuk)

(see Definition 3). Thus, the objective is to estimate the background intensity function λ1

and all the triggering functions, so that given the characteristics of each customer u and
the history of their life events the recommendation system estimates λ∗u(t). Therefore,
the customers with the highest value of hazard function are most likely to increase their
insurance cover and should be targeted by agents in priority.

Several models based on Hawkes Processes were developed to build a recommendation
system. The RecSys Challenge 2016 [25] aimed to create a recommendation system to
suggest the most suited job to users: authors in [25] proposed an approach with a Hawkes
Process. Temporal user-item interactions are modelled with a Multivariate Hawkes Pro-
cess in [26] and are applied to Internet Protocol television (IPTV), Yelp and Reddit data.
In [27], authors construct a recommendation system on music songs and shopping items
in order to estimate not only the right moment to make a recommendation, but also to
predict the next returning time to the item. A point of interest recommendation system
based on geographic spatial data is also proposed in [28].

All these approaches are powerful and very interesting but not useful for our problem as
most of these papers use data quite different from our purpose, in terms of dimensions,
frequency, etc. The recommendation system proposes several contributions. First, for
most of approaches presented in the related works, estimated background intensities are
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identical for every user (i.e. background intensity does not depend on customers’ char-
acteristics: λ1(xu(t)) does not depend on xu(t)). Here, we should propose to integrate a
personalized background intensity for each customer, based on either Machine Learning
or relevant statistical analysis. Moreover, we should propose triggering functions which
are adapted to the insurance data to our disposal and which are different from classic
kernels. Also, parameters estimation should be suited to our data. Working on real data
from customers could imply a lack of data quality, especially when using a temporal point
process approach which requires a reliable report of events’ dates of occurrence. That
is why the objective function based on maximum of likelihood should be penalized in a
new way, in order to improve the estimated Hawkes Process robustness and compensate
several imperfections on real data.

0.5 Implementation: R package

The recommendation system building introduces specific methods in terms of estimation,
penalization, simulation, data-visualization, etc. for MHP. It implies the implementation
of these new tools, that we gather into a new R package called [libraryname].

For now there exists no R packages which implement functions to estimate, plot or sim-
ulate MHP by letting the choice of the triggering functions in parameters, necessary for
the implementation of the recommendation system. Existing R packages, such as hawkes
[29], emhawkes [30], hawkesbow [31] or PtProcess [32] include one or several function-
alities but none of them takes into account all the singularities of the recommendation
system. It is also the case for Python packages such as pyhawkes [33] or tick [34].

[libraryname] provides to the R community a package to build a recommendation sys-
tem based on a MHP and a wide range of plotting tools around MHP. It proposes an
implementation of the parameters estimation algorithm presented in Section 2.4.2, of the
Ogata’s thinning algorithm (see Section 2.2.5.2) and a computation of MHP moments (see
Section 3.3.2.2). Several plot functions are included, in order to clearly display as much
information as possible about MHP. The [libraryname] package provides also examples
and a full documentation.

0.6 Contributions

To sum up, the purpose of the thesis is to build a recommendation system, in order to
help agents selecting the customers who are most likely to increase their insurance cover.
The main contributions are to:
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1. Build a Multivariate Hawkes Process based on life events which models the proba-
bility to add an insurance cover, by estimating the background intensity function by
a Machine Learning approach and the triggering functions introduced previously;

2. Provide explainability to the model so that customers know why an additional
insurance cover is recommended;

3. Propose an implementation of all the computations linked to the recommendation
system (i.e. estimation, data-visualization, etc.) into a R package.

0.7 Thesis outline

The thesis is presented in five chapters. Chapter 1 explains how the background intensity
of the Multivariate Hawkes Process is computed thanks to a Machine Learning algorithm,
so that each customer has a personalized recommendation. Chapter 1 is shown an ex-
tended version of the method presented in [1], in which the method is used to make the
algorithm explainable. Chapter 2 presents a Multivariate Hawkes Processes framework
in order to compute the dependency between the propensity to accept a recommendation
and the occurrence of life events (inspired from [2] and [3]): definitions, notations, simula-
tion, estimation, properties, etc. Chapter 3 presents several results of the recommendation
system: estimated parameters of the model, effects of contributions, back-testing of the
model’s accuracy, etc. Chapter 4 presents the implementation of our work into a R pack-
age. Chapter 5 concludes the thesis by listing the main contributions and proposing
several work perspectives and improvements about the current recommendation system.



Chapter 1

Influence of customer’s profile:
Machine Learning and explainability

1.1 Objective

In Assumption 1 and Equation (2), we introduced the main assumption of the model
developed for the recommendation system. We assume that the model is learned on two
sources of data, in an independent way. The first source is the set of data available for
customers which excludes life events information, the second source is the sequence of life
events that occurred in customer’s history (see Chapter 2).

The learning based on customers’ data excluding life events is detailed on this chap-
ter. The objective is to provide a baseline of the propensity for a customer to accept a
recommendation (i.e. the a priori vision described in the Introduction), based on their
background information: personal records, location, income, current insurance cover, etc.
In other words: how should the recommendation system be built without any information
about life events? The model is the first step of the MHP building since it will be used
as the background intensity for the point process whose conditional intensity function
provides the output of the recommendation system.

In order to provide an effective way to predict an output from a huge amount of data
about customers, a Machine Learning approach was taken on. The objectives are to se-
lect the most accurate algorithm and to provide explainability on predictions, so that
customers could be aware of the reason why they are advised to augment their insurance

11
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cover.

Chapter 1 is organized as follows. Section 1.2 introduces the target variable which is
learned by the algorithm. Section 1.3 describes the data preparation before learning.
Section 1.4 formulates the problem to be solved. The algorithm selected is described
in Section 1.5, while Section 1.6 provides a method to make this algorithm explainable.
Section 1.7 presents the results of a pilot phase where the approach was tested on real
customers.

1.2 Target variable

Tom Mitchell defines Machine Learning as follows (see [35]): “Machine Learning is the
study of computer algorithms that improve automatically through experience. A computer
program is said to learn from experience E with respect to some class of tasks T and
performance measure P, if its performance at tasks in T, as measured by P, improves
with experience E.”. The task to learn T is to predict the customers who are the most
likely to accept a recommendation for an additional insurance cover. The problem is to
find the algorithm E which learns T the best according to a performance measure P that
must be defined. For this task T, the algorithm E should belong to one specific category:
supervised learning algorithms.

According to [36], “supervised learning is the machine learning task of learning a function
that maps an input to an output based on example input-output pairs.”. It consists in
learning a target variable from training data which are labelled by this target variable.
For the task T, training data is a set of information collected about a sample of customers.
Which target variable should be considered here?

Ideally, since the objective is to learn whether a customer would accept a recommendation
or not, training data should be labelled with information about observed recommenda-
tions (e.g. a binary variable which indicates whether a customer has accepted a recom-
mendation given his profile). Problem is that there is no historical data on such previous
recommendation campaign: it is the first time that Foyer tries this kind of automatized
up-selling method. It corresponds to the so-called cold-start problem for recommendation
systems (described in [37]), when there is a lack of observed interactions between users
(i.e. the customers) and items (i.e. the insurance covers).

In a first approach, the learning process is made on customers who added a guarantee
either by themselves or by implicit recommendations from prior contacts between agents
and customers, and not necessarily on customers who improved their cover as a direct
consequence of an explicit recommendation. The target variable is binary and depends
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on observation time. We denote yu(t) the value of the target variable for customer u
observed at time t. For each customer u, if u has added an insurance cover between times
t and t+ 1, then yu(t) = 1, else yu(t) = 0.

Notation 1 We consider:

1. U = {1, ..., U} the set of customers, where U is the total number of customers;

2. y(t) the target variable, calculated at time t:

y(t) = (yu(t))u∈U , (1.1)

where yu(t) ∈ {0, 1} is the label value for the customer u. The scheme below illus-
trates the construction of y(t).

t: date of observation t+ 1

yu(t) = 1 if the customer u
added a guarantee between
t and t + 1, yu(t) = 0 else

This approach seems to be the best alternative. Even if there is a priori no added value
to suggest a guarantee to a customer who could have added the guarantee voluntarily,
this method allows us to learn the profile of the customers who would be less reluctant
to add a guarantee: we believe that a customer who is very hesitant to improve his cover
by himself would not listen to his agent if he suggested him to do so. But we should keep
in mind that the crucial point of a recommendation is the receptiveness of a customer
to his agent and his propositions, which is hard to evaluate without data about human
interactions with the customer.

1.3 Data preparation

In a Machine Learning project, most of time is dedicated to data preparation. In [38],
the proportion of time necessary is evaluated to 80%. Once the problem is defined, data
preparation is the step which turns all the data collected about customers into a dataset
that we can use for modelling. According to [39], data preparation refers to the addition,
deletion, or transformation of training data.

Notation 2 We consider:

1. xu(t) the vector of characteristics describing the profile of the customer u ∈ U ,
excluding information about life events, observed at time t;
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2. x(t) the dataset gathering information about all customers in U :

x(t) = (xu(t))u∈U ; (1.2)

3. F the number of features which describe any customer u, i.e. the number of columns
of x(t);

4. F the set of the features.

The dataset should contain as much relevant information about customers which could
influence the fact that they modify or not their insurance cover as possible. As a reminder,
information about life events are excluded here. The dataset x(t) is built from multiple
data sources, gathered in an unique table. The main categories of data contained in x(t)
are listed below.

• Current car insurance coverage: in order to determine whether a customer should get
an additional cover, the dataset should include information about current coverage.
Data describe the guarantees already subscribed, insured vehicle’s characteristics
(e.g. price, model, engine power), premium amounts, no-claims bonus scale level,
etc.;

• Other insurance products subscribed: if a customer got a complete cover on another
insurance product (e.g. home, health, pension, savings), he may be more likely to
accept another guarantee for his car insurance. Data include information such as
the number of other insurance products the customer has subscribed to and the
completeness level of the coverage;

• Contacts between customers and Foyer: the history of interactions between cus-
tomers and their insurance company could give an insight about how they would
react to a recommendation made by their agent. Data give information about the
quantity and the reasons of phone calls, mails or mobile app views;

• Claims rate: if a customer already had an accident, especially an accident not
covered by his current coverage, he may accept an additional guarantee to be covered
the next time. Data give information about the number, the type and the location
of past accidents;

• Personal records: several personal information could make a difference on the selec-
tion of insurance cover. Data include age, address, information about family, home,
Foyer agency, date of the first subscription, etc.;

• Open data: all the previous data are from Foyer databases. Open data enriches
the dataset with information such as demography, crime rate, etc. that could be
joined to the age or location of customers. The main source of these public data is
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the Luxembourgish institute of statistics: Institut national de la statistique et des
études économiques du Grand-Duché de Luxembourg (STATEC).

For the purpose of this recommendation system, the algorithms tested to learn the tar-
get variable expect data in a tabular structure with numerical values, i.e. x(t) ∈ RU×F .
Therefore, some data would need transformations to be usable for algorithms. Feature
engineering [40] allows us to build relevant features based on existing variables from raw
data. It could be an aggregation of several features, or a transformation from categorical
to numeric feature. This step is in general based on knowledge of datasets and on intu-
ition supported by experts from specific fields about what could be the most explanatory
features.

Example 1 Addresses as character strings were transformed into GPS coordinates so
that they are in a numeric format. Moreover, a feature which equals the distance between
customer’s home and his insurance agency was calculated from these coordinates.

Therefore x(t) is of dimensions U rows (i.e. customers) and F columns (i.e. features). We
also mention that there exists automated methods to perform feature engineering such
as deep feature synthesis (see [41]), but results were inconclusive in our study, due to the
specificity of used datasets which required to aggregate them manually.

1.4 Problem definition

We consider the couple of random variables (X, Y ), where each couple (xu(t), yu(t)) is an
observation of these random variables. The objective is to estimate the function f such
that E(Y |X) = f(X). Since Y ∈ {0, 1}, f(X) = P(Y = 1|X).

This function is learned from the set of observations {(xu(t), yu(t)), u ∈ U} by several
potential Machine Learning algorithms categories, among the following list:

• Linear regression;

• Decision tree;

• Random Forest;

• SVM;

• Gradient Boosting.

We select the algorithm which has the best performance according to the so-called k-fold
cross validation method (see [42]), presented in Algorithm 1. It consists in dividing the
dataset of observations in k random samples. Then, for each group i ∈ {1, ..., k}, training
the algorithm on the other k − 1 groups and measuring the error of the algorithm on the
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ith group. We select empirically k = 10. The selected algorithm is the one with the lowest
mean error.

Algorithm output is f̂ , estimation of f . Therefore, the prediction of the target variable for
any customer u is ŷu(t) = f̂(xu(t)). To calculate the error of the algorithm, we introduce
a loss function denoted Ψ. Over a set of customers Us ⊆ U , the error equals:

Error(Us) = 1
#Us

∑
u∈Us

Ψ(yu(t)− ŷu(t)), (1.3)

where #Us denotes the cardinal number of Us.

Algorithm 1: k-fold cross validation
Inputs: dataset x(t), target variable y(t)
Result: Algorithm error
Divide dataset x(t) in k random samples;
for i ∈ {1, ..., k} do

Learn f using data from all groups but the ith;
Predict the target variable for customers of group i;

end
Calculate error over all predictions.

1.5 Algorithm selection

1.5.1 Algorithm: XGBoost

After performing k-fold cross validation, the XGBoost algorithm was selected, based on
Gradient Boosting method. Gradient Boosting is a sequential ensemble method, first
proposed by Breiman and developed by Friedman in [43]. The principle of boosting is
to combine weak learners (e.g. decision trees for Gradient Tree Boosting) trained in se-
quence to build a strong learner. In Gradient Tree Boosting, each decision tree attempts
to correct errors made by the previous tree. At each iteration, a decision tree is fitted to
residual error. Algorithm 2 presents the generic Gradient Tree Boosting method.
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Algorithm 2: Friedman Gradient Tree Boosting
Inputs: training dataset xs(t) = (xu(t))u∈Us , target feature y(t) = (yu(t))u∈U ,
loss function Ψ, number of iterations B
Result: Vector ŷ(t), estimation of y(t), the probability of adding a guarantee
Initialize ŷ(t): ∀u ∈ Us, ŷ(0)

u (t) = argmin
ρ

∑
u∈Us Ψ(yu(t), ρ);

for m ∈ {1, ..., B} do
Compute negative gradients: zu = −∂Ψ[yu(t),ŷu(t)]

∂ŷu(t)

∣∣∣∣
ŷu(t)=ŷ(m−1)

u (t)
, u ∈ Us;

Train a decision tree h using the dataset {xu(t), zu}u∈Us ;
Compute step size: ρ← argmin

ρ

∑
u∈Us Ψ[yu(t), ŷ(m−1)

u (t) + ρ× h(xu(t))];

ŷ(m)
u (t)← ŷ(m−1)

u (t) + ρ× h(xu(t)), u ∈ Us.
end

XGBoost implementation is characterized by:

• Parallel learning: XGBoost uses multiple CPU cores to perform parallelization to
build decision trees and reduces computation time,

• Regularization: XGBoost adds a regularization term which avoids over-fitting and
then optimizes computation.

The other algorithms tested are:

• A single CART decision tree (see [44]);

• Random Forest (see [45]), ensemble learning method which applies bootstrap aggre-
gating to decision trees.

1.5.2 Hyperparameters

The hyperparameters introduced previously are as follows:

• the portfolio contains U = 57.000 policyholders of the car insurance product;

• there are F = 165 features in the dataset x(t);

• the loss function Ψ is the mean square loss function: Ψ(x) = x2

2 . For a regression
problem, the two common choices are the mean square and the mean absolute loss
functions. The first one penalizes the model for huge errors by squaring them, but
it is less robust to outliers than the second one as a consequence [39];

• XGBoost uses B = 1.000 iterations;

• Time is fixed at t = December 2017, so that the target variable is based on insurance
cover modifications observed during year 2018: for each customer u ∈ U , yu(t) = 1
if and only if the customer u has added a cover during 2018. Over all the customers,
we observe that 1

U

∑U
u=1 yu(t) = 12%.
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1.5.3 Back-testing

We perform a back-testing of this algorithm. The learning is based on what happened
during year 2018: the objective is to test on year 2019 if, in the case we would have
recommended guarantees based on our method, customers would have followed the rec-
ommendations.

Since the objective is to avoid wrong suggestions as much as possible, at the risk of limit-
ing the amount of recommendations, we evaluate this step on the customers that are most
likely to accept an additional cover. To do so, we plot in Figure 1.1 the rate of customers
sorted by decreasing probability of acceptance who added at least one guarantee in the
past (y-axis) versus the top x% of customers sorted by probability of acceptance (x-axis).
The reference curve (in red) is the result given by a perfect model, which would rank every
addition of cover on highest probabilities. We compare the model with other methods of
supervised learning tested.

Let us further discuss an example. The point highlighted in purple says that, if we consider
the 10% with the highest probabilities of adding a guarantee according to the XGBoost
algorithm, 66% of these 10% indeed added a guarantee in the past.

Figure 1.1 shows that the XGBoost algorithm is the most accurate method, since XGBoost
is the closest curve to the reference model on a major part of the top 20% of customers.
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Figure 1.1: Back-testing of XGBoost algorithm, on every customer

1.6 Explainability

In this section, the objective is to propose a method which allows us to add explainability
to the model described previously. It is very useful for both agents and customers to know
why a recommendation is made: the agent could validate whether the suggestion makes
sense or not and the customer is aware of the reasons why he should increase his cover.
More precisely, for each customer u, the model outputs a probability to add an additional
guarantee: the objective is to evaluate the contribution of each feature used for training
in the calculation of the probability.

1.6.1 SHAP values

The contribution of features for each prediction is evaluated by their SHapley Additive
exPlanation (SHAP) values, first introduced in [46]. SHAP values are inspired from game
theory, and more precisely from Shapley values, defined in [47]. Considering a game where
several players collaborate to obtain an overall gain, Shapley values quantify the contri-
bution of each player.
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We consider S a subset among a set of players N (which contains M players) and we
introduce v the characteristic function. The quantity v(S) represents the expected gain
players from S could obtain if they cooperate. The Shapley value of player i ∈ N , denoted
by φ(i), equals:

φi =
∑

S⊆N\{i}

|S|!(M − |S| − 1)!
M ! (v(S ∪ {i})− v(S)). (1.4)

SHAP values are a specific type of Shapley values. The features used to learn a model
are considered as the players, whose collaboration leads to the overall gain, i.e. the
prediction of the target variable. Each feature has a different contribution with regard to
the customer.

Notation 3 We denote:

1. φui (t) the contribution of feature i ∈ F to the prediction for the customer u ∈ U
observed at time t;

2. S ⊆ F a subset of features;

3. xSu(t) the values of features from subset S for the customer u observed at time t.

In [46], the characteristic function for SHAP values is defined as follows:

vut (S) = E[f(XS, XS̄)|XS = xSu(t)] =
∫
f(xS, xS̄)P(xS̄|xS = xSu(t)), (1.5)

which corresponds to the expected output of the model, conditional on the values of the
subset of features S, and where the union of XS and XS̄ equals X as defined in Section
1.4. Therefore the contribution of the feature i ∈ F for the customer u ∈ U equals:

φui (t) =
∑

S⊆F\{i}

|S|!(F − |S| − 1)!
F ! (vut (S ∪ {i})− vut (S)), (1.6)

where F is the total number of features, introduced in Notation 2.

1.6.2 Computation: dependencies between features

The computation of SHAP values is challenging because it requires the conditional distri-
butions P(xS̄|xS). If we assume independence between all the features, the Kernel SHAP
method presented in [46] proposes an approximation of the computation of v. In [48],
three types of dependencies between features are taken into account:

• Gaussian distribution: we assume that all the features follow a multivariate Gaussian
distribution;

• Gaussian copula: the marginals follow their empirical distribution, but the global
structure of the dependency between features is a Gaussian copula;
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• Non-parametric estimation: authors in [48] propose to build an empirical conditional
distribution based on the Mahalanobis distance (see [49]) between training instances.

Concerning the dataset x(t), we assume that the features are independent, except for one
couple of variables: claims payments and Allocated Loss-Adjustment Expenses (ALAE).
ALAE are the costs linked to the investigation an insurance company settles when a claim
occurs, so that they pay the right amount of money to the customer. In [50], the authors
model the structure of the dependency between the couple of variables based on real in-
surance data from [51] by testing several categories of copulas. In [52], the authors fit an
Archimedian copula to loss-ALAE data. The Kendall tau (see [53]) of the two variables
which measures the rank correlation equals 0.48, which could indicate that a copula is
appropriate to fit the data.

In the bivariate case, a copula could be defined as follows.

Definition 3 A copula C is a multivariate cumulative distribution function on [0, 1]2,
where both marginal probability distributions are uniform.

The main result about copulas is Sklar’s theorem [54], written for the bivariate case in
Theorem 1 below.

Theorem 1 For each couple of random variables (X1, X2) of cumulative distribution
function F with marginals F1 and F2, there exists a copula C such that F (x1, x2) =
C(F1(x1), F2(x2)). The converse is true: given a copula C and marginals F1 and F2,
C(F1(x1), F2(x2)) defines a cumulative distribution function.

To establish the dependency between the two features, the type of copula is selected thanks
to the VineCopula package [55], which estimates the parameters of a list of copulas by
maximum likelihood estimation and evaluates the goodness-of-fit by a Kendall’s process
(see [56]). Table 1.1 presents the results of the comparison between the different types of
copulas.

Table 1.1: Modelling of claims payments/ALAE data: comparison of sev-
eral types of copulas

Copula type p-value AIC

Gaussian 0 −15.266
Clayton 0 −14.326
Gumbel 0.01 −18.108
BB1 0.15 −18.912

According to this test, the best fit is the so-called survival BB1 copula [57], which is
defined by [58] as:

C(u1, u2, θ, δ) = [1 + [(u−θ1 − 1)δ + (u−θ2 − 1)δ] 1
δ ]− 1

θ , θ > 0, δ ≥ 1. (1.7)
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The parameters estimation by VineCopula package leads to θ = 0.33 and δ = 1.64. Figure
1.2 plots 15,000 simulations of the estimated copula.

Figure 1.2: 15.000 simulations of a BB1 copula with parameters θ = 0.33
and δ = 1.64

The set of SHAP values for each customer provides an interpretation of each prediction
as follows:

yu(t) = φ0 +
∑
i∈F

φui (t), (1.8)

where φ0 is the average value of the target variable over every customer and yu(t) is
defined in 1.1. Therefore, the probability to add an insurance cover is the sum of the
average probability and the contributions of features through the SHAP values.

1.6.3 Results

The implementation of SHAP values is inspired from shapr package [59], which proposes
the three dependency structures described in [48] and listed previously. There exists sev-
eral other R packages implementing SHAP values, among the 27 libraries listed in the
survey [60]. Among a list of 27 R packages, the survey [60] identifies several other libraries
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which implement SHAP values as well. The package [59] was selected because we could
adapt the sampling functions so that the two features following a copula structure could
be sampled according to a BB1 copula, and the others variables in a independent way.

Since the decomposition from Equation (1.8) is unique for each customer, we propose
several aggregated results. In particular, we focus on customers with the highest and
lowest probability to augment their cover in order to answer the following question: which
features make customers the most/less privileged target for the recommendation system?
Table 1.2 presents quantiles of SHAP values from the most influent variables for the
customers in the top 10% of prediction values. The overall average of predictions φ0

equals 0.15 and the average of these top 10% customers is 0.65.

Table 1.2: Quantiles of SHAP values observed for the 10% customers with
the highest probability to add an insurance cover

Feature Min 25% quant. Median Mean 75% quant. Max

Number of contacts with Foyer −0.14 0.16 0.21 0.20 0.25 0.40
Number of guarantees subscribed −0.04 0.01 0.06 0.07 0.09 0.12
Number of claims non covered −0.02 −0.00 0.00 0.02 0.00 0.30

Table 1.2 illustrates that each feature influences predictions in a different way. The
distribution of the number of contacts between Foyer and the customer shows that most
of customers with a high probability are strongly influenced by this feature. On the other
way, several features have a global neutral impact but influence deeply the prediction
on a few customers. For instance, the influence of the number of claims non covered is
weak for most of customers but could increase significantly the prediction for a few cases.
Table 1.3 proposes the same analysis for the 10% customers with the lowest probability
to augment their insurance cover.

Table 1.3: Quantiles of SHAP values observed for the 10% customers with
the lowest probability to add an insurance cover

Feature Min 25% quant. Median Mean 75% quant. Max

Number of contacts with Foyer −0.14 −0.08 −0.07 −0.07 −0.06 0.07
Number of products subscribed −0.08 −0.03 −0.02 −0.02 −0.02 −0.01
Age −0.21 −0.01 0.00 −0.03 0.01 0.01

In a similar fashion, most of customers with a low probability receive a negative influence
from the feature representing the contacts between Foyer and the customer. Age has a
weak impact on more than 75% of the customers but could lead to a low probability for
a few people.
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1.7 Tests on real customers

1.7.1 Context

In order to validate the results obtained by this method and before including these results
into the model of the final recommendation system, we perform a pilot phase on real
customers in which four Foyer agencies recommend an additional insurance cover to their
clients, based on the output of the XGBoost algorithm. Among the portfolio of these
agencies, we extracted the customers in the top 10% of the estimated probabilities of
accepting a recommendation. Then the four agents proposed a recommendation to this
selection of around 150 customers, by mail, phone or an appointment.

The four agents who took part in the pilot phase were selected thanks to a large port-
folio and a strong motivation to test this experimental approach. Before the campaign,
a presentation allowed them to discover how the recommendation system works. During
the campaign, the recommendations were transmitted through a software which is daily
used by agents to manage their commercial opportunities. After a recommendation, the
agent typed in this interface whether the customer accepted or not, which allowed us to
get the information very easily and continuously. After the campaign, agents shared their
feedback during a meeting and suggested relevant potential improvements.

During the pilot phase, the agents propose to customers selected by the algorithm de-
scribed previously to augment their car insurance cover. In practice, they recommend a
guarantee among those the customer has not subscribed yet. Therefore, this test version
of the recommendation system should propose a way to select the most appropriated
guarantee for each customer.

An interface was developed in order to manage the pilot phase. We refer to Appendix A
for a presentation of this tool.

1.7.2 Structure of the car insurance product

We describe here the structure of the car insurance product, in order to introduce the
necessary notations to construct the algorithm which associates to each customer the most
appropriated guarantee.

Notation 4 We consider:

1. M the number of guarantees available for the car insurance product. Ms is the total
number of standard guarantees andMo the total number of optional guarantees. This
leads to:

M = Ms +Mo; (1.9)



1.7. Tests on real customers 25

2. U the set of the U customers who subscribed to the car insurance product;

3. G the set of M available guarantees:

G = {g1, ..., gM}, (1.10)

where g1, ..., gM are the guarantees. G is split into two disjoint subsets, Gs the subset
of standard guarantees and Go the subset of optional guarantees:

G = Gs ∪ Go, (1.11)

Gs = {g1, ..., gMs}, (1.12)

and Go = {gMs+1, ..., gMs+Mo}; (1.13)

4. ft the function which assigns each customer u ∈ U , to his existing cover ft(u) at
time t:

ft : U −→ P(G), (1.14)

where G is defined by Equation (1.10) and P(G) is the set containing all subsets of
G.
Since each customer must select at least one guarantee from Gs, ∀u ∈ U , ft(u)∩Gs 6=
∅. We also consider ft(u)c, the subset of guarantees u did not subscribe to, i.e.:
ft(u) ∪ ft(u)c = G.

5. Φ the function which assigns each customer ui to the index Φ(u) of the guarantee
gΦ(u) suggested by the recommendation system:

Φ : U −→ [[1;M ]]. (1.15)

Then gΦ(u) ∈ ft(u)c, i.e. the guarantee recommended does not belong to the current
customer’s cover.

To sum up, the test version of the recommendation system suggests to each customer u,
who has already subscribed to the set of guarantees ft(u) at time t, to add the guarantee
gΦ(u) ∈ ft(u)c to his insurance cover.

1.7.3 Architecture of the recommendation system tested

Therefore, each customer u from the portfolios involved in the pilot phase is attributed
both a probability to accept to augment insurance cover yu(t) and the most appropriated
additional guarantee gΦ(u). We assume that these two outputs are independent.

Assumption 2 For each customer u, we consider that yu(t) and gΦ(u), defined by Equa-
tions (1.1) and (1.15) respectively, are independent.
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This strong assumption is motivated by the fact that the objective is to target the right
amount of customers most likely to add a guarantee and to avoid non converted opportu-
nities, instead of simply offering the next best offer for everyone. Since we focus on a small
amount of covers, setting an independent algorithm to evaluate which cover/guarantee
should be added to current covering allows to be accurate on predictions: the back-testing
of the algorithms tested will validate this assumption a posteriori (see 1.7.4.1).

Figure 1.3 presents the approach to build the targeted recommendation system, which is
divided in several steps, from step A to step E.

After aggregating the different data sources (step A), we perform feature engineering (step
B). These steps are detailed in Section 1.3. Assumption 2 is then made, illustrated by
the separation of steps C1 and C2.

Step C1 corresponds to the algorithm described in 1.5. Step C1 answers the question: to
whom should we address the recommendations in priority?

Step C2 aims to predict which insurance cover/guarantee is most likely to be added,
among the missing covers of the customers. This step answers the question: which addi-
tional insurance cover should we recommend? After testing several approaches, this step
is performed by the Apriori algorithm.

The Apriori algorithm was introduced by Agrawal and Srikant in [61], in order to find
association rules in a dataset (e.g. a collection of items bought together). The main
applications of the Apriori algorithm are:

• Market basket analysis, i.e. finding which items are likely to be bought together,
as developed in [61]. This technique is used by Amazon for their recommendation
systems;

• Several types of medical data analysis, e.g. finding which combination of treatments
and patient characteristics cause side effects. In [62], the authors show that Apriori
is the best method to optimize search queries on biomedical databases, among other
algorithms such as K-means or SVM (accuracy of 92% for Apriori versus 80% and
90% for K-means and SVM respectively);

• Auto-complete applications, i.e. finding the best words associated to a first sequence
of words. This method is used by Google to auto-complete queries in the search
engine.

Applied to our recommendation system, the Apriori algorithm could detect, from an initial
set of guarantees subscribed by a customer, the guarantee most frequently associated with
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Dataset 1 Dataset 2 Dataset 3 Dataset 4 ...

Step A: Dataset
aggregation

Step B: Fea-
ture engineering

Final dataset x(t),
U customers, F fea-
tures (see Notation 2)

Assumption 2: Probabil-
ity of adding a guarantee
and guarantee which
should be added are
estimated separately

Aggregation

Step D:
Business rules
Deterministic
rules based
on business
expertise

Step C2:
Which guar-
antee is most

likely to
be added?
Apriori al-
gorithm

Step C1:
Which cus-

tomers are most
likely to add
a guarantee?
XGBoost
algorithm

Step E: List of
recommendations

Figure 1.3: Global architecture of the recommendation system
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this initial cover. Our statement is that this guarantee is most likely to be added by a
customer and should be consequently the one to be recommended.

Notation 5 An association rule R is of the form:

R : R1 = {gr1(1), ..., gr1(NR)} → R2 = {gr2}, (1.16)

where R1 is a set of NR guarantees, r1(k) the index of the kth guarantee of R1 (k ∈
[[1;NR]]), R2 a singleton of one guarantee of index r2 which does not belong to R1:
R1
⋂
R2 = ∅.

The Apriori algorithm generates every association rule R appearing from existing cus-
tomers’ covers.

Definition 4 The set of all association rules R from the customers’ set U is:

RU =
{
R : R1 → R2

∣∣∣∣∃u ∈ U , R1 ∪R2 ⊆ ft(u)
}
, (1.17)

where R and ft(u) are respectively defined by equations (1.16) and (1.14).

Example 2 If a customer subscribed to guarantees {g1, g2, g3}, then association rules
implied by this cover are {g1, g2} → {g3}, {g1, g3} → {g2}, {g2, g3} → {g1}, {g1} → {g2},
{g2} → {g1}, {g1} → {g3}, {g3} → {g1}, {g2} → {g3} and {g3} → {g2}.

For each association rule, the support and the confidence are calculated and defined below.

Definition 5 The support SR of a rule R : R1 → R2 is the number of customers who
subscribed to R1 and R2:

SR = #
{
u ∈ U

∣∣∣∣ft(u) ⊇ R1 ∪R2

}
, (1.18)

where # denotes the cardinality of a set. The confidence CR of a rule R : R1 → R2 is the
proportion of customers who subscribed to R1 and also subscribed to R2:

CR =
#
{
ui ∈ U

∣∣∣∣ft(u) ⊇ R1 ∪R2

}
#
{
u ∈ U

∣∣∣∣ft(u) ⊇ R1

} , (1.19)

where R and ft(u) are respectively defined by Equations (1.16) and (1.14).

To define which guarantee is most likely to be added by each customer, we generate every
association rule based on the Apriori algorithm. Then for each customer u, we keep the
eligible rules defined below.
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Definition 6 Eligible rules ER(u) for a customer u are every association rule R : R1 →
R2 where R1 is a subset of customer’s cover and R2 is not subscribed by u:

ER(u) = {R : R1 → R2 ∈ RU
∣∣∣R1 ⊆ ft(u) and R2 ∩ ft(u) = ∅}, u ∈ U , (1.20)

where RU and ft(u) are respectively defined by equations (1.17) and (1.14).

Once eligible rules are filtered, we keep the association rule R : R1 → R2 with the highest
confidence, defined by (1.19). Therefore R2 = {gΦ(u)} is recommended:

{gΦ(u)} = R2, such that R : R1 → R2 = argmax
R∈ER(u)

CR, (1.21)

where Φ(u) and ER(u) are respectively defined by equations (1.15) and (1.20).

The entire process is synthesized in the pseudo-code in Algorithm 3.

Algorithm 3: Step C2
Inputs: Insurance cover from every customer u at time t: ft(u), u ∈ U
Result: The most appropriated additional cover for every customer u:

gΦ(u), u ∈ U
Generate every association rule RU thanks to the Apriori algorithm from a
training set;
for u ∈ U do

Compute eligible rules ER(u) for customer u;
Compute R = argmax

S∈ER(u)
CS, where R : R1 → R2 is the association rule with the

highest confidence;
Recommend guarantee {gΦ(u)} = R2.

end

Business rules (step D) consist in adding additional deterministic rules based on agent
expertise and product knowledge. This step avoids computing recommendations which
are not usable in practice. For instance, some customers are already covered by recom-
mended guarantee because they subscribed to an old version of car insurance product,
whose guarantees were defined differently. Some simple business rules downstream of the
model take into account these particularities.

The final step E generates the list of recommendations. Once we have every couple
{gΦ(u), yu(t)}, agents suggest guarantees for customers most likely to accept recommen-
dations. Thus we sort this list of couples by decreasing yu(t) and we group them by agent
(i.e. each customer has an assigned agent, so we generate a list of recommendations for
each agent), to obtain the final list of recommendations.
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1.7.4 Results

1.7.4.1 Back-testing of step C2

To evaluate the accuracy of step C2, we consider all the customers who added a guarantee
in the past, and we observe the proportion of those that added the same guarantee that
would have been recommended by the algorithms. We compare results of selected method,
the Apriori algorithm, with other approaches for recommendation systems:

• Random: as a benchmark, we evaluate the accuracy of choosing randomly the guar-
antee to recommend to u from ft(u)c, where ft(u)c is defined by equation (1.14).

• Popular: we recommend to ui the most popular guarantee from ft(uc
), i.e. the most

subscribed guarantee from ft(u)c in U , where ft(u) is defined by equation (1.14).

• IBCF (see [9]): this approach estimates distances between items (i.e. the guarantees)
and recommends the nearest guarantee from existing customer’s cover.

• UBCF (see [8]): this approach is dual with IBCF. It estimates distances between
users and recommends to a customer the guarantee that nearest users, according to
this distance, subscribed to.

• SVD (see [10]): IBCF and UBCF use distances calculated from binary user-item
matrix, defined by:

R̃ = (R̃u,j)u∈U ,j∈[[1;M ]] = (1gj∈ft(u)), (1.22)

where ft(u) is defined by equation (1.14). SVD is a matrix factorization method
which consists in decomposing R matrix described above into rectangular matrices
with lower dimensions.

The results are synthesized in Table 1. They show that the Apriori approach presents the
best performance on our data.

Table 1.4: Step C2 - comparison of methods

Method Accuracy

Random 49 %
Popular 67 %
IBCF 71 %
UBCF 82 %
SVD 72 %
Apriori 95 %
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To validate Assumption 2 a posteriori, we compared the accuracy of the Apriori algorithm
on two sub-populations: customers with the lowest and those with the highest probabilities
of adding a guarantee, calculated in step C1 (i.e. customers with a probability lower
(respectively higher) than median probability on the whole population). The results are
synthesized in Table 1.5.

Table 1.5: Validation of Assumption 2

Population Accuracy

Low probabilities 93.4 %
High probabilities 96.6 %
Top 15% probabilities 97.1 %

The results show that for both sub-populations, the Apriori algorithm has similar accu-
racies, which validates (or at least does not contradict) our assumption a posteriori. The
top 15% probabilities, who are the most likely to be targeted by our recommendation
system and related to the 15% of customers who added a guarantee to their car insurance
in the past, reach a 97.1% accuracy.

1.7.4.2 Pilot phase

Customers’ profile. We present an overview of the type of customers selected by the
recommendation system, compared with the global portfolio of the agents who took part
in the pilot phase. Table 1.6 presents some features of these customers. This table allows
us to make an archetype of customers who are more likely to add a guarantee, according
to the XGBoost algorithm. For instance, the first row means that the selected customers
were 2.2% younger than the average customer of the four agencies’ portfolio.

Table 1.6: Profile of customers selected for the pilot phase

Characteristic Delta (%)

Age −2.2%
Living in Luxembourg City +8.1%
Number of guarantees +4.7%
Car insurance premium +15.1%
Number of products +27.4%
Insurance premium +12.9%
Number of vehicles +10.1%
Age of vehicles −6.4%
Price of vehicles +33.5%
Scoring +0.5 level (on a scale from 1 to 5)
Number of amendments +11.1%
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We could particularly note that selected customers have less guarantees than average,
more products and more vehicles subscribed at Foyer, more expensive and more recent
cars. These observations make sense: the XGBoost algorithm targets customers who have
a reduced cover compared to their current car and their purchasing power. Besides, we
could notice that selected customers have a better scoring and a higher number of amend-
ments on their contracts: it shows that our recommendation system targets customers of
better quality and those who decided to modify their contract in the past.

Global results. Overall acceptance rate is 38%. It is below expectations from back-
testing, as shown in Table 1.7 (see below). This could be explained by the fact that
back-testing is made on past guarantees additions, instead of past recommendations.

However this result remains promising since benchmark acceptance rate for such mar-
keting campaigns is about 15% (see Remark 1 below for more details). This standard
rate comes from previous results of a similar test based on the recommendation system
developed in [63].

Remark 1 It is worth mentioning that the acceptance rates from our study and from [63]
are both from a selection of the global portfolio of customers. Our acceptance rate is cal-
culated on the top 10% recommendations according to the XGBoost algorithm, among the
portfolio of the four agents. In [63], 366.998 recommendations are calculated; 737 received
agent action (0.02%) and 104 were accepted (14% of the recommendations managed by
agents).

Another benchmark could be classic up-selling campaigns from Foyer, which have a con-
version rate from 5% to 10%. [63] also mentions that the standard industry conversion
baseline is 12%. Thus, specific targeting allowed agents to increase significantly accuracy
of their up-selling actions, even if acceptance rate is lower than back-testing results.

Results by agent. Table 1.7 shows expected acceptance rate from back-testing and
actual acceptance rate by agent, observed during one year.

Table 1.7: Pilot phase - acceptance rate by agent

Agent Expected acceptance rate Actual acceptance rate

Agent 1 61 % 39 %
Agent 2 58 % 48 %
Agent 3 60 % 39 %
Agent 4 52 % 21 %
Overall 57 % 38 %
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Figure 1.4: Back-testing of step C1, on agents participating to pilot phase
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As mentioned for global results, acceptance rates are below expectations from back-testing
results for every agent. However, these back-testing results allowed us to detect that Agent
4 should have a lower acceptance rate before the pilot phase.

Results by guarantee. Table 1.8 presents the distribution of guarantees recommended
and the acceptance rates associated.

Table 1.8: Pilot phase - distribution and acceptance rate of guarantees
recommended

Guarantee Percentage of recommendations
suggesting the guarantee

Acceptance rate

Driver injury 58 % 47 %
Glass damage 24 % 23 %
Legal cover 12 % 33 %
Road accident 6 % 26 %
Overall 100 % 38 %

This table reveals that driver injury guarantee is by far the most recommended and
the most accepted by customers as well. However, the less commonly recommended
guarantees have a promising acceptance rate (not below 23%, which is higher that our
15% benchmark), which shows that the recommendation system could be efficient for
different types of needs from customers.

1.7.4.3 Agents’ feedback

The main reasons why some customers did not accept their recommendations, according
to agents’ feedback, are the following:

• Customers only subscribed to essential guarantees and do not want to spend more
money on their car insurance,

• Customers already subscribed to the same type of recommended guarantee in an-
other company. For instance, some customers already have legal cover from their
employer.

Some recommendation refusals could also have been avoided because agents already sug-
gested the guarantee to customers in the near past, without any mention about this
exchange in Foyer’s datasets. This inconvenience will be rectified subsequently. Besides,
agents suggested that associating an explanation to every commercial opportunity would
improve the recommendation system.
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Remark 2 During the pilot phase, we observed that the acceptance rate decayed through
time. It is explained by the fact that agents dealt first with recommendations for which
they were pretty sure that they will get a positive answer, due to their knowledge of their
customers. Given this observation, we could think that the recommendation system is
useless since agents already knew the main part of successful recommendations. But agents
highlighted the fact that one of the advantages of the recommendation system is to analyse
all their portfolio equally, which allowed them to remind some customers that they would
not have dealt with at the precise moment of the campaign. They also reported that some
recommendation were surprisingly accepted against their intuition.





Chapter 2

Influence of life events: Hawkes
processes and properties

2.1 Objective

In Chapter 1, we built a recommendation system depending on data excluding life events
was built. As introduced in Assumption 1 and Equation (2), this chapter focuses on the
model which takes into account customer’s life events history, in order to update the rec-
ommendations whenever an event occurs.

The necessity to include this temporal dimension leads naturally to point processes, which
are a category of temporal models specifically suited to the occurrences of events in time
and space. Moreover, we have to model events that are temporally clustered, i.e. the oc-
currence of a life event makes the event “Subscription to a new insurance cover” more or
less likely to occur in the near future. That is why we focus on MHP Multivariate Hawkes
Processes. In this chapter, a MHP framework is developed so that the model is suited to
data about life events and to the objective of providing personalized recommendations for
customers. The framework includes the MHP definition, mathematical properties, and
estimation and simulation methods for MHP specifically designed for our purpose.

Chapter 2 is organized as follows. Section 2.2 introduces the notion of point processes
and defines both univariate and multivariate Hawkes Processes by fixing all the notations
needed briefly introduced in Section 0.4. Section 2.3 presents the main assumptions
about MHP building. Section 2.4 provides an algorithm to estimate MHP parameters in

37
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function of data particularities. Section 2.5 states several mathematical properties of the
MHP specifically designed for the recommendation system. Proofs are in Section 2.6.

2.2 Hawkes processes definition

2.2.1 Point processes

In the context of the recommendation system, a point process is a set of points representing
events randomly located on the time line. Concerning global theoretical notions about
point processes, we refer to [64] which is a reference in this area.

Definition 7 (Point process). A point process T is an increasing sequence of random
variables T = {T1, T2, ...} called occurrences which takes values in [0,+∞[, such that
P(0 < T1 < T2 < ...) = 1.

We introduce a formal definition of the history of occurrences, which contains all the
information about observed events.

Definition 8 (History of occurrences). We define (H(t), t ≥ 0) the filtration of the
history of the occurrences until time t.

A mathematical interpretation of a point process is the notion of counting process.

Definition 9 (Counting process). We say that N is a counting process if it is an
almost surely finite stochastic process and a right-continuous step function with +1 incre-
ments after each step, taking values in N, and N(0) = 0.

The two notions of point process and counting process are interchangeable. Indeed, a
counting process could be seen as the cumulative count of a point process. The link
between T and N is:

∀t ∈ R+, N(t) = #
{
Ti ∈ T

∣∣∣Ti ≤ t
}
, i ≥ 1,

where # denotes the cardinality of a set and Ti is the time of the ith occurrence in the
time interval [0, T ], where T is the final time of observation.

2.2.2 Characterization by conditional intensity function

The most frequently used characterization of a Hawkes process is the conditional intensity
function, λ(t|H(t)), introduced in Definition 1.

The following proposition is inspired from Proposition 2.2 of [65] and states that the
conditional intensity function uniquely defines the point process. Thus in the following
we use this characterization.
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Proposition 1 Let us consider a conditional intensity function λ∗(·), defined for any
time period [u, t], 0 ≤ u ≤ t, such that:

• λ∗(·) non-negative and integrable on [u, t],

• λ∗(·) H(t)-measurable,

• lim
t→+∞

∫ t
u λ
∗(s)ds = +∞.

Then there exists an unique point process with λ∗(t) conditional intensity function.

2.2.3 Goodness-of-fit

In this subsection, we describe a procedure to evaluate the goodness-of-fit of a Hawkes
process, i.e. how well it fits to a set of data. The following proposition from [64], called
residual analysis, allows us to test the quality of the model.

Proposition 2 (Residual analysis). We consider a sequence of occurrence times
{t1, t2, ...} and a monotonic, continuous compensator Λ(t) =

∫ t
0 λ
∗(s)ds such that:

lim
t→+∞

Λ(t) = +∞, (2.1)

almost surely. The sequence {Λ(t1),Λ(t2), ...} is a Poisson process with an unit rate if
and only if {t1, t2, ...} is a realisation from the point process defined by Λ(·).

Thanks to this proposition, we could test with many procedures whether our data fit with a
Hawkes process. The previous proposition shows us that testing whether {t1, t2, ...} follows
a Hawkes process with intensity function λ is equivalent to test whether {Λ(t1),Λ(t2), ...}
form a Process process of parameter 1. It is also equivalent to test whether every in-
terarrival time {Λ(t1),Λ(t2) − Λ(t1),Λ(t3) − Λ(t2), ...} are independent and identically
distributed and follow an Exponential law of parameter 1. This could be done by:

• A Quantile-Quantile plot (QQ-plot), which represents quantiles of both distribu-
tions;

• Performing a Kolmogorov-Smirnov test, whose statistic D is the maximum absolute
difference between the two distributions.

2.2.4 Univariate Hawkes processes

2.2.4.1 Definition

There exists several well-known types of point processes (see [64]).

The homogeneous Poisson point process is the simplest of them: it is characterized by a
constant conditional intensity function. It has two main properties: if we consider two
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disjoint intervals, the numbers of events in these intervals follows a Poisson distribution
and are independent.

Inhomogeneous Poisson process have a deterministic conditional intensity function which
depends on time. In 1971, Alan G. Hawkes introduced in [66] the category of point pro-
cesses named after him. As opposed to Poisson processes, Hawkes processes are charac-
terized by a random intensity function, whose value depends on the history of occurrences
(see Definition 8) indeed.

We propose a definition of univariate Hawkes processes, inspired from [67].

Definition 10 (Hawkes process). Let us consider λ > 0, the background intensity,
and µ : [0,+∞[→ [0,+∞[, the triggering function. We denote {t1, .., tN(t)} the sequence
of past occurrences until time t. A point process is a Hawkes process if its conditional
intensity function is of the form:

λ∗(t) = λ+
∫ t

0
µ(t− u)dN(u) = λ+

N(t)∑
k=1

µ(t− tk), (2.2)

where N(·) is defined in Definition 9.

Hawkes processes are point processes who have a so-called “self-exciting” property. It
means that each occurrence increases the intensity, according to the triggering function.
A higher intensity leads to more occurrences, leading to a higher frequency, etc.

A Hawkes process with a null triggering function is a homogeneous Poisson process of rate
λ. Hawkes processes are frequently studied in recent scientific literature and are used for
several applications: earthquake modelling [68], criminology [69], finance [70], etc.

Since recently, insurance companies are developing an interest for Hawkes processes. They
are used for calculating Solvency Capital Requirements and modelling different indicators
of risks, such as ruin (improvement of Cramer-Lundberg model, see [71]) or cyber-attacks
(see [72]). Hawkes processes model claims arrival, considered to follow a Poisson process
in classic approaches.

Among these references, the most frequent triggering functions are exponential (used
as the main example of triggering function in the original papers of Hawkes because
of simplicity of calculation) and power-law functions. We propose to define Γ-Hawkes
processes, based on a Gamma density as triggering function.
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Definition 11 (Γ-Hawkes processes). We define the Γ-Hawkes processes, a Hawkes
process whose triggering function is of form:

µ(t) = α
tk1−1 exp(− t

k2
)

kk1
2 Γ(k1)

, t ≥ 0, α ∈ R∗+, k1, k2 ∈ R∗+, (2.3)

where Γ(·) is the Gamma function. k1 is the scale parameter and k2 is the shape parameter.

Remark 3 For k1 = 1, we obtain the exponential triggering function:

µ(t) = α
exp(− t

k2
)

k2
, t ≥ 0, α ∈ R∗+, k2 ∈ R∗+, (2.4)

used for instance originally by Hawkes [66]. In this situation:

λ∗(t) = λ+
N(t)∑
k=1

α
exp(− t−tk

k2
)

k2
. (2.5)

For k1 > 1, this triggering function allows to avoid a discontinuity in the intensity func-
tion when an event occurs, and introduce a delay between an event and its impact on the
process. Indeed, in that case, µ(0) = 0. This property is very helpful when considering
events for which an occurrence and the resulting self-excitation are delayed. For instance,
considering an epidemic, there is a delay between a people getting infected (the event
"infection" occurs) and this person being infectious (the fact that the person is infectious
increases the probability to have more infections). For the recommendation system pur-
pose, we expect that there is a delay between a life event occurrence and its influence on
a potential subscription to a new insurance cover.

2.2.4.2 Illustration: COVID-19 dynamics

In order to illustrate the interest of univariate Hawkes processes, we tested several mod-
ellings on real data based on this category of point process. Even if the topic is not
directly linked to the recommendation system, we present in this subsection a modelling
of COVID-19 dynamics by an univariate Hawkes process, because:

• This study allows us to confirm that Hawkes processes are well suited for modelling
a phenomenon with self-exciting properties. Indeed, the more people are infected,
the more people are likely to become infected;

• COVID-19 pandemic has a tremendous impact on insurance industry. The pandemic
and the subsequent lockdown around the world lead to a global recession which
affected insurance companies by increasing claims and decreasing profits (see [73]).

This subsection is inspired from [4], where we proposed to model the COVID-19 propaga-
tion dynamics with an univariate Hawkes process. The two objectives of this work were
to:
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• Understand COVID-19 contagion dynamics in order to make people aware of the
seriousness of the situation at the beginning of the pandemic;

• Illustrate the interest of univariate Hawkes processes on real data.

Several scientific papers focused on the subject in order to propose solutions to slow down
the pandemic. For instance, at the same period (beginning of the pandemic), the study
in [74] uses a Poisson autoregressive model to fit the evolution of the outbreak in China,
Iran, Italy, and South Korea.

We fitted the process on the number of cases observed in France over the first weeks of
the pandemic (until March 8 2020), then we simulate over ten days to back-test the model
(until March 16).

We have applied the model to the data from the GitHub repository of the Center of
Systems Science and Engineering (CSSE) from Johns Hopkins University, in the folder
dedicated to COVID-19 data [75], where we could find the time series of confirmed cases
in France from January 22 to March 16.

Step 1: fitting on data until March 8. We learn our model on data observed un-
til March 8. Parameters λ, α, k1 and k2 are estimated by maximizing the likelihood of
the Γ−Hawkes process, which could be written only in function of λ∗(.), thanks to an
Expectation-Maximization (EM) algorithm suited for Hawkes processes implemented in
[30] and described in [76].

Table 1 shows the values of estimated parameters:

Parameter Estimated value
λ 0.1616
α 1.0518
k1 1.0031
k2 4.4141

Table 2.1: Estimated value of the Γ−Hawkes process parameters

The fact that k1 is close to 1 means that the delay between the infection and the conta-
gion is very short (there is no consensus on this question among scientists, the delay could
vary from 0 to 10 days). Indeed it means that Gamma density is close to an exponential
function. Consequently, each new case leads to a maximal jump of value α for the condi-
tional intensity function. The fact that λ (background intensity) is lower than α (exciting
part) means that the spread is mainly due to transmission from French people to French
people, rather than infections from foreign countries, even if a first infection from outside
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is necessary to launch the outbreak.

To test whether {t1, t2, ...} follows a HP with intensity function λ∗(.), we use the QQ-
plot in Figure 2.1 page 43 and we perform a Kolmogorov-Smirnov test to check whether
{Λ(t1),Λ(t2), ...} form a Process process of parameter 1 (see Section 2.2.3):

Figure 2.1: QQ-plot to check the goodness-of-fit of the model

The QQ-plot allows us to assume that the time series could be modelled by a HP. More-
over, we performed a Kolmogorov-Smirnov test on the two distributions. The maximal
distance is D = 0.0198, with a p-value of p = 0.9825, which confirms our assumption.

Remark: Figure 2.2 shows the evolution of the number of infections in France from
January 22 to March 8 (right Y-axis), and the conditional intensity function (left Y-axis):

Figure 2.2: Number of infections in France from January 22nd to March 8,
and estimated conditional intensity function
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The very first little peak of the conditional intensity function at January 24 corresponds
to the first case in France. The high value of the conditional intensity function at March
8 shows that the outbreak is growing fast.

Step 2: back-testing on data from March 8 to March 16. To back-test our model,
we simulate the evolution of the outbreak from March 8 to March 16, then we compare
with real data. We simulate the HP thanks to Ogata’s thinning algorithm [77]. The idea
of Ogata’s algorithm is that randomly removing points from a "faster" simulated Poisson
process (i.e. with a higher intensity function than targeted Hawkes process) allows to
simulate a Hawkes process.

Figure 2.3 shows the comparison between the simulation and the real data:

Figure 2.3: Simulation of the number of infections between March 8 and
March 16

Figure 2.3 shows that the model catches the trend of the outbreak evolution, and validates
our approach. At March 16, the estimation of the number of cases is 5,208.96. The confi-
dence interval of 95% (CI 95%) is [5, 208.96− 140; 5, 208.96 + 140] = [5, 068.96; 5, 348.96].
The actual number of infected people is 6,130.

Step 3: simulation until March 26 according to two scenarios. The last step
simulates the number of infections ten days later (Thursday March 26). We focus on two
scenarios: either the dynamics of the outbreak remains the same, or French government
takes measures similar to what Chinese authorities decided to.

Scenario 1: dynamics remain the same. In a first scenario, we estimate of the num-
ber of infections, if the dynamics of the outbreak remain the same, in ten days (Thursday
March 26), that’s to say if French people have not changed their social interactions in the
first weeks of March.
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Scenario 2: France shuts down the country like China partially did. In a second
scenario, we assume the French government takes similar measures than China at March
16. To take into account these decisions, we adapt our HP model into a non-linear form:

λ∗(t) =
[
λ+

N(t)∑
k=1

µ(t− tk)
]
×min

(
1,
( t
tm

)a)
, (2.6)

where tm is the time when the measures are taken (i.e. March 16) and a > 1 is a parame-
ter to estimate. This model allows the conditional intensity function to be inhibited from
tm, thanks to the inhibiting part min

(
1,
(
t
tm

)a)
.

To estimate a, we focus on data from the Chinese province of Jiangxi, which is close to
the province of Hubei, the beginning of the outbreak. We fit a non-linear Hawkes process
for these data. We denote:

λ∗c(t) =
[
λc +

Nc(t)∑
k=1

µc(tc − tc,k)
]
×min

(
1,
( t

tc,m

)ac)
, (2.7)

where index c refers to China, and then we will assume that ac = a. To fit this model,
we first fix tc,m = February 5, which is the approximate date from when China decided to
shut down the country. Then, we fit the parameters with data until February 5, so that
the inhibiting part is equal to 1. After getting the parameters λc and µc, we simulate the
HP from February 5 to February 20 with a range of values for ac. We choose the value of
ac which gives the estimated number of cases which is the closest to the actual number of
cases at March 16. Figure 2.4 represents the simulation of the fitted non-linear HP and
the actual number of cases in Jiangxi, with the final choice for ac parameter: ac = −1.403.
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Figure 2.4: Calibration of a by simulating the number of infections between
February 5 and February 20 for Chinese data

Then for the French process, we do the same simulation as the first scenario, but with
the non-linear HP and with the parameters tm = March 16 and a = ac = −1.403 for
the inhibiting part. Figure 2.5 shows the comparison between the first and the second
scenario.
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Figure 2.5: Simulation of the number of infections between March 16 and
March 26 for the two scenarios

It shows that taking measures as in China would reduce significantly the number of esti-
mated cases. We obtain an estimated number of cases of 51,642 cases in the first scenario,
and 14,621 cases in the second scenario, approximately three times less!

But data we have worked on are just the number of official cases. We could reasonably
think that the actual number of cases was much higher, because hospitals don’t have
enough doctors and material to test every people who would want to. Having COVID-19
symptoms was not enough to be tested (see [78] for instance). According to [79], 11,895
tests were performed on French population at March 9, for 1,209 official cases, that’s to
say a rate of 10.1% positive tests. Let’s assume that this rate is the same for our simula-
tion. It means that 51,642

10.1% = 511, 306 tests would have been performed, that’s to say only
0.7% of the population! Consequently, the actual number of cases would be much higher
that 18,529. It is hard to quantify, but we could imagine that doctors could only focus
on one case of 3, or one case of 5.

This study was published in March 2020, we could now compare the two scenarios with
the actual number of infected people. There were 51,642 cases in the first scenario, and
14,621 cases in the second scenario. The real figure is 28,869 cases, which is approximately
the average of the two scenarios. This could be explained by the fact that at this point
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of the pandemic people were already aware that they should limit their exposition to the
virus, but they did it spontaneously and less efficiently than an actual quarantine.

Conclusion. As a conclusion of this short study, our model with a Hawkes process
shows that COVID-19 seemed to have a self-exciting dynamics at the beginning of the
pandemic. The simulations confirm that the evolution of the outbreak would have been
exponential if people did not change their habits.

2.2.5 Multivariate Hawkes processes

The global objective is to model how life events affect the propensity for a customer to
modify his cover. Univariate Hawkes processes only model the influence of an event on
himself, not on other events. Multivariate Hawkes Processes are point processes where an
occurrence for one type of event modify the probability of the other events to happen.

2.2.5.1 Definition

In this section, we introduce the notations and definitions needed for the construction of
our Multivarate Hawkes Process. First, we introduce some notations which are necessary
to define the Multivariate Hawkes Process.

Notation 6 We denote:

1. m the total number of life events considered (see Definition 12);

2. Tu the time length we observe life events for customer u;

3. Hu(t) the list of life events which occurred to customer u until time t;

4. Nu(t) the counting process which corresponds to the total number of events observed
for customer u from time 0 to time t;

5. Nu
i (t) the counting process which corresponds to the total number of events of type

i observed for customer u from time 0 to time t. We have Nu(t) = ∑m
i=1N

u
i (t).

We build a Multivariate Hawkes Process which will be defined by m conditional inten-
sity functions, one per type of event, instead of one as in the univariate case. For each
event, there exists not only a “self-exciting effect” (i.e. an occurrence of event i could
influence the intensity of event i), but also a “mutual exciting effect” (i.e. an occurrence
of event i could influence the intensity of any event j, j ∈ {1, ...,m}). For each customer
u, u ∈ U , we consider the counting processes {Nu

i (·), i ∈ {1, ...,m}}, where Nu
i (·) refers

to the type of event number i and where each type of event i could influence any other
event j, j ∈ {1, ...,m}, including j = i.
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We define a Multivariate Hawkes Procces in Definition 3. Therefore, λu,∗1 (t) represents
the propensity for customer u to add an insurance cover at time t; this quantity will be
integrated to the recommendation system. The probability that the customer would add a
guarantee/product is influenced by λ1(xu), which models the impact of the characteristics
of the customer (a priori vision), and by the sum of µ1,j(t− tkj ), which models the impact
of the kth event of type j, occurred at time tkj (a posteriori vision).

2.2.5.2 Simulation

In order to simulate the estimated Multivariate Hawkes Process for customer u from time
0 to Tu, we use the Ogata’s thinning algorithm (see [77]), written in Algorithm 4 by taking
into account all the notations introduced previously.

In order to simulate an inhomogeneous Poisson process, the method of thinning consists
in simulating a “faster” homogeneous Poisson process (i.e. with an intensity which is an
upper bound of the intensity of the process to simulate), then removing probabilistically
several arrival points (see [67]). Ogata’s algorithm is based on the same idea. Since the
intensity of a Hawkes process increases at each arrival, we could find an upper bound of
this intensity between two arrivals only.

2.3 Main assumptions on MHP

For the purpose of the recommendation system, we make assumptions about the back-
ground intensity λi(xu), i ∈ {1, ...,m} and the triggering functions µi,j, i, j ∈ {1, ...,m},
introduced in Definition 3.

2.3.1 Background intensity

For each event i, we aim to estimate the background intensity of customer u, λi(xu),
where xu is a set of features describing the customer u. In our approach, we model for
the event i the background intensity of customer u, described by xu, as follows:

λi(xu) = µifi(xu), (2.8)

where:

• µi is a proportional factor, common for each customer u. We denote µ =
(
µi
)
i∈{1,...,m}

;

• fi is a function which, to each data xu, associates fi(xu) ∈ R which reflects the
propensity for an event i to occur for a customer u, excluding the triggering of other
events.
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Algorithm 4: Ogata’s thinning algorithm
Result: Simulated sequence of events for customer u: {(eu,simk , tu,simk )Nu,sim

k=1 }
1. Generate the first event:
k = 1;
λmax = ∑m

i=1 λ
u,∗
i (0);

Simulate V ∼ U [0, 1];
s = − 1

λmax
ln(V );

if s > Tu then
Go to step 3.;

else
Simulate W ∼ U [0, 1];
eu,simk = j such that ∑j

i=1 λ
u,∗
i (s) ≤ λmax ×W ≤

∑j+1
i=1 λ

u,∗
i (s);

tu,simk = s
end
2. General:
k = k + 1;
λmax = ∑m

i=1 λ
u,∗
i (tu,simk−1 ) +∑m

i=1 a
sum
eu,sim
k−1 ,i

(see Section 3.3.1)
Simulate V ∼ U [0, 1];
s = s− 1

λmax
ln(V );

if s > Tu then
Go to step 3.;

else
Simulate W ∼ U [0, 1];
if λmax ×W ≤

∑m
i=1 λ

u,∗
i (s) then

eu,simk = j such that ∑j
i=1 λ

u,∗
i (s) ≤ λmax ×W ≤

∑j+1
i=1 λ

u,∗
i (s);

tu,simk = s
else

λmax = ∑m
i=1 λ

u,∗
i (s) and simulate another time s;

end
end
3. Output: {(eu,simk , tu,simk )Nu,sim

k=1 }
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Through this modelling, each customer’s background intensity depends on his character-
istics.

2.3.2 Triggering functions

We assume that the triggering functions are a linear combination of basis functions, in
order to take into account several delays of impact between an event and its consequences
on other events.

Notation 7 We denote:

• D the number of basis functions;

• gd the dth basis function, d ∈ {1, ..., D};

• Ad =
(
adi,j
)
i,j=1,...,m

the dth infectivity matrix, where adi,j captures the impact of event
j on event i relatively to the dth basis function;

• A = {Ad}d∈{1,...,D} the set of the D infectivity matrix.

Therefore, the triggering function µi,j that models the effect of event j on event i follows
the equation below:

µi,j(t) =
D∑
d=1

adi,jgd(t). (2.9)

We propose the following basis functions for our data:

gd(t) =


1√
2πω exp(− t2

2ω2 ) (Gaussian density) if d = 1;
tκ−1

(dω)κΓ(κ) exp(− t
dω

) (Gamma density) otherwise,
(2.10)

where ω and κ are respectively scale and shape parameters for the Gamma density. The
first basis function is inspired from [80] to take into account immediate triggering (since
the triggering function is strictly positive at time t = 0), while we sketched the main
interests of Gamma density as triggering function for insurance data in [2] (since the
triggering effect is delayed in time because the function is null at time t = 0).

2.4 Estimation

2.4.1 Objective function

We denote Θ the parameters of the model to estimate: Θ = (µ,A).

The objective function of the problem is the sum of the Negative Log-Likelihood and
regularizers described below:
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• Negative Log-Likelihood: denoted NLL(Θ), it equals:

NLL(Θ) =
U∑
u=1

{ m∑
i=1

(
Tuλi(xu) +

Nu∑
k=1

D∑
d=1

adi,eu
k
Gd(Tu − tuk)

)
−

Nu∑
k=1

log
(
λeu

k
(xu)

+
k−1∑
j=1

D∑
d=1

adeu
k
,euj
gd(tuk − tuj )

)}
, (2.11)

where Gd(Tu − tuk) =
∫ Tu−tuk

0 gd(t)dt;

• Sparsity: we expect that for couples of events which have no influence on each
other, the infectivity matrix has zeros for the corresponding coefficients. That is
why we add a sparsity constraint, denoted R1:

R1(Θ) = α1

( D∑
d=1

m∑
i=1

m∑
j=1

(adi,j)2

2

)
, (2.12)

where α1 is a parameter to control the influence of this regularization;

• Minimizing the influence of overlapping events: for some events, the date
of occurrence that is in the data-set may be delayed of several days, because of
administrative issues. Therefore, we could believe that an event 1 is triggered by
an event 2, while event 2 actually occurred after event 1. Therefore we propose to
penalize the squared sum of coefficients adi,j and adj,i, in order to correct the influence
of overlapping events:

R2(Θ) = α2

( D∑
d=1

m∑
i=1

m∑
j=1

(adi,j + adj,i)2

2

)
, (2.13)

where α2 is a parameter to control the influence of this regularization.

Therefore, the objective function denoted F is:

F (Θ) = NLL(Θ) +R1(Θ) +R2(Θ)

=
U∑
u=1

{ m∑
i=1

(
Tuλi(xu) +

Nu∑
k=1

D∑
d=1

adi,eu
k
Gd(Tu − tuk)

)
−

Nu∑
k=1

log
(
λeu

k
(xu)

+
k−1∑
j=1

D∑
d=1

adeu
k
,euj
gd(tuk − tuj )

)}
+ α1

( D∑
d=1

m∑
i=1

m∑
j=1

(adi,j)2

2

)
+ α2

( D∑
d=1

m∑
i=1

m∑
j=1

(adi,j + adj,i)2

2

)
,

and the learning problem is:

min
Θ

F (Θ). (2.14)
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2.4.2 Parameters estimation

In order to estimate parameters, we use an Expectation-Maximization (EM) algorithm.
It consists in introducing the notion of complete likelihood, which assumes that we could
observe, for each event, which previous event has triggered this event (see [2]).

To do so, we construct a surrogate objective function (expectation step), whose iterative
minimization allows initial objective function to decrease monotonically (maximization
step). We denote Θ̂(l) the estimation of parameters at iteration l: Θ̂(l) = (µ̂(l), Â(l)). The
surrogate objective function denoted Fs(Θ, Θ̂(l)) equals:

Fs(Θ, Θ̂(l)) = −Q(Θ, Θ̂(l)) +R1(Θ) + R̂
(l)
2 (Θ, Θ̂(l)), (2.15)

where:

1.

Q(Θ, Θ̂(l)) =
U∑
u=1

{
−

m∑
i=1

(
Tuλi(xu) +

Nu(Tu)∑
k=1

D∑
d=1

adi,eu
k
Gd(Tu − tuk)

)
(2.16)

+
Nu(Tu)∑
k=1

p
(l)
eu
k
,eu
k

log
(λeu

k
(xu)

p
(l)
eu
k
,eu
k

)
+

k−1∑
j=1

D∑
d=1

p
(l)
eu
k
,euj

log
(adeu

k
,euj
gd(tuk − tuj )

p
(l)
eu
k
,euj

)}
;

2.

p
(l)
eu
k
,eu
k

=
µ̂

(l)
eu
k
feu
k
(xu)

µ̂
(l)
eu
k
feu
k
(xu) +∑k−1

j=1
∑D
d=1 â

d,(l)
eu
k
,euj
gd(tuk − tuj )

, (2.17)

which represents the probability that event (euk , tuk) was triggered by the background
intensity of event of type euk ;

3.

p
(l)
eu
k
,euj

=
∑D
d=1 â

d,(l)
eu
k
,euj
gd(tuk − tuj )

µ̂
(l)
eu
k
feu
k
(xu) +∑k−1

j=1
∑D
d=1 â

d,(l)
eu
k
,euj
gd(tuk − tuj )

, (2.18)

which represents the probability that event (euk , tuk) was triggered by event (euj , tuj );

4.

R̂
(l)
2 (Θ, Θ̂(l)) = α2

( D∑
d=1

m∑
i=1

m∑
j=1

(adi,j + â
d,(l)
j,i )2

2

)
. (2.19)

We update iteratively the parameters estimation by calculating:

Θ(l+1) = argmax
Θ

Fs(Θ, Θ̂(l)). (2.20)
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We solve ∂F
∂Θ = 0 (see Appendix) and we obtain, for all d ∈ {1, ..., D}, k ∈ {1, ...,m}, (i, j) ∈

{1, ...,m}2:

µ̂
(l+1)
k =

∑U
u=1

∑
eui =k p

(l)
eui ,e

u
i∑U

u=1 Tu
; (2.21)

â
d,(l+1)
i,j =

−(Ai,j + α2â
d,(l)
j,i ) +

√
(Ai,j + α2â

d,(l)
j,i )2 − 4(α1 + α2)B(l)

i,j

2(α1 + α2) , (2.22)

where

Ai,j = −
U∑
u=1

∑
eu
k

=j
Gd(Tu − tuk), (2.23)

B
(l)
i,j =

U∑
u=1

∑
eu
k

=i

∑
eum=j

p
(l)
eu
k
,eum
. (2.24)

Optimizing Fs this way allows us to decrease the Negative Log-Likelihood monotonically.
Indeed, from the two following inequalities (see a proof from Appendix in [81]):

• −Q(Θ, Θ̂(l)) ≥ NLL(Θ);

• −Q(Θ̂(l), Θ̂(l)) = NLL(Θ̂(l)),

we could deduce that NLL(Θ̂(l−1)) = −Q(Θ̂(l−1), Θ̂(l−1)) ≥ −Q(Θ̂(l), Θ̂(l−1)) ≥ NLL(Θ̂(l)).
We update iteratively Θ̂(l) = (µ̂(l), Â(l)) while the relative difference between NLL(Θ̂(l−1))
and NLL(Θ̂(l)), denoted:

Err(l) =

∣∣∣∣∣∣ NLL(Θ̂(l))
NLL(Θ̂(l−1))

− 1

∣∣∣∣∣∣ , (2.25)

is above ε and the number of iterations is below Niter. This methodology is summarized
in Algorithm 5.
Algorithm 5: Parameters estimation
Result: Estimation of Θ = (µ,A)
Initialize l = 0 and (µ̂(l), Â(l));
l = l + 1;
Update (µ̂(l), Â(l)) according to Equations (2.21) and (2.22);
while Err(l) ≥ ε and l ≤ Niter do

l = l + 1;
Update (µ̂(l), Â(l)) according to Equations (2.21) and (2.22);

end
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2.5 Mathematical properties

In this section, we are going to explicit several mathematical properties of the Γ-Hawkes
processes (defined by (2.3)): we calculate the expectation and the variance for any time
t ≥ 0 and we state a central limit theorem.

Assumption 3 For the whole Section 2.5, we consider a Γ-Hawkes process of conditional
intensity function:

λ∗(t) = λ+
∫ t

0
µ(t− u)dN(u) = λ+ α

N(t)∑
k=1

(t− tk)k1−1 exp(−(t−tk)
k2

)
kk1

2 Γ(k1)
, (2.26)

where α ∈ R∗+, k1, k2 ∈ R∗+, N(t) ≥ 0 (number of events that occurred between 0 and t),
tk, k ∈ {1, ..., N(t)}. We are going to explicit results for k1 = 1 (i.e. exponential case)
and k1 = 2.

This study aims to understand the behaviour of the Hawkes processes with respect to the
parameters introduced previously.

2.5.1 Behaviour with respect to the values of α

In this section, we are going to see that the Hawkes process dynamics depend on values
of α (defined in Assumption 3). To do so, let us focus on g(t) = E[λ∗(t)], which will be
used to calculate the expectation of the Hawkes process later.
We could show that g follows a renewal equation:

g(t) = λ+
∫ t

0
µ(t− u)g(u)du. (2.27)

According to [82], the behaviour of g(t), when t goes to infinity, depends on the value of:

∫ +∞

0
µ(u)du =

∫ +∞

0
α
βk1uk1−1 exp(−βu)

Γ(k1) du = α. (2.28)

We distinguish, in the classic literature about point processes:

• the defective case: α < 1;

• the proper case: α = 1;

• the excessive case: α > 1.

The Hawkes process intensity goes to infinity in the excessive case, leading to an explosion
of the counting process. This situation does not suit to any real event we would like to
model. The proper case is not studied here, because it does not correspond to a real case.
We concentrate our attention in the defective case. In this case, g admits a finite limit in
+∞, which will be explicited later.

Assumption 4 For the rest of the Section 2.5, we consider a Hawkes process of condi-
tional intensity function described in Assumption 3, with 0 < α < 1 (defective case).
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2.5.2 Expectation evaluation

The first indicator which is relevant for our study is the evaluation of the average number
of events through time. We propose a calculation method which could be applied for any
value of k1 ∈ N∗. We will develop the calculations for three values of the shape parameter:
k1 = 1 (exponential triggering function), k1 = 2 and k1 = 3. Since a Hawkes process is
the sum of a background part of intensity λ and an self-exciting part, we expect that the
expectation is higher than the one of a Poisson process of parameter λ, which is λt for all
time t > 0.

Proposition 3 The expectation of the Γ-Hawkes process (i.e. conditional intensity func-
tion given by Equation (2.26)) is:

1. For k1 = 1 (i.e. µ(t) = α
exp(− t

k2
)

k2
, exponential decay):

E(N(t)) = λ

1− αt−
αλk2

(1− α)2

[
1− exp

(
− 1− α

k2
t
)]
. (2.29)

2. For k1 = 2 (i.e. µ(t) = α
t exp(− t

k2
)

k2
2

):

E(N(t)) = λ

1− αt+ λ
√
αk2

2(1 +
√
α)2

[
1− exp

(
− 1 +

√
α

k2
t
)]

− λ
√
αk2

2(1−
√
α)2

[
1− exp

(
− 1−

√
α

k2
t
)]
.

(2.30)

3. For k1 = 3 (i.e. µ(t) = α
t2 exp(− t

k2
)

k3
2Γ(3) ):

E(N(t)) = λ

1− αt+ λαB

k3
2

exp(−r1t) + λαC

k3
2

cos(ωt) exp(−at)

+λα(D − Ca)
k3

2ω
sin(ωt) exp(−at),

(2.31)

where

B = 1
r1(r1a1 − r2

1 − a2) , C = r1 − a1

a2(r1a1 − r2
1 − a2) , D = r1a1 − a2

1 + a2

a2(r1a1 − r2
1 − a2) ,

r1 = 1− α1/3

k2
, a1 = (2 + α1/3)

k2
, a2 = (1− α)

(1− α1/3)k2
2
,

a = (2 + α1/3)
2k2

, ω =
√

3α1/3

2k2
.
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See Section 2.6.2 for the proof, which is based on Laplace transform of g(t) = E(λ∗(t))
and could be applied for any value of k1. We could notice that despite the formula
complexity increases with k1, we could observe several common trends. We first notice
that for α → 0 (null triggering function), we obtain E(N(t)) −→

α→0
λt. This result is

natural since we already mentioned that a Hawkes process with a null triggering function
is equivalent to a Poisson process of parameter λ. For every value of the shape parameter,
the expectation reveals three regimes for the Γ-Hawkes process. As an example, we
represent the expectation for k1 = 1, k2 = 9, α = 0.9, λ = 0.3, which follows equation
(2.29), in Figure 2. It contains four plots:

• Top-left: expectation from equation (2.29) in blue and the so-called stationary
regime t→ λ

1−αt in red, from t = 0 to 3000;

• Bottom-left: the relative difference between the expectation and the stationary
regime on this time period;

• Top-right: focus on the expectation from t = 0 to 500;

• Bottom-right: plot of the exponential term from (2.29), t→ exp
(
− 1−α

k2
t
)
.

Figure 2.6: Expectation for k1 = 1, k2 = 9, α = 0.9, λ = 0.3

We distinguish three regimes in this example:

• The transient regime (from t = 0 to 500 approximately): it is the time period
necessary for the exponential term in (2.29) to become null;

• The intermediary regime (from t = 500 to 2000 approximately): the exponential
term is null but the constant term could not be neglected before the stationary
regime. On this period, the relative difference between the expectation and the
stationary regime is above 5%;
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• The stationary regime: for any value of the parameter scale, and for any Hawkes
process (not only for Γ-Hawkes processes), E(N(t)) ∼

t→+∞
λ

1−αt (see [83]). The
constant term in (2.29) becomes negligible before the linear term. After the first
two regimes, the average number of occurrences of the Hawkes process is the same
as for a Poisson process of parameter λ

1−α .

We conclude in this discussion that the expectation could not be approximated correctly
by the stationary regime from t = 0 to 2000.

2.5.3 Variance

We study now the variance of the Hawkes process, in order to see how the occurrences are
spread out from the expectation calculated previously. We define Ñ(·) as the stationary
Hawkes process.

Proposition 4 The variance of the Γ-Hawkes process (i.e. the conditional intensity func-
tion is given by equation (2.26)) is:

1. For k1 = 1 (i.e. µ(t) = α
exp(− t

k2
)

k2
):

V(Ñ(t)) = λ

(1− α)3 t−
λα(2− α)k2

(1− α)4

[
1− exp

(
− 1− α

k2
t
)]
. (2.32)

2. For k1 = 2 (i.e. µ(t) = α
t exp(− t

k2
)

k2
2

):

V(Ñ(t)) = C1 + C2t+ C3 exp(−ω1t) + C4 exp(−ω2t), where: (2.33)

ω1 = 1 +
√
α

k2
, (2.34)

ω2 = 1−
√
α

k2
, (2.35)

C1 = −αk2λ[8− 5α + α2]
2(1− α)4 , (2.36)

C2 = λ

(1− α)3 , (2.37)

C3 = −
√
αλk2[4− 3α−

√
αα]

4(1− α)2(1 +
√
α)2 , (2.38)

C4 =
√
αλk2[4− 3α +

√
αα]

4(1− α)2(1−
√
α)2 . (2.39)

See Section 2.6.3 for the proof, in which we use the classic assumption that covariance den-
sity does not depend on time, assumption valid only if the process is stationary. However,
we remark that theoretical variance is close to the results from simulations, see Section
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4.5 for a comparison between simulated and actual variance. A similar comparison in [70]
shows that theoretical variance based on stationary assumptions is a fine approximation
as well. Therefore, we consider that V(N(t)) approximately equals V(Ñ(t)) from now on.

Let us observe the behaviour of the variance. We first notice that for α→ 0 (null triggering
function), we obtain V(N(t)) −→

α→0
λt. This result is natural since we already mentioned

that a Hawkes process with a null triggering function is equivalent to a Poisson process of
parameter λ. Secondly, we remark that V(N(t)) ∼

t→+∞
λ

(1−α)3 t. We have seen previously
that E(N(t)) ∼

t→+∞
λ

1−αt: it is logical that we obtain as a limit a variance greater than
λ

1−αt since a Hawkes process is more volatile than a Poisson process. The limit of the
variance is calculated in Proposition 3 from [83], which gives the same result. It is also
possible to do an analysis in terms of regimes similar to the expectation.

2.5.4 Central limit theorem for Hawkes processes

From Theorem 2 of [84], we state a central limit theorem for Hawkes process, when
t→ +∞. The following proposition is true for any k1 ≥ 1:

Proposition 5 (Central limit theorem for Hawkes processes) We have the fol-
lowing convergence in distribution:

lim
t→+∞

N(t)− λ̄t√
t

d= σN (0, 1), (2.40)

where:

• λ̄ = λ
1−α ;

• σ2 = λ
(1−α)3 ;

• d= means equality in distribution.

We recognize in this central limit theorem the limits of expectation and variance calculated
previously. The central limit theorem gives the distribution of the number of events at a
large time horizon.

2.6 Proofs

2.6.1 Proof of equations (2.21) and (2.22)

We update Θ̂(l) such that Θ̂(l+1) = argmax
Θ

Fs(Θ, Θ̂(l)). We solve ∂Fs(Θ,Θ̂(l))
∂Θ = 0.
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Fs(Θ, Θ̂(l)) = −Q(Θ, Θ̂(l)) +R1(Θ) + R̂
(l)
2 (Θ, Θ̂(l))

=
U∑
u=1

{
−

m∑
i=1

(
Tuλi(xu) +

Nu(Tu)∑
k=1

D∑
d=1

adi,eu
k
Gd(Tu − tuk)

)

+
Nu(Tu)∑
k=1

p
(l)
eu
k
,eu
k

log
(λeu

k
(xu)

p
(l)
eu
k
,eu
k

)
+

k−1∑
j=1

D∑
d=1

p
(l)
eu
k
,euj

log
(adeu

k
,euj
gd(tuk − tuj )

p
(l)
eu
k
,euj

)

+ α1

( D∑
d=1

m∑
i=1

m∑
j=1

(adi,j)2

2

)
+ α2

( D∑
d=1

m∑
i=1

m∑
j=1

(adi,j + â
d,(l)
j,i )2

2

)}
.

For all k ∈ {1, ...,m},

∂Fs(Θ, Θ̂(l))
∂µk

= −
U∑
u=1

Tu +
( U∑
u=1

∑
eui =k

p
(l)
eui ,e

u
i

) 1
µk
,

therefore we set µ̂(l+1)
k such that

(
∂Fs
∂µk

)
µk=µ̂(l+1)

k

= 0, which leads to:

µ̂
(l+1)
k =

∑U
u=1

∑
eui =k p

(l)
eui ,e

u
i∑U

u=1 Tu
.

For all d ∈ {1, ..., D}, (i, j) ∈ {1, ...,m}2,

∂Fs(Θ, Θ̂(l))
∂adi,j

= −
U∑
u=1

∑
eu
k

=j
Gd(Tu − tuk) +

( U∑
u=1

∑
eu
k

=i

∑
eum=j

p
(l)
eu
k
,eu
k

) 1
adi,j

+ (α1 + α2)adi,j + α2â
d,(l)
j,i .

We denote:

Ai,j = −
U∑
u=1

∑
eu
k

=j
Gd(Tu − tuk) and

B
(l)
i,j =

U∑
u=1

∑
eu
k

=i

∑
eum=j

p
(l)
eu
k
,eum
.

We set âd,(l+1)
i,j such that

(
∂Fs
∂adi,j

)
adi,j=â

d,(l+1)
i,j

= 0, which leads to:

Ai,j +B
(l)
i,j

1
adi,j

+ (α1 + α2)adi,j + α2â
d,(l)
j,i = 0,

(α1 + α2)(adi,j)2 + (Ai,j + α2â
d,(l)
j,i )adi,j +B

(l)
i,j = 0,
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â
d,(l+1)
i,j =

−(Ai,j + α2â
d,(l)
j,i ) +

√
(Ai,j + α2â

d,(l)
j,i )2 − 4(α1 + α2)B(l)

i,j

2(α1 + α2) .

�

2.6.2 Proof of Proposition 3

The proof of Proposition 3 is based on a Laplace transform, since the calculation of
E(N(t)) implies a convolution product of two functions.

1. Laplace transform of g(t) = E[λ∗(t)]

Since E(N(t)) =
∫ t

0 E[λ∗(t)]dt, we first focus on E[λ∗(t)], that we denote g(t). We
saw that:

g(t) = λ+
∫ t

0
µ(t− u)g(u)du. (2.41)

We recognize a convolution product of g and µ, denoted g ∗ µ. Therefore it is much
easier to work into Laplace domain, since L

[
g ∗ µ(t)

]
(s) = L

[
g(t)

]
(s)× L

[
µ(t)

]
(s).

By transforming (2.41) into Laplace domain:

L
[
g(t)

]
(s) = L

[
λ+

∫ t

0
µ(t− u)g(u)du

]
(s)

= L
[
λ
]
(s) + L

[
µ(t)

]
(s)× L

[
g(t)

]
(s).

By rearranging, we obtain:

L
[
g(t)

]
(s) =

L
[
λ
]
(s)

1− L
[
µ(t)

]
(s)

. (2.42)

2. Inverse of g(t) Laplace transform

We turn the Laplace transform into the temporal domain. In our study, µ is a
Gamma density function and is given by equation (2.3). We can show that the
Laplace transform is (see [85]):

L
[
µ(t)

]
(s) = α

(1 + k2s)k1
. (2.43)



62 Chapter 2. Influence of life events: Hawkes processes and properties

By using (2.42) in (2.43), we obtain:

L
[
g(t)

]
(s) =

L
[
λ
]
(s)

1− L
[
µ(t)

]
(s)

= λ

s
(
1− α

(1+k2s)k1

) .
The complexity of this Laplace transform increases with the value of k1. In partic-
ular, from k1 = 3, more calculation is needed to identify the right inverse Laplace
transform.

• For k1 = 1 (see (2.5)):

L
[
g(t)

]
(s) = λ

s
(
1− α

(1+k2s)

) =

(
λ

1−α

)
s
−

(
αλ

1−α

)
1−α
k2

+ s
. (2.44)

By transforming (2.44) into the temporal domain, we obtain:

g(t) = E(λ∗(t)) = λ

1− α −
αλ

1− α exp
(
− 1− α

k2
t
)
.

• For k1 = 2 (see 2.4):

L
[
g(t)

]
(s) = λ

k2
2s
(

1+
√
α

k2
+ s

)(
1−
√
α

k2
+ s

) + 2λ
k2
(

1+
√
α

k2
+ s

)(
1−
√
α

k2
+ s

)
+ λs(

1+
√
α

k2
+ s

)(
1−
√
α

k2
+ s

) . (2.45)

By turning (2.45) into the temporal domain, we obtain:

g(t) = E(λ(t)) = λ

1− α + λ
√
α

2(1 +
√
α) exp

(
− 1 +

√
α

k2
t
)

− λ
√
α

2(1−
√
α) exp

(
− 1−

√
α

k2
t
)
.

• For k1 = 3 (see 2.4):

L
[
g(t)

]
(s) = λ

s
(
1− α

(1+k2s)3

)
= λ

s
+ λα

s((1 + k2s)3 − α)

= λ

s
+ λα

k3
2s(s+ 1−α1/3

k2
)(s2 + a1s+ a2)

= λ

s
+ λα

k3
2

[
A

s
+ B

s+ r1
+ Cs+D

(s+ a)2 + ω2

]
,
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by partial fraction decomposition, where:
r1 = 1−α1/3

k2
, a1 = (2+α1/3)

k2
, a2 = (1−α)

(1−α1/3)k2
2
, a = (2+α1/3)

2k2
, ω =

√
3α1/3

2k2
.

From the above partial fraction decomposition, (A,B,C,D) is the solution of
the following linear system:



A+ B+ C = 0
(a1 + r1)A+ a1B+ r1C + D= 0

(a2 + r1a1)A+ a2B + r1D= 0
r1a2A = 1

The solution is:

A = 1
r1a2

,

B = 1
r1(r1a1 − r2

1 − a2) ,

C = r1 − a1

a2(r1a1 − r2
1 − a2) ,

D = r1a1 − a2
1 + a2

a2(r1a1 − r2
1 − a2) .

Therefore the Laplace transform equals:

L
[
g(t)

]
(s) = λ

s
+ λα

k3
2

[
A

s
+ B

s+ r1
+ Cs+D

(s+ a)2 + ω2

]

= λ

s
+ λα

k3
2

[
A

s
+ B

s+ r1
+ C(s+ a)

(s+ a)2 + ω2 +
(D−Ca)

ω
ω

(s+ a)2 + ω2

]

= λ

(1− α)s + λαB

k3
2(s+ r1) + λαC

k3
2

(s+ a)
(s+ a)2 + ω2 + λα(D − Ca)

k3
2ω

ω

(s+ a)2 + ω2 .

(2.46)
By turning (2.46) into the temporal domain, we obtain:

g(t) = E(λ(t)) = λ

1− α + λαB

k3
2

exp(−r1t) + λαC

k3
2

cos(ωt) exp(−at)

+λα(D − Ca)
k3

2ω
sin(ωt) exp(−at).

3. Calculation of E(N(t)) from g(t)
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From g(t), we calculate E(N(t)):

E(N(t)) =
∫ t

0
g(t)dt,

which leads us to (2.29), (2.30) and (2.31).

�

2.6.3 Proof of Proposition 4

Proof inspired from Appendix A.2 of [67].

1. Link between the variance and the covariance density Φ(τ)

We calculate the variance from the so-called covariance density Φ(τ), τ > 0, defined
in [66]. According to [66], the covariance density is given by the following equation:

Φ(τ) = λ̄µ(τ) +
∫ τ

−∞
µ(τ − u)Φ(u)du

= λ̄µ(τ) +
∫ +∞

0
µ(τ + u)Φ(u)du+

∫ τ

0
µ(τ − u)Φ(u)du, (2.47)

where λ̄ = λ
1−α . Considering the stationary Hawkes process Ñ(·), the variance

V(Ñ(t)) and the covariance density are linked by the following equation:

V(Ñ(t)) = λ̄t+ 2
∫ t

0

∫ t1

0
Φ(t2 − t1)dt1dt2. (2.48)

2. Laplace transform of Φ(τ)

We first calculate Φ(τ). We recognize a convolution product in equation (2.47).
Thus we work in the Laplace domain:

L
[
Φ(τ)

]
(s) = L

[
λ̄µ(τ) +

∫ +∞

0
µ(τ + u)Φ(u)du+

∫ τ

0
µ(τ − u)Φ(u)du

]
(s)

= λ̄L
[
µ(τ)

]
(s) + L

[ ∫ +∞

0
µ(τ + u)Φ(u)du

]
(s)︸ ︷︷ ︸

=:l1(s)

+L
[
Φ(τ)

]
(s)× L

[
µ(τ)

]
(s). (2.49)

For k1 = 2:
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l1(s) = L
[ ∫ +∞

0
µ(τ + u)Φ(u)du

]
(s)

= L
[ ∫ +∞

0

α(τ + u) exp(− τ+u
k2

)
k2

2
Φ(u)du

]
(s)

= L
[ ∫ +∞

0

ατ exp(− τ
k2

) exp(− u
k2

)
k2

2
Φ(u)du

]
(s)

+ L
[ ∫ +∞

0

αu exp(− τ
k2

) exp(− u
k2

)
k2

2
Φ(u)du

]
(s).

By using the definition of the Laplace transform:

l1(s) = α

k2
2

∫ +∞

0
τ exp(−(s+ 1

k2
)τ)

[ ∫ +∞

0
exp(− u

k2
)Φ(u)du

]
︸ ︷︷ ︸

L
[

Φ(τ)
]

( 1
k2

)

dτ

+ α

k2
2

∫ +∞

0
exp(−(s+ 1

k2
)τ)

[ ∫ +∞

0
u exp(− u

k2
)Φ(u)du

]
︸ ︷︷ ︸

−L
[

Φ(τ)
]′

( 1
k2

)

dτ

= α

k2
2(s+ 1

k2
)

[ 1
(s+ 1

k2
)L
[
Φ(τ)

]
( 1
k2

)− L
[
Φ(τ)

]′
( 1
k2

)
]
.

By replacing l1(s) in (2.49) we obtain:

L
[
Φ(τ)

]
(s) = λ̄L

[
µ(τ)

]
(s) + α

k2
2(s+ 1

k2
)

[ 1
(s+ 1

k2
)L
[
Φ(τ)

]
( 1
k2

)− L
[
Φ(τ)

]′
( 1
k2

)
]

+ L
[
Φ(τ)

]
(s)× L

[
µ(τ)

]
(s). (2.50)

To solve (2.50) and find Φ, we need to calculate L
[
Φ(τ)

]
( 1
k2

) and L
[
Φ(τ)

]′
( 1
k2

).

First, by substituting s = 1
k2

in (2.50), rearranging and using (2.43) for L
[
µ(τ)

]
(s),

we obtain:

L
[
Φ(τ)

]′
( 1
k2

) + (2− α)k2

α
L
[
Φ(τ)

]
( 1
k2

) = λ̄k2

2 . (2.51)

Second, by differentiating (2.50), we obtain:
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L
[
Φ(τ)

]′
(s) = λ̄L

[
µ(τ)

]′
(s)−

2αL
[
Φ(τ)

]
( 1
k2

)
k2

2(s+ 1
k2

)3 +
αL
[
Φ(τ)

]′
( 1
k2

)
k2

2(s+ 1
k2

)2

+ L
[
µ(τ)

]′
(s)L

[
Φ(τ)

]
(s) + L

[
µ(τ)

]
(s)L

[
Φ(τ)

]′
(s). (2.52)

By substituting s = 1
k2

in (2.52), rearranging and using (2.43) for L
[
µ(τ)

]
(s) and

L
[
µ(τ)

]′
(s), we obtain:

L
[
Φ(τ)

]′
( 1
k2

) + αk2

(2− α)L
[
Φ(τ)

]
( 1
k2

) = −λ̄k2α

2(2− α) . (2.53)

(2.51) and (2.53) form a system of two equations with two variables, L
[
Φ(τ)

]
( 1
k2

)
and L

[
Φ(τ)

]′
( 1
k2

). Solving this system leads to:

L
[
Φ(τ)

]
( 1
k2

) = λ̄α

4(1− α) ,

L
[
Φ(τ)

]′
( 1
k2

) = −λ̄αk2

4(1− α) .

We can now solve (2.50). After rearranging:

L
[
Φ(τ)

]
(s) =

α[λ̄+ L
[
Φ(τ)

]
( 1
k2

) +
√
α
k2
L
[
Φ(τ)

]′
( 1
k2

)]
k2

2(s+ 1+
√
α

k2
)(s+ 1−

√
α

k2
)

−
αL
[
Φ(τ)

]′
( 1
k2

)
k2

2(s+ 1−
√
α

k2
)

=
−
√
α[λ̄+ L

[
Φ(τ)

]
( 1
k2

) +
√
α
k2
L
[
Φ(τ)

]′
( 1
k2

)]
2k2(s+ 1+

√
α

k2
)

+
√
α[λ̄+ L

[
Φ(τ)

]
( 1
k2

)−
√
α
k2
L
[
Φ(τ)

]′
( 1
k2

)]
2k2(s+ 1−

√
α

k2
)

.

3. Inverse Laplace transform of Φ(τ)

We turn the Laplace transform of Φ(τ) into the temporal domain.
For k1 = 2, we can show that:

Φ(τ) = D1 exp(−ω1τ) +D2 exp(−ω2τ), (2.54)

where:
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ω1 = 1 +
√
α

k2
, (2.55)

ω2 = 1−
√
α

k2
, (2.56)

D1 =
−
√
α[λ̄+ L

[
Φ(τ)

]
( 1
k2

) +
√
α
k2
L
[
Φ(τ)

]′
( 1
k2

)]
2k2

= −
√
αλ̄[4− 3α−

√
αα]

8k2(1− α)2 , (2.57)

D2 =
√
α[λ̄+ L

[
Φ(τ)

]
( 1
k2

)−
√
α
k2
L
[
Φ(τ)

]′
( 1
k2

)]
2k2

=
√
αλ̄[4− 3α +

√
αα]

8k2(1− α)2 . (2.58)

4. Calculation of V(Ñ(t)) from Φ(τ)

From Equations (2.48) and (2.54), we calculate V(Ñ(t)).

�





Chapter 3

Parameters of the recommendation
system and performance indicators

3.1 Objective

In Chapter 1, we provided a baseline of the probability for a customer to accept a rec-
ommendation, based on their background information, meant for being used as the back-
ground intensity of the point process modelling the event “Subscription to a new insurance
cover”. A method to make this baseline explainable, i.e. the SHAP values, was also de-
veloped. In Chapter 2, we developed a framework for MHP, including the definition, a
method to estimate parameters and several mathematical properties.

This Chapter 3 makes the connection between the two previous chapters, by introduc-
ing the final MHP which models the recommendation system. It presents a complete
parametrization of the MHP, by explaining the selection of life events integrated into
the point processes, the building of background intensities or the values of hyperparame-
ters. Then we propose an interpretation of the parameters obtained from the estimation
detailed in Chapter 2. Finally, several performance indicators of the recommendation
system are presented, in order to demonstrate the different contributions of the modelling
by a MHP.

Chapter 3 is organized as follows. Section 3.2 presents the parametrization of the MHP.
Section 3.3 details the results of the parameters estimation and proposes an interpretation
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of these results. Section 3.4 presents several performance indicators of the recommenda-
tion system.

3.2 MHP parametrization

3.2.1 List of life events

The first parameter to select is the list of life events to consider. The life events must
have an impact on the probability to add an insurance cover, even indirectly. Since each
event could influence another in a MHP, we could consider an event A which impacts the
occurrence of an event B which makes the new subscription more or less likely.

Moreover, the life events must have a satisfying data quality. They must be observed
from the beginning of the common observation period and on every customer considered.
The method of data collection and the source of data should be reliable, whether they are
owned by Foyer or open data.

Finally, the dimensions of the problem should be limited so that it does not affect the
performances of the parameters estimation. Complexity increases quadratically with the
number of events to consider m. To deal with high-dimensional problems, the authors in
[86] propose a low-rank approximation of the kernel matrix to perform a nonparametric
learning of the MHP.

Considering these three criteria, we selected the following list of life events, detailed in
Definition 12.

Definition 12 (List of life events).
We consider m = 6 types of events. Each number of event will be used for their corre-
sponding intensity, or any mathematical object referring to a specific event. For instance,
λ∗1(·) represents the intensity of the event number 1.

• Event number 1: Subscription to a new insurance cover, for which the intensity
would represent the probability for the customer to accept a recommendation;

• Event number 2: Change of vehicle;

• Event number 3: Modification of household composition (including weddings);

• Event number 4: Births;

• Event number 5: Change of job;

• Event number 6: Move.
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3.2.2 Background intensity

In Definition 2, we introduced the background intensity λi(xu(t)), for each event i ∈
{1, ...,m} and customer u ∈ U . In Section 2.3.1, we assumed that λi(xu(t)) is decomposed
into the product of a common proportional factor µi and fi(xu(t)) which introduces a
personalization for each customer (see Equation (2.8)). We present below the building of
each fi(xu(t)):

• Event number 1: f1(xu(t)) has been estimated in Chapter 1. For every customer
u ∈ U , f1(xu(t)) = f̂(xu(t)), where f̂(xu(t)) is introduced in Section 1.4;

• Event number 2: f2(xu(t)) is estimated by an Extreme Gradient Boosting algo-
rithm, which learned the vehicle change frequency over customers who subscribed
to a car insurance for five years at least. The features taken into account are mainly
the vehicle characteristics and the customer’s profile;

• Event number 3: f3(xu(t)) = 1 for all customer u ∈ U . A modification of
household composition includes many types of events (e.g. flatsharing, civil union,
weddings, step-families), implies complex interactions and could occur at any mo-
ment of life. That’s why we assume that background intensity is equal for each
customer;

• Event number 4: f4(xu(t)) equals the birthrate of the age group the customer
u belongs to. Birthrates were extracted from the national statistics portal of Lux-
embourg [87]. In Appendix B, Table B.1 presents fertility rates by age groups in
Luxembourg;

• Event number 5: f5(xu(t)) is built from a survey of the French Institute of
Statistics (see [88]), assuming that France and Luxembourg have similar population
dynamics as France is a border country. f5(xu(t)) equals the rate of people who
changed of job over five years by age group. In Appendix C, Table C.1 presents the
change of job rates by age groups in France observed from 2010 to 2015;

• Event number 6: f6(xu(t)) = 1 for all customer u ∈ U . Several studies indeed
show that moving out is almost always linked to a life event: 70% are due to family
events (births, weddings...) and 30% to professional reasons according to the French
Institute of Statistics (see [89]). Thus, we assume that the background intensity is
the same for every customer and the event is only influenced by the occurrence of
life events.

3.2.3 Data and hyperparameters

This work uses data provided by Foyer Assurances. We extracted sequences of life events
from Foyer customers observed between T1 = 2015 and T2 = 2018 included. Each row
from the final data-set represents one event. The columns are:
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• Customer’s ID number u ∈ U ;

• Time length we observe life events for customer u, Tu;

• Type of event (euk denotes the kth event that occurred to customer u);

• Time of occurrence (tuk denotes the time when the kth event occurred to customer
u).

Some descriptive statistics about this data-set are listed below:

• There are around U = 63.000 customers;

• The number of rows is ∑U
u=1N

u(T2) = 149.000 approximately, therefore there are
around 2.4 events per customer on average;

• We also present the distributions of events in Table 3.1 below.

For hyperparameters introduced in the previous section we set the following values:

• Niter = 100, ε = 0.005, values used in [80];

• ω = 0.05, fixed from the rule of thumb detailed in [80];

• κ = 2, as developed in [2] which allows to include a delay between the occurrence
of an event and its effect on the other types of events;

• D = 6, so that immediate response and five different delayed triggers are taken into
account. As we can see in Figure 3.1, functions curves flatten when d increases,
therefore adding more basis functions would not provide a type of response distinct
from the first six functions;

• α1 = 104;

• α2 = 106.

To set α1 and α2, we performed a grid-search over a parameter grid based on NLL value,
where (α1, α2) ∈ [100, 108]2.

In Figure 3.1 we plot the D basis functions gd, d ∈ {1, ..., D}.
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Figure 3.1: Plot of basis functions gd, d ∈ {1, ..., D}

3.3 Parameters estimation

3.3.1 Results

The parameters estimation leads to the following results:

• µ̂ =
(
µ̂i
)
i∈{1,...,m}

= [2.74× 10−2,6.76× 10−1,8.65× 10−2,2.11× 10−4,1.52× 10−3,8.24× 10−2],
as described in Equation (2.8) where the background intensity is proportional to µ̂;

• Âd =
(
âdi,j
)
i,j=1,...,m

, Â = {Âd}d∈{1,...,D}: in Table 3.1 we compute Âsum, estimation

of Asum = ∑D
d=1Ad =

(
asumi,j

)
i,j=1,...,m

, the sum of the D infectivity matrix. As a
reminder, each adi,j is the coefficient used to calculate the dth triggering function for
the influence of event i on event j (see Equation (2.9)).

Triggered
Triggering

Ins. cov.
modif.

Change
of vehicle

House.
compo.

Birth Change
of job

Move

Insurance cover modif. 1.4× 10−2 4.4× 10−2 8.2× 10−4 3.4× 10−6 2.2× 10−3 1.65× 10−3

Change of vehicle 1.7× 10−15 6.3× 10−15 1.5× 10−5 4.8× 10−4 1.1× 10−3 7.3× 10−8

Household composition 2.5× 10−3 8.6× 10−3 6.2× 10−23 5.4× 10−3 1.0× 10−2 3.0× 10−2

Birth 9.6× 10−5 6.8× 10−5 3.1× 10−5 3.9× 10−15 1.5× 10−3 3.6× 10−3

Change of job 1.0× 10−3 2.0× 10−4 5.6× 10−4 9.7× 10−4 1.2× 10−2 2.0× 10−3

Move 9.7× 10−4 6.5× 10−7 4.2× 10−3 4.9× 10−4 2.8× 10−3 1.8× 10−18

Table 3.1: Estimation of the sum of the D infectivity matrix Asum
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All the matrix Âd are in Appendix D. We propose explanations and an interpretation of
these numerical results in the following subsection.

3.3.2 Interpretation

We propose below an interpretation of the results of parameters estimation.

3.3.2.1 Highest interactions between events

The matrixAsum models the way events trigger each other. The higher is asumi,j , the higher
is the increasing of the intensity of event i when j occurred. We sort in Table 3.2 the
interactions Event i → Event j by decreasing coefficients âsumi,j .

Event triggering Event triggered Coefficient
Change of vehicle Insurance cover modification 4.45× 10−2

Move Household composition 3.07× 10−2

Insurance cover modification Insurance cover modification 1.46× 10−2

Change of job Change of job 1.29× 10−2

Change of job Household composition 1.02× 10−2

Change of vehicle Household composition 8.64× 10−3

Birth Household composition 5.49× 10−3

Household composition Move 4.23× 10−3

Move Birth 3.61× 10−3

Change of job Move 2.86× 10−3

Table 3.2: Highest interactions between events

We explicit the meaning of each coefficient âsumi,j . The first coefficient of Table 3.2, i.e.
âsum1,2 , represents how the intensity of the event “Insurance cover modification” is influ-
enced when the event “Change of vehicle” occurs. As described in Equation (2.9), the
coefficient âsum1,2 is the sum of âdi,j, d ∈ {1, ..., D}, weighting the basis triggering functions.
The fact that it is the highest coefficient means that among all types of events, the most
significant jump of intensity when an event occurs is when a customer changes his vehicle,
which increases his probability to modify his insurance cover.

We notice that insurance cover modifications are likely to be triggered by a change of
vehicle and by a previous modification. It means that according to our model, we should
recommend a new guarantee when the customer buys a new car (a different vehicle implies
new needs of insurance) or has recently modified his cover (the customer is more receptive
after a first change). Other high interactions also make sense, such as the link between
move and household composition: people often get a common place when they move in
together.
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3.3.2.2 Expected value

For each customer u and type of event i, assuming Nu
i is a stationary process, the expected

total of events at the end of observation period is denoted nui . We also denote nu =[
nui
]
i∈{1,...,m}

. nu is given by (see [90]):

nu = Tu

(
Im −Asum

)−1
λ(xu), (3.1)

where Im is the identity matrix of dimensions m × m. This first order moment allows
us to check whether the order of magnitude of parameters is correct, by comparing the
theoretical expected value of the total of events and the distribution observed in the data-
set. We could also quantify the average part of occurrences triggered by past events, for
event i and customer u, by computing nui −λi(xu)Tu

nui
. On the opposite, the quotient λi(xu)Tu

nui

represents the part of events which occur due to the "natural" tendency of the customer,
modelled by the background intensity. In Table 3.3, we present:

• The distribution of events observed in the data-set, on average per customer: 1
U

∑U
u=1N

u
i (Tu);

• The average of expected value of the number of events, over every customer: 1
U

∑U
u=1 n

u
i ;

• The average of background intensities multiplied by time exposure, over every cus-
tomer: 1

U

∑U
u=1 λi(xu)Tu;

• The average part of occurrences triggered by past events, over every customer:
1
U

∑U
u=1

nui −λi(xu)Tu
nui

.

Type of event Observed Expected
value

Background
intensity

% from past
events

Insurance cover
modif.

9.70× 10−2 9.16× 10−2 1.50× 10−2 83.6%

Change of vehicle 1.22 1.21 1.21 0.01%
Household compo. 4.18× 10−1 4.35× 10−1 4.11× 10−1 5.66%
Birth 5.64× 10−2 5.36× 10−2 5.18× 10−2 3.29%
Change of job 1.63× 10−1 1.52× 10−1 1.49× 10−1 2.22%
Move 4.32× 10−1 3.93× 10−1 3.91× 10−1 0.60%

Table 3.3: Comparison between the distribution of events observed in the
data-set and the expected total of events

First, we observe that the order of magnitude of parameters is correct, by comparing
actual average of events with their expected value. Estimation on event number 1 seems
more accurate than other events, which could be explained by the fact that change of
vehicle represents half of total events. We also notice that according to our model, 83% of
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insurance cover modifications are triggered by other life events. This observation justifies
our model a posteriori, since the objective is to take into account the influence of life
events on this type of event. We could also observe that on the opposite the changes
of vehicle are almost never triggered by other events. This seems to be in compliance
with Luxembourgish customers behavior: they buy a new vehicle every 3-4 years without
waiting for a specific event.

3.3.2.3 Prediction by simulation

The main interest of building our recommendation system with a Multivariate Hawkes
Process is that the recommendations are updated with respect to events occurrences,
which allows us to have the best timing to suggest insurance covers to customers. The
recommendation system is not based on expected values provided by the model, but on
instantaneous intensities updated by events occurrences. However, it is useful to know
the distribution of the total of events for each customer for other purposes than marketing
(for instance, forecasting the workload of company’s staff, which is proportional to the
total of events to manage). We evaluate the distribution numerically by simulating n

trajectories and calculating empirical distribution.

In order to simulate the estimated Multivariate Hawkes Process for customer u from time
0 to Tu, we use the Ogata’s thinning algorithm (see [77]), written in Algorithm 4 in Ap-
pendix.

We perform simulations on two types of customers, denoted u1 and u2:

• a younger customer aged 29, more likely to change his vehicle, to have a child and
get a new job spontaneously (i.e. according to the background intensities);

• an older customer aged 45, less likely to change his vehicle, to have a child and get
a new job spontaneously.

Moreover, both have a similar background intensity for the event “Subscription to a new
insurance cover”, i.e. they have the same probability to modify their cover regardless of
life events. We plot in Figures 3.2 and 3.3 the simulated distribution of events over 10 000
simulations for both customers with the following sets of parameters: Tu1 = 5, f1(xu1) =
0.12, f2(xu1) = 0.42, f4(xu1) = 77.6, f5(xu1) = 33 and Tu2 = 5, f1(xu2) = 0.12, f2(xu2) =
0.32, f4(xu2) = 47.97, f5(xu2) = 16, estimated as detailed in Section 3.2.2.
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Figure 3.2: Distribution of events over 10,000 simulations for a 29-year-
old customer with parameters: Tu1 = 5, f1(xu1) = 0.12, f2(xu1) =

0.42, f4(xu1) = 77.6, f5(xu1) = 33.

Figure 3.3: Distribution of events over 10,000 simulations for a 45-year-
old customer with parameters: Tu2 = 5, f1(xu2) = 0.12, f2(xu2) =

0.32, f4(xu2) = 47.97, f5(xu2) = 16.
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We compare results of simulations for customers u1 and u2. We notice that despite even
background intensities, the customers u1 and u2 don’t have the same probability to add
a guarantee. The probability that the customer u1 adds a guarantee is 70% higher than
for the customer u2 (i.e. 9.1% versus 5.3%). This illustrates the influence of life events on
the subscription to an insurance cover: with an even background intensity, the difference
between the two customers is significant. It could be explained by the higher frequency
of events observed for the customer u1.

Regarding each customer apart, the customer u1 has a 58.9% probability to change of job
over the next five years and a 59.1% chance to move in another place for instance, which
seems correct as order of magnitude. Concerning the customer u2, events distributions
make sense as well given customer’s age and situation: this customer aged 45 and married
is not likely to become a father again (5.3%), to have a new job (11.8%) and he is
more likely to keep his household steady (66% of probability to keep the same household
composition and 64% of probability to keep the same apartment/house).

3.3.2.4 Influence of regularization

As a reminder, regularization aims to correct the main default observed on the data-set,
which is the inaccuracy of times of occurrence. Some events might happen before some
others according to the data-set, while it is the opposite in real life. The consequence of
this inaccuracy may be that these misreported dates could reinforce the wrong coefficients
from triggering matrix. The objective of this subsection is to show that regularization
allows us to fix this problem.

To do so, we compare the list of higher interactions without and with regularization.
Especially, we check whether couples of events (Event 1, Event 2) which appear on top
of the list with both causations Event 1 → Event 2 and Event 2 → Event 1 without
regularization appear with only one causation with regularization. Table 3.4 compares
higher interactions (as defined in Section 3.3) in both cases by highlighting the various
couples of events.
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Without regularization With regularization
Triggering Triggered Coefficient Triggering Triggered Coefficient
Move Household

composition
5.90× 10−2 Change of ve-

hicle
Insurance
cover modi-
fication

4.45× 10−2

Change of ve-
hicle

Insurance
cover modi-
fication

5.38× 10−2 Move Household
composition

3.07× 10−2

Insurance
cover modifi-
cation

Change of
vehicle

4.89× 10−2 Insurance
cover modifi-
cation

Insurance
cover modi-
fication

1.46× 10−2

Insurance
cover modifi-
cation

Insurance
cover modi-
fication

4.70× 10−2 Change of job Change of
job

1.29× 10−2

Change of ve-
hicle

Household
composition

2.39× 10−2 Change of job Household
composition

1.02× 10−2

Change of job Change of
job

2.35× 10−2 Change of ve-
hicle

Household
composition

8.64× 10−3

Household
composition

Move 1.91× 10−2 Birth Household
composition

5.49× 10−3

Move Birth 1.82× 10−2 Household
composition

Move 4.23× 10−3

Change of job Household
composition

1.35× 10−2 Move Birth 3.61× 10−3

Move Insurance
cover modi-
fication

8.40× 10−3 Change of job Move 2.86× 10−3

Table 3.4: Comparison of highest interactions between events without and
with regularization

We notice that with regularization, only one causation from couples of events (Move,
Household composition) and (Change of vehicle, Insurance cover modification) is kept as
expected. The other causation has a lower coefficient, which allows us to define which
event triggers the other for every couple.

3.4 Backtesting over year 2019

In order to check the accuracy of our recommendation system, we perform a backtesting
over year 2019 as follows:
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1. We consider the Multivariate Hawkes Process learned as described previously from
data observed from 2015 to 2018, whose parameters are given in Section 3.3. For each
customer u, we focus on λu,∗1 (t), the intensity related to the event 1 (i.e. subscription
to a new insurance cover), where t takes its values on year 2019;

2. Over 2019, we observe λu,∗1 (t), considering that every event of types 2 to 6 in his-
torical data occurs on every customer u. We calculate recommendations by two
methods:

• We consider that any time the intensity is higher than a threshold λ∗threshold,
we should recommend to the customer the upgrade of his insurance cover.
This threshold equals the quantile of the maximal intensity observed on each
customer in 2019 of order 1 − α, where α is the proportion of customers who
changed their cover over year 2019:

λ∗threshold = m({max
t

(
λu,∗1 (t)

)
}u∈U , bαUc), (3.2)

where m(S, n) is the subset of S which contains elements of S higher that the
nth maximum of S. Choosing this threshold allows us to get the same amount
of recommendations than observed in 2019;

• We consider that we should make recommendations only based on background
intensities, i.e. on customers u with λ1(xu) higher than a threshold λthreshold

(in a similar way than in [1]) fixed so that the two methods propose the same
total of recommendations:

λthreshold = m({λ1(xu)}u∈U , bαUc); (3.3)

3. To quantify the performances of the recommendations, we compute the confusion
matrix which allows us to compare actual and predicted insurance cover subscrip-
tions. We represent the confusion matrix for both methods respectively in Tables
3.5 and 3.6.

Actual/Predicted No subscription Subscription
No subscription 56 734 (82%) 3401 (4%)
Subscription 3401 (4%) 5548 (8%)

Table 3.5: Confusion matrix to compare actual and predicted insurance
cover subscriptions over year 2019 based on full intensity
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Actual/Predicted No subscription Subscription
No subscription 56 734 (82%) 3401 (4%)
Subscription 5907 (8%) 3042 (4%)

Table 3.6: Confusion matrix to compare actual and predicted insurance
cover subscriptions over year 2019 based on background intensity

We see that our Multivariate Hawkes Process allows us to compute accurate recommen-
dations. The confusion matrix shows a sensitivity of 62% with the first method (i.e. the
proportion of recommendations that are correctly identified). Moreover, the compari-
son with the second method shows that the influence of life events allows us to improve
significantly the recommendation system accuracy. The accuracy drops to 34% without
considering the impact of life events.

We focus on customers on which the MHP approach allows us to turn a wrong recom-
mendation into a right one, in order to understand for which category of customers the
MHP performs better than the background intensity alone. In Table 3.7, we compare
the average number of events per customer for the whole portfolio of customers and for
customers correctly detected by the full intensity of the MHP for recommendation but not
by the background intensity (i.e. those among the 5548 customers correctly recommended
in Table 3.5 but not among the 3042 customers identified in Table 3.6).

Type of event All cus-
tomers

Customers detected
by the MHP

Change of vehicle 1.22 3.03
Household composition 4.18× 10−1 5.64× 10−1

Birth 5.64× 10−2 6.35× 10−2

Change of job 1.63× 10−1 2.22× 10−1

Move 4.32× 10−1 4.31× 10−1

Table 3.7: Comparison of the average number of events of customers cor-
rectly detected by the full intensity of the MHP for recommendation but

not by the background intensity

For instance, among the customers correctly detected by the full intensity but not by the
background intensity, the average number of changes of vehicle is around 3, while on the
entire portfolio this average number drops to 1.2. We see that the MHP performs well
on customers who change their vehicle more frequently than the others. As observed in
Table 3.2 listing the highest interactions between events, a change of vehicle leads to a
higher intensity for the process “Subscription to a new insurance cover”, which allows the
recommendation system to detect the new guarantees linked to a new vehicle.





Chapter 4

R Package

4.1 Objective

The objective of Chapter 4 is to introduce [libraryname], a R package that we developed
in order to provide to the R community to build a recommendation system based on a
MHP and a wide range of plotting tools around MHP. It proposes an implementation of
the parameters estimation algorithm presented in Section 2.4.2, of the Ogata’s thinning
algorithm (see Section 2.2.5.2) and a computation of MHP moments (see Section 3.3.2.2).
Several plot functions are included, in order to clearly display as much information as
possible about MHP. The [libraryname] package provides also examples and a full
documentation.

4.2 Existing libraries

Despite the fact that Hawkes processes are studied in numerous papers in the recent
literature, there exists no R packages which implement functions to estimate, plot or sim-
ulate MHP by letting the choice of the triggering functions in parameters. The package
hawkes [29] computes likelihood, expectation and variance of the process, and proposes
an implementation of Ogata’s simulation algorithm. The package emhawkes [30] pro-
poses an Expectation-Maximization algorithm implementation via several maximization
methods such as Newton-Raphson, Broyden-Fletcher-Goldfarb-Shanno, Berndt-Hall-Hall-
Hausman, Simulated ANNealing, Conjugate Gradients or Nelder-Mead (see [91]). How-
ever these two packages include no plotting methods and they are restricted to exponential
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triggering functions. The package hawkesbow [31] includes the possibility to choose differ-
ent functions (e.g. power law function, Gaussian or Pareto density) and a plotting function
representing the intensity and the dates of occurrence. However only the univariate case
is implemented. Also, the package PtProcess [32] is designed to model earthquakes by
marked point processes and includes only univariate analysis as a consequence.

Regarding Python libraries about MHP, pyhawkes [33] includes Bayesian inference meth-
ods to estimate a Hawkes process in discrete time. The library tick [34] proposes both
parametric and non-parametric Hawkes process estimation for the multivariate case and
several plot tools, in order to represent the intensity, the triggering functions or the events
history.

4.3 Features

4.3.1 Package architecture

The package [libraryname] includes several types of functions, which implement most
of the elements studied in Chapters 1, 2 and 3. Here is a short description of the different
categories of functions:

• Data preparation: loading and preparing data from raw datasets, so that all the
content is in the right format for further analysis;

• Parameters estimation: implementing the parameters estimation described in Sec-
tion 2.4;

• Simulation: simulating a MHP according to Algorithm 4;

• Mathematical objects: computing quantities such as expectations, variances, func-
tions (e.g. intensity, triggering functions);

• Plotting: displaying results quickly such as intensity, events history, SHAP values,
etc.

Table 4.1 details the full structure of the package [libraryname] by proposing an ex-
haustive list of the functions and their description.
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Category Function Description

Data preparation
load-data Import a raw dataset and turn it into

a list where each element contains
the sequence of past events and in-
formation about a customer

initialization Create a model with parameters se-
lected randomly from loaded data in
order to initialize model learning

Parameters estimation learn-MLE Learn model parameters according
to the algorithm described in Section
2.4 in function of several assump-
tions (e.g. penalization, triggering
functions)

Simulation simulation Simulate a MHP according to Algo-
rithm 4

Mathematical objects
intensity Calculate the intensity function of a

MHP given events history
MHP-expectation Calculate the expectation of MHP

based on parameters, according to
Equation (3.1)

Plotting
plot-history Plot the history of both intensity

and events occurrences of any pro-
cess from a MHP

Table 4.1: Description of the full structure of the package [libraryname]

4.3.2 Estimation and simulation: comparison with R packages

To our knowledge, the package [libraryname] is the first R package which implements a
parameters estimation for MHP with several observed parses. Data used to build the rec-
ommendation system are divided into sequences, where one sequence corresponds to one
customer. In Section 2.4, estimation algorithm is based on all the sequences of customers
u ∈ U . The R packages mentioned in Section 4.2, which propose an implementation of
estimation for MHP, learn parameters only from one sequence of events (e.g. the oc-
currence times of earthquakes in a given area). As a consequence, we cannot compare
the performances of [libraryname] with another package in terms of computational time.

However, we could compare the performances between the simulation algorithms from the
packages by adapting the parameters of the MHP. Since the package hawkes allows an
exponential triggering function only, we consider a MHP related to a customer u, which
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includes m processes and is defined by, for all i ∈ {1, ...,m}:

λu,∗i (t) = λi(xu(t)) +
m∑
j=1

Nu
j (t)∑
k=1

µi,j(t− tkj ), (4.1)

µi,j(t) = αi,j
exp(− t

ω
)

ω
, (4.2)

αi,j = a1
i,j. (4.3)

We select u = u1 (i.e. the 29-year-old customer simulated in Figure3.3) and we simulate
five years of life events by using the following packages: [libraryname], hawkes.

1 # Loading the packages and the model
2 library ([ libraryname ])
3 library ( hawkes )
4 load( model)
5

6 # Parameters
7 n =10000 # number of simulations
8 horizon =5 # projection over 5 years
9 mu= model$mu

10 A= model$A
11 w= model$w
12

13 # Simulations
14 t_1=Sys.time ()
15 simulation (model ,horizon ,n) # package [ libraryname ]
16 t_2=Sys.time ()
17 time_1 =t_2 -t_1
18

19 t_1=Sys.time ()
20 for(i in 1:n)
21 simulateHawkes (mu ,A,w, horizon ) # package hawkes
22 t_2=Sys.time ()
23 time_2 =t_2 -t_1

We compare the computational times in Figure 4.1, on logarithmic scale.
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Figure 4.1: Comparison of the computational times for several numbers of
simulations representing a 29-year-old customer with parameters: Tu1 =

5, f1(xu1) = 0.12, f2(xu1) = 0.42, f4(xu1) = 77.6, f5(xu1) = 33.

We could see that regarding simulations, the performances of the packages are equivalent,
while optimizing simulations is not the prime objective of the package [libraryname].





Chapter 5

Contributions and perspectives

5.1 Objectives

This chapter has two main objectives. The first aim is to sum up the contributions of
the previous chapters, by presenting a synthesized view of the novelties introduced in our
work. The second aim is to conclude on the perspectives considered for future work.

It is organized as follows. Section 5.2 lists the main contributions of the thesis, where
each novelty is described into a corresponding subsection. Section 5.3 presents several
leads for future work about the recommendation system based on a MHP.

5.2 List of contributions

5.2.1 Recommendation of insurance guarantees via the Apriori
algorithm

Through Assumption 2, we considered that the two following questions could be separated:

• To whom should we recommend an additional cover?

• Which cover should be recommended?

The second question is answered thanks to Apriori, whose application to insurance is a
novelty. Apriori method, synthesized in Algorithm 3, consists in generating all the asso-
ciation rules between an existing cover and all the unsubscribed guarantees and selecting
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the one with the highest confidence. The comparison with other algorithms of type col-
laborative filtering (i.e. users-items associations for recommendation systems) reveal that
Apriori is the most accurate approach as seen in Table 1.4:

Method Accuracy

Random 49 %
Popular 67 %
IBCF 71 %
UBCF 82 %
SVD 72 %
Apriori 95 %

5.2.2 Integration of life events for recommendation system

To the best of our knowledge, in the literature there exists no recommendation system
based on personal life events. Building a recommendation system with real data about life
events from customers, which leads to up-to-date recommendations in function of what
happens to customers in day-to-day life, is a contribution of this thesis. The following life
events are taken into account in the recommendation system (see Definition 12):

• Change of vehicle;

• Modification of household composition (including weddings);

• Births;

• Change of job;

• Move.

5.2.3 Personalized background intensity

For most of approaches presented in the related works (see Chapter 0), estimated back-
ground intensities of MHP are identical for every user. The recommendation system
includes a personalized background intensity for each customer, based on either Machine
Learning or relevant statistical analysis (see Section 3.2.2):

• Events “Subscription to a new insurance cover” and “Change of vehicle” have a
background intensity estimated by a XGBoost algorithm, from a database including
information about customers’ profile. The algorithm trained for the first type of
event was the first version of the recommendation system, tested on a pilot phase;

• Events “Birth” and “Change of job” have a background intensity estimated from
statistic surveys, which make a distinction between age groups concerning the oc-
currence rate.
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5.2.4 Suited triggering functions: Γ-Hawkes Processes proper-
ties

For the building of the MHP, we propose triggering functions which are adapted to the
insurance data to our disposal and which are different from classic kernels. We first
introduce the notion of Γ-Hawkes Processes, a category of univariate Hawkes Process
with a triggering function of Gamma density. We demonstrate several mathematical
properties about Γ-Hawkes Processes, whose conditional intensity function is:

λ∗(t) = λ+
N(t)∑
k=1

µ(t− tk),

and whose triggering function is µ(t) = α
tk1−1 exp(− t

k2
)

k
k1
2 Γ(k1)

, for several values of k1:

• Expectation:

1. For k1 = 1 (i.e. µ(t) = α
exp(− t

k2
)

k2
, exponential decay):

E(N(t)) = λ

1− αt−
αλk2

(1− α)2

[
1− exp

(
− 1− α

k2
t
)]
.

2. For k1 = 2 (i.e. µ(t) = α
t exp(− t

k2
)

k2
2

):

E(N(t)) = λ

1− αt+ λ
√
αk2

2(1 +
√
α)2

[
1− exp

(
− 1 +

√
α

k2
t
)]

− λ
√
αk2

2(1−
√
α)2

[
1− exp

(
− 1−

√
α

k2
t
)]
.

3. For k1 = 3 (i.e. µ(t) = α
t2 exp(− t

k2
)

k3
2Γ(3) ):

E(N(t)) = λ

1− αt+ λαB

k3
2

exp(−r1t) + λαC

k3
2

cos(ωt) exp(−at)

+λα(D − Ca)
k3

2ω
sin(ωt) exp(−at),

where

B = 1
r1(r1a1 − r2

1 − a2) , C = r1 − a1

a2(r1a1 − r2
1 − a2) , D = r1a1 − a2

1 + a2

a2(r1a1 − r2
1 − a2) ,

r1 = 1− α1/3

k2
, a1 = (2 + α1/3)

k2
, a2 = (1− α)

(1− α1/3)k2
2
, a = (2 + α1/3)

2k2
,

ω =
√

3α1/3

2k2
.
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• Variance:

1. For k1 = 1 (i.e. µ(t) = α
exp(− t

k2
)

k2
):

V(N(t)) = λ

(1− α)3 t−
λα(2− α)k2

(1− α)4

[
1− exp

(
− 1− α

k2
t
)]
.

2. For k1 = 2 (i.e. µ(t) = α
t exp(− t

k2
)

k2
2

):

V(N(t)) = C1 + C2t+ C3 exp(−ω1t) + C4 exp(−ω2t), where:

ω1 = 1 +
√
α

k2
,

ω2 = 1−
√
α

k2
,

C1 = −αk2λ[8− 5α + α2]
2(1− α)4 ,

C2 = λ

(1− α)3 ,

C3 = −
√
αλk2[4− 3α−

√
αα]

4(1− α)2(1 +
√
α)2 ,

C4 =
√
αλk2[4− 3α +

√
αα]

4(1− α)2(1−
√
α)2 .

• Central limit theorem:

lim
t→+∞

N(t)− λ̄t√
t

d= σB(1),

where:

• λ̄ = λ
1−α ;

• σ2 = λ
(1−α)3 ;

• B(1) is a standard Brownian motion;

• d= means equality in distribution.

5.2.5 Penalization

The objective function has been penalized in a new way, in order to improve the estimated
Hawkes Process robustness and compensate some defaults on real data. Regularization
aims to correct the main default observed on the data-set, which is the inaccuracy of
times of occurrence. Some events might happen before some others according to the
data-set, while it is the opposite in real life. The consequence of this inaccuracy may be
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that these misreported dates could reinforce the wrong coefficients from triggering matrix.

Parameters are estimated by minimizing the MHP negative log-likelihood. The contri-
bution is that two types of penalization, which are specific to our insurance data, are
proposed:

• Sparsity: we expect that for couples of events which have no influence on each
other, the infectivity matrix has zeros for the corresponding coefficients. That is
why we add a sparsity constraint, denoted R1:

R1(Θ) = α1

( D∑
d=1

m∑
i=1

m∑
j=1

(adi,j)2

2

)
,

where α1 is a parameter to control the influence of this regularization and adi,j is the
causality coefficient between events i and j related to the dth triggering function ;

• Minimizing the influence of overlapping events: for some events, the date
of occurrence that is in the data-set may be delayed of several days, because of
administrative issues. Therefore, we could believe that an event 1 is triggered by
an event 2, while event 2 actually occurred after event 1. Therefore we propose to
penalize the squared sum of coefficients adi,j and adj,i, in order to correct the influence
of overlapping events:

R2(Θ) = α2

( D∑
d=1

m∑
i=1

m∑
j=1

(adi,j + adj,i)2

2

)
,

where α2 is a parameter to control the influence of this regularization.

To observe the influence of penalization, we compare the list of higher interactions
without and with regularization. Especially, we check whether couples of events
(Event 1, Event 2) which appear on top of the list with both causations Event 1
→ Event 2 and Event 2 → Event 1 without regularization appear with only one
causation with regularization. Table 3.4 compares higher interactions (as defined in
Section 3.3) in both cases by highlighting the various couples of events.
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Without regularization With regularization
Triggering Triggered Coefficient Triggering Triggered Coefficient
Move Household

composition
5.90× 10−2 Change of ve-

hicle
Insurance
cover modi-
fication

4.45× 10−2

Change of ve-
hicle

Insurance
cover modi-
fication

5.38× 10−2 Move Household
composition

3.07× 10−2

Insurance
cover modifi-
cation

Change of
vehicle

4.89× 10−2 Insurance
cover modifi-
cation

Insurance
cover modi-
fication

1.46× 10−2

Insurance
cover modifi-
cation

Insurance
cover modi-
fication

4.70× 10−2 Change of job Change of
job

1.29× 10−2

Change of ve-
hicle

Household
composition

2.39× 10−2 Change of job Household
composition

1.02× 10−2

Change of job Change of
job

2.35× 10−2 Change of ve-
hicle

Household
composition

8.64× 10−3

Household
composition

Move 1.91× 10−2 Birth Household
composition

5.49× 10−3

Move Birth 1.82× 10−2 Household
composition

Move 4.23× 10−3

Change of job Household
composition

1.35× 10−2 Move Birth 3.61× 10−3

Move Insurance
cover modi-
fication

8.40× 10−3 Change of job Move 2.86× 10−3

Table 5.1: Comparison of highest interactions between events without and
with regularization

We notice that with regularization, only one causation from couples of events (Move,
Household composition) and (Change of vehicle, Insurance cover modification) is
kept as expected. The other causation has a lower coefficient, which allows us to
define which event triggers the other for every couple.
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5.2.6 Package [libraryname] featuring estimation, simulation,
plotting

The R package [libraryname] implements several functions which allow to complete the
following tasks:

• Data preparation;

• Parameters estimation;

• Simulation;

• Plotting: intensity, events history, SHAP values.

There exists no R packages which includes these features. Most of them are either limited
to univariate analysis or don’t propose an implementation of parameters estimation.

5.3 Perspectives

In this subsection, we present a perspective of future work and improvements associated
to the recommendation system.

5.3.1 Pilot phase

The next step is to launch a pilot phase in the same fashion than described in Section
1.7.4.2 in order to test whether the recommendation system works on real customers.
Several guidelines need to be clarified before beginning to test the recommendation system:

• Which products/guarantees are targeted by the campaign? This choice could de-
pend on marketing concerns;

• How is the recommendation system proposed to the customers? Agents have the
final word on whether the customers should receive the recommendation or not,
then they must agree to use the recommendation system for a certain amount of
suggestions;

• Which Return On Investment (ROI) should be considered to evaluate the perfor-
mance of the recommendation system?

– We should consider the acceptance rate, which is the ratio of accepted sugges-
tions among all the recommendations;

– We could also evaluate the efficiency of the life events detection by evaluating
whether the recommendations triggered by the occurrence of a life event are
followed or not. We could observe the results for the different kinds of life
events.
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5.3.2 Integration to the IT system

Currently generated through the package [libraryname], the predictions from the rec-
ommendation should be integrated to the Foyer IT system, so that they are updated on a
daily basis and that they are accessible to Foyer employees at any time. The recommenda-
tion system should be implemented in a SAS program which should be automatically run
every day. Also, the SAS environment includes a module to access interactive dashboards
which could be used for the ROI follow-up.

5.3.3 Recommendation system improvements

We list below several propositions to improve the recommendation system built in this
thesis.

5.3.3.1 Background intensity

The background intensity, personalized for each customer, is calculated according to one
of the following methods, depending on the type of event (see Section 3.2.2):

• Machine Learning algorithm, which takes as an input explanatory variables and
learns from this database the background intensity;

• Deterministic estimation from statistical studies;

• Uniform background intensity for events assumed not to depend on customers’ pro-
file.

The first and the second method could be improved by including more relevant data
and studies. For instance, the learning of the background intensity of the vehicle change
could take into account telematics data, so that the algorithm knows the behaviour of the
customer on the road and could calculate a probability to change his vehicle in function
of his driving habits. This category of data is not collected yet. Concerning the event
“Change of job”, the background intensity is currently calculated in function of customers’
age: we could take into account the socio-professional category of the customer because
the turnover rate depends on the job. However, the data quality about this information
is not currently sufficient to perform analysis on it.

5.3.3.2 Explainability

Currently, the background intensity explainability is based on SHAP values, which needs
to know the conditional distribution between all the subsets of variables. In the current
recommendation system, we assume that all the features are independent, except for two
variables: claims payments and ALAE, whose dependency is modelled by a copula. In
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order to improve the method, we could consider a more complex structure by includ-
ing more dependencies into the dataset. It would imply to observe more precisely the
correlations between variables in order to find the most adequate structure.
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Appendix A

Interface developed for the pilot
phase of the recommendation system

The pilot phase, described in Section 1.7, allowed to test the first part of the recom-
mendation on real customers. The objective was to demonstrate the advantages of a
recommendation system to Foyer agents, not only for the accuracy of the suggestions but
also for the simplicity of use. Accurate recommendations are useless if agents could not
have an easy access to them.

That is why an interface was developed at the same time as the first version of the
recommendation system. The objective was to provide agents a tool to see the recom-
mendations, sort them, indicate whether the recommendation was accepted or not and
display several statistics about the campaign such as:

• Overall acceptance rate;

• Number of customers contacted;

• Average premiums subscribed among accepted recommendations;

• Total premium earned during the whole campaign;

• Etc.

The tool was developed mostly with R-Shiny [92] and an overview of the main page could
be found in Figure A.1.
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Figure A.1: Main page of the interface developed for the agents on the
occasion of the pilot phase



Appendix B

Fertility rates by age groups in
Luxembourg in 2015

Table B.1 presents the fertility rate by age groups in Luxembourg observed in 2015, from
the STATEC website [87]. It corresponds to the average number of live births per 1000
women per age group.

Age group Fertility
15-19 years 5.6
20-24 years 30.8
25-29 years 77.6
30-34 years 103.1
35-39 years 64.6
40-44 years 12.9
Average 51.6

Table B.1: Fertility rates by age groups in Luxembourg in 2015
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Appendix C

Change of job rates by age groups in
France, observed from 2010 to 2015

Table C.1 presents the change of job rates by age groups in France observed from 2010 to
2015, from a survey of the French Institute of Statistics (see [88]). It corresponds to the
percentage of French people employed in 2010 who change of job between 2010 and 2015.
We assume that people under 20 belong to the youngest class and those above 50 to the
oldest one.

Age group Rate
20-29 years 33
30-39 years 22
40-50 years 16

Table C.1: Change of job rates by age groups in France observed from 2010
to 2015
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Appendix D

Estimation of the infectivity matrix

Tables D.1 to D.6 present the estimation of the infectivity matrix Ad, d ∈ {1, ..., D},
denoted by Âd, where Âd =

(
âdi,j
)
i,j=1,...,m

.

Triggered
Triggering

Ins. cov.
modif.

Change
of vehicle

House.
compo.

Birth Change
of job

Move

Insurance cover modif. 3.6× 10−4 4.3× 10−2 5.5× 10−4 2.6× 10−10 7.4× 10−4 3.1× 10−5

Change of vehicle 5.9× 10−16 2.0× 10−17 4.8× 10−10 3.2× 10−9 5.5× 10−9 2.0× 10−13

Household composition 4.8× 10−13 2.3× 10−8 0.0 7.7× 10−8 1.5× 10−7 2.2× 10−5

Birth 2.7× 10−18 4.5× 10−8 2.9× 10−5 0.0 1.6× 10−4 1.4× 10−4

Change of job 8.4× 10−5 1.7× 10−9 1.0× 10−4 1.5× 10−8 3.6× 10−4 7.0× 10−6

Move 9.2× 10−9 1.4× 10−12 2.2× 10−3 5.0× 10−10 3.4× 10−9 0.0

Table D.1: Estimation of the infectivity matrix A1
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Triggered
Triggering

Ins. cov.
modif.

Change
of vehicle

House.
compo.

Birth Change
of job

Move

Insurance cover modif. 1.5× 10−3 1.0× 10−3 2.6× 10−4 1.6× 10−6 8.6× 10−4 1.6× 10−3

Change of vehicle 2.3× 10−16 5.3× 10−16 1.4× 10−5 7.0× 10−5 4.7× 10−4 5.9× 10−8

Household composition 1.5× 10−4 1.7× 10−3 0.0 9.9× 10−4 2.2× 10−3 7.4× 10−3

Birth 3.9× 10−7 5.6× 10−5 7.3× 10−11 0.0 7.4× 10−4 2.0× 10−3

Change of job 2.5× 10−4 3.6× 10−5 2.3× 10−4 3.1× 10−5 2.8× 10−3 3.7× 10−4

Move 8.1× 10−5 9.5× 10−8 1.5× 10−3 3.0× 10−5 1.2× 10−3 0.0

Table D.2: Estimation of the infectivity matrix A2

Triggered
Triggering

Ins. cov.
modif.

Change
of vehicle

House.
compo.

Birth Change
of job

Move

Insurance cover modif. 2.1× 10−3 0.0 4.8× 10−9 1.0× 10−6 8.0× 10−5 5.0× 10−6

Change of vehicle 1.9× 10−1 4.6× 10−16 5.5× 10−7 9.9× 10−5 2.1× 10−4 1.1× 10−8

Household composition 4.1× 10−4 2.1× 10−3 0.0 1.1× 10−3 2.1× 10−3 7.0× 10−3

Birth 9.6× 10−6 9.9× 10−6 7.7× 10−11 0.0 5.4× 10−4 6.5× 10−4

Change of job 2.1× 10−4 9.7× 10−5 2.1× 10−4 5.6× 10−5 2.5× 10−3 6.8× 10−4

Move 2.1× 10−4 1.7× 10−7 3.0× 10−4 1.2× 10−4 6.6× 10−4 0.0

Table D.3: Estimation of the infectivity matrix A3

Triggered
Triggering

Ins. cov.
modif.

Change
of vehicle

House.
compo.

Birth Change
of job

Move

Insurance cover modif. 2.7× 10−3 0.0 2.7× 10−10 6.4× 10−7 1.9× 10−4 7.6× 10−10

Change of vehicle 2.0× 10−16 9.2× 10−16 1.8× 10−7 2.1× 10−4 2.0× 10−4 1.7× 10−9

Household composition 5.6× 10−4 1.9× 10−3 0.0 8.1× 10−4 2.1× 10−3 6.1× 10−3

Birth 2.1× 10−5 1.7× 10−8 1.1× 10−6 4.6× 10−23 1.9× 10−5 3.8× 10−5

Change of job 1.7× 10−4 3.4× 10−5 5.6× 10−6 2.7× 10−4 2.3× 10−3 3.7× 10−4

Move 2.3× 10−4 1.9× 10−7 1.6× 10−5 1.9× 10−4 5.7× 10−4 0.0

Table D.4: Estimation of the infectivity matrix A4
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Triggered
Triggering

Ins. cov.
modif.

Change
of vehicle

House.
compo.

Birth Change
of job

Move

Insurance cover modif. 3.3× 10−3 0.0 2.6× 10−14 8.0× 10−8 3.1× 10−4 1.7× 10−9

Change of vehicle 2.2× 10−16 1.4× 10−15 5.0× 10−8 5.6× 10−5 1.4× 10−4 1.9× 10−10

Household composition 6.6× 10−4 1.4× 10−3 4.1× 10−26 1.1× 10−3 1.9× 10−3 5.1× 10−3

Birth 3.0× 10−5 9.1× 10−7 2.2× 10−12 2.9× 10−18 1.0× 10−5 1.4× 10−4

Change of job 1.4× 10−4 1.9× 10−5 9.5× 10−8 3.1× 10−4 2.0× 10−3 4.7× 10−4

Move 2.1× 10−4 1.5× 10−7 6.8× 10−5 1.2× 10−4 9.5× 10−5 3.1× 10−19

Table D.5: Estimation of the infectivity matrix A5

Triggered
Triggering

Ins. cov.
modif.

Change
of vehicle

House.
compo.

Birth Change
of job

Move

Insurance cover modif. 3.7× 10−3 0.0 5.9× 10−12 1.3× 10−8 1.9× 10−6 8.1× 10−11

Change of vehicle 2.4× 10−16 2.9× 10−15 5.0× 10−10 4.1× 10−5 6.6× 10−5 9.2× 10−11

Household composition 6.9× 10−4 1.3× 10−3 5.7× 10−25 1.2× 10−3 1.4× 10−3 4.1× 10−3

Birth 3.4× 10−5 2.3× 10−7 2.4× 10−15 3.8× 10−15 1.0× 10−5 5.1× 10−4

Change of job 1.2× 10−4 1.1× 10−5 3.7× 10−6 3.0× 10−4 1.8× 10−3 9.3× 10−5

Move 2.1× 10−4 2.5× 10−8 1.7× 10−6 1.1× 10−5 1.7× 10−4 1.8× 10−18

Table D.6: Estimation of the infectivity matrix A6



Résumé

L’objectif de la thèse est de construire un moteur de recommandation pour
l’assurance. En observant leurs comportements et leur parcours dans le con-
texte assurantiel, les clients semblent faire évoluer leur couverture d’assurance
lorsqu’un événement significatif survient dans leur vie. Afin de prendre en
compte l’influence des événements de vie (mariage, naissance, nouvel em-
ploi, etc.) sur la sélection des garanties d’assurance pour des clients, nous
modélisons un moteur de recommandation avec un processus de Hawkes mul-
tivarié, qui inclut plusieurs spécificités visant à calculer des recommandations
pertinentes aux clients d’une compagnie d’assurance luxembourgeoise.

Plusieurs de ces spécificités visent à proposer une “background intensity”
personnalisée pour chaque client grâce à un modèle de Machine Learning, à
utiliser des fonctions de déclenchement adaptées aux données assurantielles
ou à pallier les failles des données réelles des clients en ajoutant un terme
de pénalisation spécifique dans la fonction objectif servant à l’apprentissage
des paramètres. Nous définissons un cadre complet de processus de Hawkes
multivariés avec une fonction de déclenchement de densité Gamma (c’est-
à-dire estimation, simulation, qualité de l’ajustement) et nous démontrons
certaines propriétés mathématiques (espérance, variance) sur le régime tran-
sitoire du processus. Notre moteur de recommandation a été back-testé sur
une année entière. Les observations des paramètres du modèle et les résultats
de ce back-test montrent que la prise en compte des événements de la vie
par un processus de Hawkes multivarié permet d’améliorer significativement
la précision des recommandations. La thèse est présentée en cinq chapitres.

Le chapitre 1 explique comment la “background intensity” du processus de
Hawkes multivarié est calculée grâce à un algorithme de Machine Learning
apprenant sur la base clients de Foyer Assurances, afin que chaque client soit
le sujet d’une recommandation personnalisée. La cible de l’aprentissage su-
pervisé est basée sur les ajouts passés de couverture d’assurance observés chez
les clients : la variable cible yu(t) se rapportant au client u est binaire et est
égale à 1 si le client a ajouté une garantie ou un produit entre les temps t et
t + 1 (t correspondant ici au 1er janvier 2018), 0 sinon.



t: date d’observation t + 1

yu(t) = 1 si le client u a ajouté une
garantie entre t et t + 1, yu(t) = 0 sinon

Les variables explicatives pour l’apprentissage contiennent les informations
les plus pertinentes possible pour justifier d’un ajout ou non de la part des
clients, hors événements de vie qui seront pris en compte dans la composante
hors “background intensity” du processus de Hawkes multivarié. Ces vari-
ables explicatives peuvent être regroupées en plusieurs catégories : couverture
d’assurance actuelle (produits et garanties souscrits, montant de primes, etc.),
contacts passés entre le client et Foyer Assurances (fréquence, moyen de com-
munication, etc.), historique des sinistres, informations personnelles (identité,
adresse, etc.), diverses variables issues de l’open data (données publiques li-
bres d’accès).

Le choix de l’algorithme s’est effectué en comparant les performances selon la
méthode de la cross-validation d’une liste de différentes approches : régression
linéaire, arbre de décision, méthodes ensemblistes. L’algorithme sélectionné
est l’algorithme XGBoost, dont l’output est pour chaque client une prob-
abilité qu’il ajoute une garantie d’ici la prochaine année. La précision de
l’algorithme a été évaluée a posteriori via un back-testing. Cette précision est
nécessaire mais pas suffisante pour rendre la méthode utilisable par les agents
d’assurance : il faut également que l’algorithme soit explicable, c’est-à-dire
que l’agent soit capable de détailler au client pourquoi il est la cible d’une
recommandation. Pour cela, les SHAP values, qui quantifient la contribution
de chaque variable explicative à une prédiction donnée, ont été implémentées.
Un test de l’algorithme a également été effectué auprès de 150 clients Foyer
Assurances, montrant un taux d’acceptation des recommandations encour-
ageant de 38% (à comparer au taux classique de 5 à 10% pour des campagnes
marketing similaires).

Le chapitre 2 présente un cadre de processus de Hawkes multivariés afin de
calculer la dépendance entre la propension à accepter une recommandation et



l’occurrence d’événements de vie : définitions, notations, simulation, estima-
tion, propriétés, etc. Dans un premier temps, le processus de Hawkes univarié,
qui permet de modéliser le temps d’occurrence d’un seul type d’événement,
est défini via son intensité qui caractérise complètement le processus. Afin de
prendre en compte les caractéristiques des données assurantielles, nécessitant
d’introduire un retard entre l’occurrence d’un événement et son impact sur
les autres occurrences, le processus Γ−Hawkes est défini, qui correspond à
un processus de Hawkes avec un fonction de déclenchement de type densité
Gamma. Pour illustrer l’utilisation de ce type de processus ponctuel, il a
été modélisé le nombre d’infections au Covid-19 en France en mars 2020, en
raison d’une part de la dynamique de la pandémie qui semble correspondre
à un processus de Hawkes (plus il y a de personnes infectées, plus elles ont
de chance d’infecter d’autres personnes) et d’autre part de l’impact de cette
crise sanitaire sur l’industrie de l’assurance. Les résultats montrent que bien
que ce modèle n’a pas la prétention de prédire le nombre exact d’infectés, il
permet de capter la dynamique globale de l’évolution de la pandémie, comme
l’illustre la figure suivante qui représente la simulation du nombre d’infectés
versus le nombre d’infectés réel :

Le processus de Hawkes multivarié est ensuite défini spécifiquement selon les
contraintes imposées par le moteur de recommandation. Tout d’abord, le
nombre et les types d’événements de vie considérés dans ce processus multi-
varié : modification de la couverture d’assurance (événement cible du moteur
de recommandation), changement de véhicule, mariage, naissance, change-
ment d’adresse, changement de travail. Ensuite, la forme des “background
intensities” qui permet d’avoir une approche personnalisée pour chaque client
(et dont celle pour l’événement “modification de la couverture d’assurance”
s’appuie sur l’algorithme construit au chapitre 1). Les fonctions de déclenchement
permettent également de modéliser la forme de l’influence d’un événement



sur l’autre : ici, la somme de fonctions de base de type densité Gamma sont
choisies. Enfin l’estimation des paramètres est effectuée selon une fonction
objectif qui prend en compte les défauts des données réelles de base con-
stituée par Foyer Assurances (dont le report imprécis des dates d’occurrence
des événements de vie).

Enfin, quelques propriétés mathématiques sur les processus Γ−Hawkes sont
démontrées, afin de vérifier les ordres de grandeur des résultats obtenus :
espérance, variance, théorème central limite. La preuve s’appuie sur l’utilisation
des transformées de Laplce, étant donné que la forme de l’intensité des pro-
cessus de Hawkes multivariés introduit une équation de type renouvellement,
où apparâıt le produit de convolution de deux fonctions.

Le chapitre 3 présente les résultats principaux après estimation des paramètres
du moteur de recommandation. Tout d’abord, les matrices de causalité qui
permettent d’interpréter l’influence d’un type d’événement sur l’autre. Les
valeurs numériques obtenues permettent de définir les couples d’événements
les plus significatifs : en particulier, le fait de changer de véhicule augmente de
manière non négligeable la probabilité de modifier sa couverture d’assurance.
Les matrices de causalité permettent également de définir l’importance des
événements de vie dans le calcul de la probabilité qu’un client ajoute une
garantie, en comparant le nombre historique d’ajouts et son espérance, avec
ou sans prise en compte de l’influence des événements de vie. Les résultats
indiquent que les événements de vie jouent un rôle prépondérant, ce qui justifie
la modélisation via les processus de Hawkes multivariés a posteriori. Enfin,
afin d’évaluer la précision du moteur de recommandation, en attente d’un
test sur des vrais clients Foyer Assurances, un back-testing sur l’année 2019
a été réalisé, qui permet de voir qu’en ajoutant l’influence des événements de
vie, le moteur de recommandation permet de capter davantage de prédictions
passées. Cela est visible via les matrices de confusion permettant de comparer
ce que prédit le modèle pour chaque client et ce qui s’est vraiment passé en
2019, représentées ci-dessous d’abord sans prise en compte des événements de
vie :

Actual/Predicted No subscription Subscription
No subscription 56 734 (82%) 3401 (4%)
Subscription 5907 (8%) 3042 (4%)



puis en les prenant en compte :

Actual/Predicted No subscription Subscription
No subscription 56 734 (82%) 3401 (4%)
Subscription 3401 (4%) 5548 (8%)

Le chapitre 4 présente l’implémentation des différents résultats, algorithmes et
fonctions dans un package R, qui permet une utilisation et une implémentation
simples de la modélisation effectuée pour le moteur de recommandation.
L’architecture du package R peut être décrite via ses différentes fonction-
nalités : la préparation des données (fonctions d’import des données et d’initialisation
du modèle), l’estimation des paramètres selon l’algorithme décrit au chapitre
2, la simulation d’un processus de Hawkes multivarié selon l’algorithme de
thinning d’Ogata, l’implémentation des propriétés mathématiques introduites
au chapitre 2, la visualisation des résultats par la représentation graphique
des intensités des différents événements de vie.

Le chapitre 5 conclut sur les contributions et les perspectives ouvertes par
la thèse. Les principales contributions sont les suivantes : construction d’un
moteur de recommandation utilisant les événements de vie, personnalisation
de la “background intensity” pour chaque client, calcul de plusieurs pro-
priétés mathématiques pour les Γ-Hawkes, introduction d’une fonction objec-
tif spécifique prenant en compte la structure des données avec une pénalisation
particulière, réalisation d’un package R automatisant l’ensemble des étapes
du processus. Les principales perspectives ouvertes sont la réalisation d’un
test de l’approche par processus de Hawkes multivarié auprès de vrais clients
Foyer Assurances, l’intégration de la solution dans les systèmes IT de Foyer
Assurances via le package R notamment, ainsi que diverses améliorations
techniques telles que des choix affinés pour la réalisation des “background in-
tensities”, ou encore l’adaptation de la méthode d’explicabilité aux spécificités
des données utilisées pour l’apprentissage.
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