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Résumé

Cette these est consacrée a ’étude des valeurs propres de Neumann, des valeurs propres de Steklov
et des relations entre elles. La motivation initiale de cette these était de prouver que, dans le
plan, le produit entre le périmeétre et la premiere valeur propre de Steklov est toujours inférieur
au produit entre l'aire et la premiere valeur propre de Neumann. Motivés par la recherche de
contre-exemples a cette inégalité, nous donnons, dans la premiere partie de cette theése, une de-
scription complete du comportement asymptotique des valeurs propres de Steklov dans un domaine
en haltere constitué de deux ensembles de Lipschitz reliés par un tube mince de largeur qui va a
zéro. En utilisant ces résultats dans le cas bidimensionnel, nous trouvons que 'inégalite n’est pas
toujours vraie. Nous étudions I'inégalité dans le cadre convexe, en prouvant une forme plus faible
de l'inégalité pour tous les domaines convexes et en prouvant l'inégalité pour une classe spéciale
de polygones convexes. Nous donnons également le comportement asymptotique des valeurs pro-
pres de Neumann et de Steklov sur des domaines convexes qui s’effondrent, en reliant de cette
fagon ces deux valeurs propres aux valeurs propres de type Sturm-Liouville. Dans la deuxieme
partie de cette these, en utilisant les résultats concernant le comportement asymptotique des
valeurs propres de Neumann sur les domaines effondrés et une analyse fine des fonctions propres
de Sturm-Liouville, nous étudions le probleme de maximisation des valeurs propres de Neumann
sous contrainte de diametre. Dans la derniere partie de la these, nous étudions le valeurs propres
de Steklov-Dirichlet. Apres une premiere discussion sur les propriétés de régularité des fonctions
propres de Steklov-Dirichlet, nous obtenons un résultat de stabilité pour les valeurs propres. Nous
étudions le probleme d’optimisation sous une contrainte de mesure sur I’ensemble dans lequel nous
imposons des conditions de Steklov, nous prouvons ’existence d’un minimiseur et la non-existence
d’un maximiseur. Dans le plan, nous prouvons un résultat de continuité pour les valeurs propres
sous une certaine contrainte topologique.

Mots-clés: Valeurs propres de Steklov, valeurs propres de Neumann, géométrie spectrale,
analyse asymptotique, optimisation de forme, inégalités spectrales, problemes de valeurs propres
mixtes.

Abstract

This thesis is devoted to the study of Neumann eigenvalues, Steklov eigenvalues and relations
between them. The initial motivation of this thesis was to prove that, in the plane, the product
between the perimeter and the first Steklov eigenvalue is always less then the product between the
area and the first Neumann eigenvalue. Motivated by finding counterexamples to this inequality,
in the first part of this thesis, we give a complete description of the asymptotic behavior of the
Steklov eigenvalues in a dumbbell domain consisting of two Lipschitz sets connected by a thin tube
with vanishing width. Using these results in the two dimensional case we find that the inequality
is not always true. We study the inequality in the convex setting, proving a weaker form of the
inequality for all convex domains and proving the inequality for a special class of convex polygons.
We then also give the asymptotic behavior for Neumann and Steklov eigenvalues on collapsing
convex domains, linking in this way these two eigenvalues with Sturm-Liouville type eigenvalues.
In the second part of this thesis, using the results concerning the asymptotic behavior of Neumann
eigenvalues on collapsing domains and a fine analysis of Sturm-Liouville eigenfunctions we study
the maximization problem of Neumann eigenvalues under diameter constraint. In the last part
of the thesis we study the mixed Steklov-Dirichlet. After a first discussion about the regularity
properties of the Steklov-Dirichlet eigenfunctions we obtain a stability result for the eigenvalues.
We study the optimization problem under a measure constraint on the set in which we impose
Steklov boundary conditions, we prove the existence of a minimizer and the non-existence of a
maximizer. In the plane we prove a continuity result for the eigenvalues under some topological
constraint.

Keywords: Steklov eigenvalues, Neumann eigenvalues, spectral geometry, asymptotic analy-
sis, shape optimization, spectral inequalities, mixed eigenvalue problems.
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Résumé des principaux résultats

Le principal objectif de cette these est d’étudier les relations entre les valeurs propres de
Neumann et de Steklov pour le Laplacien.

Soit 2 C R? un ouvert borné, connexe et & bord Lipschitzien, le probleme des valeurs
propres de Neumann dans 2 consiste en la résolution de (ou u est non nulle)

—Au=pu(Qu Q
O,u=0 of.

Comme l'injection de Sobolev H(2) — L?(2) est compacte ici, le spectre du probleme
de Neumann est discret et la suite de valeurs propres (comptées avec leur multiplicité) est
croissante vers 'infini:

0= puo(2) < p1(2) < pa(2) < -+ — +o0.
Le probleme de Steklov sur 2 consiste en la résolution du probleme de valeurs propres

Au=0 Q
Oyu=o(Q)u 0.

Comme l'opérateur trace H'(Q) — L?(9Q) est compact, le spectre du probléeme de Steklov
est discret et la suite de valeurs propres (comptées avec leur multiplicité) est croissante
vers 'infini:

0=00() <01(Q) <02(Q) <--+ = F00.

Une question naturelle est d’étudier les relations entre ces deux familles de valeurs propres.
Plus précisément, nous aimerions savoir s’il existe certaines inégalités entre elles et, dans le
cas ou elles existent, quel type d’informations géométriques peut-on en tirer sur le domaine
Q.

La premiere chose a noter est que les deux suites de valeurs propres ont une ho-
mogénéité différente vis a vis des homothéties du domaine 2. Plus précisément, soit ¢ une
constante positive, on définit tQ = {tz|r € Q}alors on a les relations suivantes

_ox()
=2

() = - ’;gm, o1(tQ)

A cause de cette différence d’homogénéité, si on souhaite comparer ces valeurs propres,

il convient d’en introduire une version invariante par homothétie. Cela s’obtient en mut-

lipliant la valeur propre par une quantité géométrique ayant la bonne homogénéité. In-

troduisons ainsi la normalisation naturelle pour les problemes de Neumann et de Steklov
pour des ouverts plans.

Soit © C R?, comme on peut le voir sur I'équation qui définit les valeurs propres

de Neumann, on peut heuristiquement penser que les fonctions propres vivent plutot a
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Iintérieur du domaine ), et pour cette raison il est naturel d’introduire la normalisation
suivante pour des ouverts §2 du plan:

|2 pr (),

ou || est l'aire de ’ensemble. Pour les mémes raisons, les fonctions propres de Steklov
(étant fonctions propres de 'opérateur Dirichlet-to-Neumann défini sur le bord) vivent
plutét sur le bord du domaine, ainsi une normalisation naturelle consiste a regarder

P(Q)Uk(ﬂ)7

ou P(2) est le périmetre de 1’ensemble.
Une premiere question qui a motivé cette these est la suivante:

Soit © C R? un ouvert connexe, borné et a bord Lipschitzien, est-ce que l'inégalité
suivante est vraie?
P(Q)o1(Q) < 9] () 7

Dans cette these, nous considérons directement cette question dans le Chapitre [3] et
dans la derniere section du Chapitre [2] les techniques développées pour étudier cette ques-
tion (en particulier le développement des valeurs propres de Neumann pour des domaines
s’aplatissant sur un segment) se sont avérées tres utiles pour étudier d’autres problemes
spectraux, notamment ceux présentés dans le Chapitre [4

Motivé par 1’étude des différents comportements des valeurs propres de Neumann et
Steklov, nous étudions également un probleme mixte. Cela avait déja été considéré dans
[31] ou les auteurs considéraient un probleme mixte de type Neumann-Dirichlet. Dans
le Chapitre [p| nous considérons le méme type de questions mais pour un probléme mixte
Steklov-Dirichlet . Donnons & présent une description rapide des principaux résultats de
chaque chapitre.

Chapitre

Motivé par 'inégalité spectrale P(Q)o1(2) < [Q|u1(92) dont il était question ci-dessus,
nous avons tout d’abord cherché un contre-exemple & cette inégalité dans le cadre général.
Une idée naturelle a été de chercher dans la classe des ”halteres”, c’est-a-dire deux do-
maines disjoints reliés par un fin tuyau d’épaisseur € tendant vers zéro.

Figure 1: haltere 2—dimensionnelle avec un tuyau droit.

Le comportement asymptotique des valeurs propres de Neumann est bien compris dans
ce type de situations, pour une large classe d’halteres différentes, et en toute dimension,
nous renvoyons par exemple & [67] pour une telle decription.
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Dans le Chapitre [2| nous obtenons le développement asymptotique au premier ordre en
€ pour les valeurs propres de Steklov dans des halteres générales (qui n’était pas connu).
Plus précisément, on définit une haltere Q. C R? de la facon suivante:

Q=D UT. U Do,
ot Dy et Dy sont deux ouverts connexes, bornés, disjoints & bords Lipschitz dans R? et T,
peut étre écrit comme

L L
T. = {z = (z1,2') € RY| — 3 <z < 7 2| < ep(a1)},

ot L>0et peCO[—%, L)) NC>®((—%,%)) est une fonction (strictement) positive.

Dans ce chapitre on donne un développement au premier ordre en € des quantités o (€2¢)
quand € — 0. En particulier, on voit que toutes les valeurs propres tendent vers zéro, mais
le taux de convergence et la constante en facteur du terme principal dépendent & la fois de
la dimension et du rang de la valeur propre. Ces résultats sont énoncés dans le théoréme
ci-dessous dans lequel nous notons wy le volume de la boule unité d—dimensionnelle et
nous introduisons 'application @, : Th — T, ®(x1,2") = (21, €x’).

Théoréme. (d = 2) Soit Q. C R? le domaine de type haltére défini ci-dessus. Alors
oy, ~ puge+o(e) quand € — 0,

oty est la k—iéme valeur propre du probleme suivant

Pour toute sous-suite {e,}oo, telle que €, — 0, nous avons
ur o @, = Vi dans H'(T1),

ot Vi est la k—iéme valeur propre du probléeme (3)) étendue de facon constante dans la
variable xo.

Théoréeme. (d > 3, k > 2) Soit Q. C R? le domaine de type haltére défini ci-dessus et
d > 3. Alors, pour tout k > 2 on a

oy, ~ ag—1€+o(e) quand € — 0,
ot ag_1 est la (k — 1)—iéme valeur propre (comptée a partir de 0) de

—wd_lﬁ(pdfl(x)%(x)) = apwi—2p® 2 (2)Vi(z) re(-%.%)

Vi(=%) =0
Vi(5) = 0.
Pour toute sous-suite {ey}>2 telle que €, — 0, on a

d—2

en® uy" o O, —~ Vi1 dans Hl(Tl),

ot Vi_1 est une fonction propre correspondant ¢ a1, étendue de facon constante dans
les variables x; pour 2 < i <d.
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Théoréeme. (d > 3, k = 1) Soit Q. C R? le domaine de type haltére défini ci-dessus et
d > 3. La premiére valeur propre Steklov a le comportement asymptotique suivant

o5 ~ o1 £ oY) quand € — 0,
ou o1 est l'unique nombre positif tel que [’équation différentielle ci-dessous ait une solution

non triviale:
o (OB 0 e (- b

PN =5 G (=5) = 2 P(D)VA(-%) 2)
P H) G2 (5) = 2= P(Do)Vi(%).

Pour toute sous-suite {e,}2° , telle que €, — 0, on a
u" o ®., =V in HY(Ty),

ot V1 est la solution de l’équation étendue de fagon constante dans les variables x;
pour 2 <1 < d.

En utilisant ce développement asymptotique quand €2, C R? est une haltére bi-dimensionnelle
construite de telle fagon que D; et Dy sont deux disques identiques et p = 1, pour L assez
grand et € assez petit, on obtient bien que P ()01 (2e) > [Qe|u1 ().

Chapitre

Dans le Chapitre [3| nous étudions de fagon plus approfondie l'inégalité P(2)o1(Q2) <
1Q|p1(Q) ot © C R?. Plus précisément, on introduit la fonctionnelle suivante :

1 (2)[9]

FO) =P

Il s’agit alors de chercher des bornes pour cette fonctionnelle et d’étudier sa minimisa-
tion/maximisation dans les cas ol ) est seulement supposé Lipschitzien, puis dans le cas
ol on suppose ) convexe. Nous montrons que dans le cas Lipschitzien, les problemes de
minimisation/maximisation sont mal posés au sens ou

inf{ F(22) : @ ¢ R? ouvert borné Lipschitz} = 0,

sup{F(Q) : Q C R? ouvert borné Lipschitz} = +oc.

Ensuite, nous étudions le cas convexe. Nous commencons par analyser la situation d’une
suite de convexes convergeant vers un segment. Pour cela, nous analysons le comportement
asymptotique des valeurs propres de Neumann et de Steklov dans cette situation: en
particulier, nous introduisons la classe suivante de domaines ”fins”:

Qe={(z,y) eR*[0<z <1, —ch™(z) <y < eh™(2)},
et nous montrons les résultats suivants

Théoréme. Soit ht € L>®(0,1) et h~ € L*(0,1) deuz fonctions positives. Soit h =
ht + h~ et soit Q¢ le domaine défini par

Qo ={(z,y) eR*|0< 2 <1, —eh (z) <y < eht(x)}.



S’il existe K > 0 et p < 2 tels que h(z) > K(z(1 — x))P p.p. dans (0,1), alors:
ke (Qe) = pr(h) +o(1)  quand € — 0,

ot pi(h) est la k—-iéme valeur propre non triviale du probleme de Sturm-Liouville

~ 2 (h(z)%(2)) = p(h)h(z)u(z) =€ (0,1)

et nous prouvons le résultat analogue pour les valeurs propres de Steklov

Théoréme. Soit h™ € L>®(0,1) et h= € L*(0,1) deux fonctions positives. Soit h =
h*t 4+ h™ et soit Q. le domaine défini par

Qe ={(z,y) eR?|0< 2 <1, —eh ™ (z) <y < eht(x)}.
S’il existent K > 0 et p < 2 tels que h(z) > K(z(1 — x))P p.p. dans (0,1), alors

h
or(Qe) = Uké )e +o(e) quand € — 0,

ot oi(h) est la k—-iéme valeur propre non triviale du probléme de Sturm-Liouville

—%(h(z)%(x)) = o(h)v(x) z € (0,1)
h(0)22(0) = h(1)%(1) = 0.

A Tlaide de ces résultats, nous pouvons obtenir le comportement asymptotique de
la fonctionnelle F'(§2.) et nous obtenons a la limite une nouvelle fonctionnelle F'(h) qui
ne dépend que de la géométrie de la suite de domaines s’écrasant vers un segment. Nous
pouvons alors étudier les problemes de minimisation et maximisation de cette fonctionnelle
F(h).

Dans la seconde partie de ce chapitre, nous trouvons des bornes inférieures et supérieures
explicites pour F'(£2) lorsque 2 est un convexe plan, plus précisément nous prouvons

Théoreme. Il existe une constante explicite Cq telle que, pour tout ouvert convexe borné

et non vide Q C R?, on ait l'inégalité suivante:
72

o SF@ <90

Nous étudions alors le diagramme de Blaschke-Santal6é défini par
€= {(z,y) avec z = 1 (QP(), y = 1 ()0, 2 CR?}

EC = {(z,y) avec £ = 01 (Q)P(Q), y = 11 ()|, Q € R?, Q convexe.},

et nous prouvons

Théoréme.

€ = [0,87] x [0, 1 (D)7]

ot u (D) = j'3, est la premiére valeur propre (non triviale) de Neumann du disque unité.
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Dans la derniere partie de ce chapitre, nous introduisons une nouvelle facon de prouver
I'inégalité P(Q)o1(Q) < |Q|u1(Q2) pour les domaines ayant deux axes de symétrie. Cette
approche est basée sur la preuve d’une version L? d’une conjecture de type hot spot pour
la premiere fonction propre de Neumann d’'un domaine convexe. En particulier, I'un des
résultats que nous montrons est le suivant

Théoreme. Soit ) un polygone circonscrit a un cercle et soit u sa premiere fonction
propre de Neumann (non triviale), alors

1 / 9 1 / 9
—_— uds > — [ u?dzx.
P(Q) Joa 19l Jo

Une conséquence directe de ce théoreme est alors

Théoréeme. Soit ) un polygone circonscrit a un cercle avec deux axes de symétries, alors
P(Q)01() < |9 (9).
Chapitre

NOTE:Ce chapitre correspond a la premiére version de larticle [56]. Juste avant
que nous soumettions cet article, le Professeur Pedro Freitas a porté a notre connaissance
Uarticle de P. Kréger [T])]. que nous ne connaissions pas: nous lui en sommes trés recon-
naissants! Cet article a obtenu les mémes résultats (en dimension deuz) par une approche
assez différente. L’originalité de notre approche est d’utiliser le formalisme développé no-
tamment dans [79] pour démontrer le Théoréme . Comme nous caractérisons de cette
maniére les points critiques de la fonctionnelle h — ug(h), notre méthode peut également
étre utilisée dans d’autres contextes.

Ce chapitre est consacré a I’étude des valeurs propres de Neumann sous contrainte de
diametre. Ce probleme avait déja été étudié dans [8, 29, [74], et dans ce chapitre nous
montrons d'une part, qu'en général, la quantité D ()% () est non bornée si Q C R? est
un domaine a bord simplement Lipschitz. D’autre part, nous donnons des bornes optimales
pour cette quantité lorsque 0 C R? est un domaine convexe. Nous donnons également des
suites maximisantes qui saturent cette borne supérieure. Le point de départ de cette
analyse consiste a comprendre le lien profond entre les valeurs propres de Neumann i (€2)
et le probleme de Sturm-Liouville suivant

— iz (@) F(2)) = p(h)h(z)u(z)  x € (0,1)
du
dx

(0) = h(1)%(1) = 0.

&‘g‘

L’idée principale, heuristiquement, est d’utiliser la propriété (prouvée au Chapitre [3)),
que pour tout domaine régulier € il existe une fonction h telle que pg(2) < ux(h) et
réciproquement, pour toute fonction h il existe une suite de domaines convexes 2. dont
I’adhérence converge au sens de Hausdorff vers un segment, et telle que pix(2e) — px(h).
En utilisant cette connection nous montrons d’abord, sans ’hypothese de convexité,
que nous pouvons construire une suite de domaines avec un diametre fixé et dont la
premiere valeur propre de Neumann p; est arbitrairement grande, en particulier:

Théoreme. Pour tout d > 2 on a [’égalité suivante

sup{D(Q)%u1(Q) | © € R? Ouwvert et Lipschitz } = +oc.
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Nous étudions alors le cas ou §2 est un domaine convexe du plan. Cette question nous
conduit naturellement a 1’étude d’'un probleme d’optimisation pour les valeurs propres
d’un probleme de Sturm-Liouville avec contrainte de concavité sur la fonction h, plus
précisément, on étudie

sup{p(h) | h concave, positive sur [0, 1]}.

Le résultat principal du Chapitre [4 est le théoréme suivant

Théoréme. Pour tout k > 1, le probléme max{ux(h), h concave, positive sur [0,1]} a une
solution hy, de plus

e max{uy(h),h concave, positive sur [0,1]} = p1(h%) = (2j0.1)? et

B = 2x €03
20 -a) zelin

o Soit k > 2 alors max{u(h), h concave, positive sur [0,1]} = px(hi) = (2jo1 + (kK —

1)7)?
x(2j0,1+(k—=1)7) Jo.1
e €0 gt |
. Jo,1 Jo,1
hp=141 [ 2jo,1+(k—1)m)’ 1- (2j0,1+(k*1)7")] ’

(1-2)(2jo.1 + (k—1)m) o
> v € [1 - gprrt=nm U

Le résultat clé (et aussi le plus difficile) pour obtenir ce théoreme est le suivant, que
nous pouvons prouver en utilisant 1’écriture des conditions d’optimalité avec contraintes
de concavité telles que développées dans [79]

Théoréme. Pour tout k > 1, le probléme max{yu(h),h € L} a une solution hy. Celle-ci
a un graphe qui est une ligne polygonale composée (au plus) de k + 1 segments.

Comme application de ce résultat nous retrouvons les inégalités de Kroger :
Théoréme. Pour tout Q C R? conveze
D(Q)* k() < g (hf) = (2o, + (k — D).

L’éqgalité est obtenue a la limite par une suite de convezes fins Qe avec € allant vers zéro,
ot )¢ est une suite de domaine définie par

Qe={(z,y) eR*|0< 2 <1, —eh (z) <y < eht(x)}.
avec h* +h™ = hj.
Chapitre

Ce chapitre est consacré a ’étude du probléeme mixte de valeurs propres Steklov-Dirichlet.
Soit © € R% un ouvert borné, connexe & bord Lipschitzien. Soit I's C 9§ une partie
relativement ouverte de son bord (également supposée Lipschitz) et on définit aussi I'p =
00\ I's. On considere le probleme mixte dit de Steklov-Dirichlet suivant:

Au=0 Q

81,’11, = /\(Q,Fs)u FS
u=20 FD.
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Ce type de probleme de valeurs propres a été déja étudié, nous renvoyons par exemple
a [10, 5I]. Le principal but de ce chapitre est d’étudier la dépendance des valeurs pro-
pres A\p(2,T's) en fonction de I's C 9. En particulier, nous analysons les problemes
variationnels suivants, ou 0 < m < 1 est une constante positive

inf{\,(Q,Ts) | Ts C 9Q, HIYTg) =mHI L)},

sup{\r(2,Ts) [ T's € 9Q, H¥H(Tg) = mH" 1 (0Q)},

Ce type de probleme variationnel a déja été étudié dans le cas d’un probleme mixte
Dirichlet-Neumann, voir [3I]. Dans la premiére section nous commengons par analyser
les propriétés de régularité pour le probleme de Steklov-Dirichlet. Puis nous montrons un
résultat de stabilité pour les valeurs propres A\ (£2,I's). Enfin, nous prouvons des résultats
d’existence et de non-existence pour les probléemes variationnels ci-dessus, plus précisément

Théoreme. Soit Q C R? un ouvert Lipschitzien et soit 0 < m < 1 une constante, alors
pour tout k, le probleme variationnel suivant

inf{\(Q,T's) | T's € 09, H*(I's) =mH"™(00)},
a une solution.

Théoréme. Soit Q C R un ouvert Lipschitzien et soit 0 < m < 1 une constante, alors
on a l’égalité suivante

sup{ A\ (2, Ts) | Ts € 09, H ' (Ts) = mH*1(9Q)} = +oo.

Dans la seconde partie de ce chapitre , nous montrons un résultat que I’on peut voir
comme un analogue du fameux résultat de V. Sverdk concernant les valeurs propres de
Dirichlet (voir [58, 96]) cette fois pour les valeurs propres de Steklov-Dirichlet, en partic-
ulier on montre

Théoréme. Soit Q C R? un ouvert de classe Cb', Soit I'pn C 02 une suite de sous-
ensembles compacts qui converge pour la distance de Hausdorff vers un compact I'p C Of).
On définit les deux ensembles I's,, = 02\ I'p,, et I's = 0Q\ I'p,. Si on suppose que le
nombre de composantes connexes de I'p ,, est uniformément borné, alors pour tout k

)\k(Q, Fsm) — )\k(Q, Fs).

En utilisant ce résultat de continuité, on prouve l’existence d’un maximiseur pour
Ae(©2,Tg) si on se restreint & la classe des ensembles qui sont le complémentaire de com-
pacts de mesure donnée et avec un nombre fini donné de composantes connexes.



Summary of the main results

The main object of the present thesis is to investigate the relations between the Neumann
and the Steklov eigenvalues.

Let Q C R? open, bounded, connected and Lipschitz set, the Neumann eigenvalue
problem on 2 consists in solving the eigenvalue problem

—Au=pu(Qu Q
o,u=0 oN.

As the Sobolev embedding H*(2) — L?(12) is compact here, the spectrum of the Neumann
problem is discrete and the eigenvalues (counted with their multiplicities) go to infinity

0= 10(R2) < p1(€2) < pa(R2) < -+ — +o0.

The Steklov problem on €2 consists in solving the eigenvalue problem

Au=0 Q

Oyu=oc(Q)u 0.
As the trace operator H(Q)) — L?(9Q) is compact, the spectrum of the Steklov problem
is discrete and the eigenvalues (counted with their multiplicities) go to infinity

0=00(Q) <01(Q) <02(Q) <+ = +o0.

A natural question is to investigate the relations between the Neumann and Steklov eigen-
values. More precisely we want to know if there are some inequalities relating the two
spectra and if these inequalities do occur, what is the geometric information that we can
have about the domain ).

The first thing to notice is that the two eigenvalues have a different homogeneity
under the rescaling of the domain ). More precisely let ¢ be a positive constant, we define
tQ) = {tx|z € Q}, then the following relations hold

pelo2) = 58 g 4y = 2,
Thanks to this difference in the homogeneity, in order to compare these two spectral
quantities, we need to introduce a scale invariant version of these eigenvalues. That
means to multiply the eigenvalue by a geometric quantity related to the set €2 in order
to obtain that this product is invariant under scaling of the set. We now introduce the
natural normalization of the Neumann eigenvalue and the natural normalization of the
Steklov eigenvalue in the plane.

Let ©Q C R2, as we can see from the equation that defines the Neumann eigenvalues,
we can heuristically think that the Neumann eigenvalues live inside the domain §2, for

X
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this reason it is natural to introduce the following normalized version of the Neumann
eigenvalues in the plane

where |Q2] is the area of the set. For the same reason we can heuristically think that
the Steklov eigenvalues live on the boundary of the domain, for this reason a natural
normalized version of the Steklov eigenvalues in the plane is the following

P(Q)Uk(ﬂ)’

where P(2) is the perimeter of the set.
A first question that motivates this thesis is the following;:

Let © C R? be an open, bounded, connected and Lipschitz set, is the following
inequality true
P(Q)o1(2) < Q0 (@) ?

In this Thesis we directly address this question in Chapter [3]and in the last section of
Chapter [2, but the techniques we developed in order to study this question (in particular
the asymptotic expansion of Neumann eigenvalues on collapsing domains) are very flexible
and it turns out to be very useful to study other spectral problems that are presented in
Chapter

Motivated by the study of the different behavior between Neumann and Steklov eigen-
value we analyse also what happens to mixed eigenvalue problem, in [31] the authors stud-
ied optimization problems for mixed Neumann-Dirichlet eigenvalue problem, in Chapter
we address the same questions for the mixed Steklov-Dirichlet eigenvalues. We now give
a short description of the main results presented in this thesis.

Chapter

Motivated by the conjectured spectral inequality P(Q)o1(Q2) < [Q|u1(2) we wanted, at
first, to find some counterexample at this inequality in the general case. In order to
find such counterexample we started to analyze what happens if we consider a dumbbell
domain in the plane, when the width of the channel is €, and we send ¢ to zero.

Figure 2: 2—dimensional dumbbell shape domain with straight channel.

The asymptotic behavior of the Neumann eigenvalues is completely known in all di-
mensions and for a huge class of different dumbbell domains, this behavior was presented
e.g. in [67).

In Chapter [2| we find the first order asymptotic expansion in € for the Steklov eigenval-
ues in general dumbbell domains. More precisely we define the dumbbell domains Q. C R?
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in the following way:
Q=D UT. U Do,

where D; and D, are disjoint, bounded, open, connected sets in R with Lipschitz bound-
ary and T is expressed as

L L
Tez{x:(asl,:v’)e[l?d\—§§ 5 2’| < ep(z1)},
where L >0 and p € CO([—5,5]) N C=((—%, L)) is a positive function.

In this chapter we give a first order expansion of the quantities oy (£2) when € — 0.
In particular we see that all the eigenvalues go to zero when € goes to zero, but the speed
of convergence and the constant in front of the main factor in € strongly depends on the
dimension d and on the index of the eigenvalue k. This asymptotic behavior are stated
in the following theorems. We denote by w, the Lebesgue measure of the d—dimensional
unit ball and we define the following map ®. : T} — T¢, ®(z1,2") = (21, ex’).

Theorem. (d = 2) Let Q. C R? be the dumbbell shape domain defined as above. Then
oj, ~ pre+o(e) as €—0,

where g is the k—th eigenvalue of the following problem
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P(—5) Gk (=5) = —'3-P(D1)Vi(~5) (3)
p(5) G (5) = B P(D2)Vi(%).
For every subsequence {€,}2° such that €, — 0, we have
ur o ®., =~ Vi in HYTY),

where V7, is a k—th eigenfunction of the problem constantly extended in the variable
xTo.

Theorem. (d > 3, k > 2) Let Q. C R? be the dumbbell shape domain defined as above
and d > 3. Then for all k > 2 we have

oy, ~ ag_1€+o0(e) as €—0,

where ay_11is the (k — 1)—th eigenvalue (counting from zero) of

—wd_lﬁ(pdfl(x)%(x)) = apwa—2p" " (2)Vi(z) ze (- %’ %)
Vk(_é) =0
Vi(5) =

For every subsequence {€,}°°; such that €, — 0, we have
d—2

GFUZL od, — V]g,1 m Hl(Tl),

where V,_1 is an eigenfunction corresponding to ay_1, constantly extended into the vari-
ables x; for 2 <1 <d.
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Theorem. (d > 3, k = 1) Let Q. C R? be the dumbbell shape domain defined as above
and d > 3. The first Steklov eigenvalue has the following asymptotic behavior

of ~ e 4 o(edl) as € — 0,

where o1 is the unique positive number such that the following differential equation has a
non-trivial solution:

—wa g (P @) F@) =0 we(-%5)
PR (5) = 2 P(DOVI(-5) (4)

PR = 2P

For every subsequence {e,}2> | such that €, — 0, we have
u" o ®., =~V in HY(Ty),

where V1 is the solution of the equation constantly extended to the variables x; for
2<i<d.

Using this asymptotic results, in the specific case when Q. C R? is a dumbbell domain
constructed in such a way that D; and Ds are two equal balls and p = 1, if L is large
enough and e is small enough we obtain that P(€Q¢)o1(2e) > [Qe|p1 ().

Chapter

In Chapter [3| we study in a more deep way the inequality P(Q)o1(Q2) < [Q]u1(2) for
Q C R2. In particular we introduce the following spectral shape functional

_m()Q
a1 (Q)P(Q)’

We want to study maximization and minimization problems for this functional, in the
first place when ©Q C R? is a Lipschitz set and then we analyze the case when 2 C R? is
convex. We show that in the class of Lipschitz domains the problem of maximization and
minimization of Q — F(Q) is ill posed. Indeed we have

F(Q) =

inf{F(Q) : © ¢ R? bounded open set and Lipschitz} = 0,

sup{F(Q) : Q c R? bounded open set and Lipschitz} = +oc.

We then analyze the problem in the class of convex sets. We start by studying what
happens to a sequence of collapsing convex domains. The main result in this context is the
proof of an asymptotic expansion for the Steklov eigenvalues and Neumann eigenvalues
on convex thin domains. In particular we introduce the following class of convex thin
domains

Qe={(z,y) eR?|0< 2 <1, —eh™(z) <y < ehT(x)},

and precisely we prove the following theorems
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Theorem. Let ht € L*(0,1) and h~ € L*(0,1) be two non-negative functions. Let
h =h*+h~ and let Q. be the following thin domain

Qe={(z,9) eR*|0<x <1, —eh (z) <y < eht(x)}.
If there exist K > 0 and p < 2 such that h(z) > K(z(1 — x))P a. e. in (0,1), then:
pi(Qe) = p(h) +0(1) as €—0,

Where ug(h) is the k—th non trivial eigenvalue of

and we prove the following result for the Steklov eigenvalues

Theorem. Let h™ € L*(0,1) and h~ € L*(0,1) be two non-negative functions. Let
h=h" 4+ h™ and let Q. be the following thin domain

Qc={(z,y) eR?*|0< 2 <1, —eh (z) <y < eht(x)}.
If there exist K > 0 and p < 2 such that h(z) > K(x(1 —x))P a. e. in (0,1), then:

h
o, (Qe) = Uké )e +o(e) as e€—0,

where oy (h) is the k—th non trivial eigenvalue of

— 4 (h(2)L(2)) = o(h)v(z) =z € (0,1)
2(0) = h(1)22(1) = 0.

Using this results we are able to find the asymptotic behavior of the functional F'(€)
and we find, at the limit, a new functional F'(h) that depends only on the geometry in
which the sequence of the collapsing domains converge to a segment. We then perform an
analysis for the maximizer and the minimizer for the functional F'(h).

In the second part of this chapter we find explicit upper and lower bound for F(£2)
when 2 is a convex set, more precisely we prove the following theorem

Theorem. There exists an explicit constant Cy such that, for every conver open set  C
R2, the following inequalities hold

2

— _<F
6718 —

We then study the following Blaschke-Santalé diagrams

(Q) < ¢y < 9.04.

& = {(x,y) where 2 = 01 (Q)P(Q), y = u1(Q)|Q], 2 c R?*}

EY = {(x,y) where z = 01 (Q)P(Q), y = 111(Q)|Q], Q C R%, Q convex.},

we prove the following theorem
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Theorem.

& = [0,8x] x [0, p1 (D) 7]
where p1 (D) = j/%l is the first Neumann eigenvalue of the unit disk.

In the last part of this chapter we introduce a different way to approach the inequality
P(Q2)o1(92) < |Q|p1(Q) for domains with two axis of symmetries. This approach is based
on the proof of an L? version of the famous hot spot conjecture for the first Neumann
eigenfunction. In particular, one of the results of the work in progress [57] is the following
theorem

Theorem. Let §2 be a circumscribed polygon in the plane, and let u be the first non trivial
Neumann eigenfunction of ), then

1 / 9 1 / 9
— u“ds > — [ u“dzx.
P(Q) Jaq 12| Jo

A direct consequence of this theorem is the following

Theorem. Let Q be a circumscribed polygon in the plane with two axis of symmetries
then
P(Q)o1(2) < Q01 ().

Chapter

NOTE: this chapter corresponds to the first version of the paper [56]. Just before to
submit this paper Pedro Freitas brought to the authors’ attention the work by P. Krdger
[74]. We warmly thanks Pedro Freitas for pointing out this reference. In our work we
partially recover the results present in [T4] using another approach. In particular the
novelty of our work is to use the abstract formalism developed in [T9] to prove the optimal
upper bounds for D(2)?ur(2). Our approach is based on finding critical points and then
compare them, for this reason our approach can be also used in order to detect the minimum
for the Sturm-Liouville eigenvalues. In the new version of the work [56] we will include
these results.

This chapter is devoted to the study of the Neumann eigenvalues under diameter
constraint. This problem was already study in [8, 29] [74], in this chapter we prove that
in general the quantity D(Q)%us(Q) is unbounded when Q C R? is a Lipschitz domain,
then we give sharp upper bounds for this quantity when 2 C R? is a convex domain and
we also characterize the sequence of domains that at the limit saturates the upper bound.
The starting point of the analysis is to understand the deep link between the Neumann
eigenvalues 1y (€2) and the following Sturm-Liouville eigenvalues

— 4 (M@) G5 (2)) = p(h)h()u(z) =€ (0,1)

The main idea, heuristically, is to use the fact, proved in Chapter [3] that for every regular
enough domain 2 there exists a function h such that ux(Q) < pr(h) and for every h there
exists a sequence of convex domains 2. that converges in Hausdorff sense to a segment,
such that () — pr(h).

Using this connection we first prove that without the convexity assumption, we can
construct domains with a fixed diameter and for which the Neumann eigenvalues p; is
arbitrary large, in particular we prove the following theorem
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Theorem. For every d > 2 the following equality holds
sup{D(Q)2u1(Q) | @ € R? Open and Lipschitz } = 4oo.

We then study the case when (2 is a plane convex domain. This problem leads us to
the study of an optimization problem for the Sturm-Liovuille eigenvalue under concavity
constraint on the function h, more precisely we deal with the following maximization
problem

sup{p(h) | h concave, non negative on [0, 1]}.

The main result of Chapter [4 is the following theorem

Theorem. For any k > 1, the problem max{u(h),h concave, non negative on [0, 1]} has
a solution hj, moreover

e max{p(h),h concave, non negative on [0,1]} = ui(h}) = (2jo1)* and

. 2x €02
T l20-a) zelin

o let k > 2 then max{uy(h),h concave, non negative on [0,1]} = pr(hy) = (2jo1 +

(k= 1))
x(2jo,1+(k=1)7) Jo,
: 1J'0,1 z € [0, (2j0',1+0(1i—1)7r)] )
* Jo,1 Jo,1
hp=q1 v € gt L~ @t nm
(1—2)(2jo,1+(k—1)m) T [1 _ joa 1]

jo,1 (290,1+(k—1)m)?

The key result (and also the difficult step) in order to prove this theorem is the following
result, that we proved deeply using the abstract formulation for optimality conditions
proved in [79].

Theorem. For any k > 1, the problem max{uy(h),h € L} has a solution hj. This one
has a graph that is a polygonal line composed of (at most) k + 1 segments.

As an application of this result we recover the Kroger inequalities.

Theorem. For every Q C R? convex
D(Q) k() < i (hy) = (2o + (k= Dm)?,

The equality is achieved by the sequence of thin conver domains e when € goes to zero,
where Q¢ is the following collapsing set

Qe ={(z,y) eR*|0<2<1, —h (x) <y <eht(x)}
with bt + h~ = h.
Chapter [5]

This chapter is devoted to the study of the mixed Steklov-Dirichlet eigenvalues. Let
Q C R? be a bounded, open, connected set with Lipschitz boundary. Let I's C 99 be a
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relative open submanifold with Lipschitz boundary and we define also I'p = 92\ I's. We
consider the following mixed Steklov-Dirichlet eigenvalue problem:

Au =0 Q
6l,u = )\(Q,Fg)u FS
u=20 FD.

This kind of eigenvalues have been already studied see e.g. [10, 51]. and references therein
The main purpose of this chapter is to study the dependence of the eigenvalues A (2,T's)
with respect to I'g C 0€2. In particular we analyze the following variational problems, let
0 <m < 1 be a constant

inf{\,(2,Ts) | Ts C 9Q, HIHIs) =mHI"1(00)},

sup{AK(2,T) | T € 09, HI~H(Ts) = mH1 (50},

this kind of variational problems where already studied for the mixed Neumann-Dirichlet
eigenvalues in [31]. In the first section we analyze the regularity property for the Steklov-
Dirichlet eigenfunctions. Then we prove a stability result for the the Steklov Dirichlet
eigenvalues A\;(€2,I's). We then prove existence and non-existence results for the varia-
tional problems, more precisely we prove that

Theorem. Let Q C R? be a Lipschitz domain and let 0 < m < 1 be a constant, then, for
all k, the following variational problem

inf{\,(Q,Ts) | Ts € 9Q, HIYTg) = mHI 10N},
has a solution.

Theorem. Let Q C R? be a Lipschitz domain and let 0 < m < 1 be a constant, then the
following equality holds

sup{\e(Q,Ts) | Ts € 0Q, HI(Ts) = mHLH(0Q)} = +o0.

In the second part of this Chapter we prove a result in the same spirit of the famous
result by V. Sverdk concerning the Dirichlet eigenvalues (see [58, 96]) for the Steklov-
Dirichlet eigenvalues, in particular we prove the following theorem

Theorem. Let Q C R? be a CY' open domain, let I'pn C 0N be a sequence of compact
subdomains converging for the Hausdorff metric to a compact set I'p C 0S2. We define
the two sets I's,, = 0Q\I'py and I's = 0Q\ I'p, assume that the number of connected
components of I'p p, is uniformly bounded, then for all k

)\k(Q, FS,n) — )\k(Q, Fs).

Using this continuity property we prove the existence of a maximizer in the class of
sets with given measure and bounded number of connected components.



Chapter 1

Introduction

1.1 The Steklov and the Neumann eigenvalues

1.1.1 The Neumann eigenvalue problem

Let Q C R, with d > 2, be an open, bounded and Lipschitz set. The Neumann eigenvalue
problem on €2 consists in finding parameters p(£2) for which the following equation has a
solution in H'(£2) not identically equal to zero

1.1
Oyu=0 09, (1.1)

{—Au =u(Qu
where 0, is the outward normal derivative along 0€2. We consider the Neumann Laplacian
operator, as the operator associated to the following symmetric bilinear form a : H'(£2) x

HY(Q) =R
a(u,v) = / Vu - Vudz.
Q

The parameters p(£2) coincide with the spectrum of the Neumann Laplacian operator.
Thanks to the compact embedding H'(2) — L?(Q) (that in this case holds because we
assumed (2 to be Lipschitz) we can conclude that the Neumann Laplacian operator is a
positive, self-adjoint and compact operator. In particular, thanks to the spectral theorem,
its spectrum is given by a sequence of eigenvalues, called the Neumann eigenvalues of the
domain {2

0=p0(2) < p1(Q) < p2(Q) < -+ — +oo,

where we count the eigenvalues with their multiplicities. The first eigenvalue () is
always equal to zero and it is associated to the constant eigenfunction, and if €2 is connected
then 0 < ;1 (92).

It is also known that the Neumann eigenvalues admit the following variational charac-
terization, also known as Poincaré principle or Courant-Fischer formulae (see [30])

Vu|?d
pr(Q2) = inf sup M

) 1.2
By 0tucE, Jouldr (12)

where the infimum is taken over all k—dimensional subspaces of the Sobolev space H! ()
which are L?—orthogonal to constants on . We notice, from the variational characteri-
zation given in (1.2)), that if we make an homothety of the domain Q with a ratio ¢ > 0

1
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we obtain a new domain tQ) = {tx|z € Q} then the Neumann eigenvalues scale in the
following way
_ ()

1k (£€2) 2

A central question in spectral geometry is to study shape optimization problems for
Neumann eigenvalues with geometric constraints, and it is interesting to analyze the be-
havior of the solutions with different geometric constraints. The first result in this direction
is the solution of the following variational problem

(1.3)

sup{|Q|@1(Q)| @ € Ropen and Lipschitz}, (1.4)

we notice that, in order to have an interesting shape optimization problems we need to
consider shape functional that are scale invariant. For this reason we need to consider
the normalized Neumann eigenavalue |Q|% u1(2). We notice that, thanks to the scale
invariance of the functional |Q|%,u1((2), solving problem is equivalent to solving the
maximization problem for p;(€2) under a volume constraint on the domain 2. The solution
of problem was first proved by Szegé6 in [97] for simply connected and two dimen-
sional domain and then Weinberger in [105] removed the topological constraint and the
dimensional restriction. This result is nowadays known as the Szego-Weinberger inequality

Theorem 1.1 (Szegd-Weinberger inequality [97, [105]). Let Q C R? be an open, bounded
and Lipschitz set then the following inequality holds
2 2
1Qdp1(Q2) < [Blau(B)
where B is a ball in R?,

A natural question is to study the same variational problem for higher eigenvalues.
Despite the simplicity of the statement, solving this problem is really hard. Indeed only
recently the following maximization problem

sup{|Q]%,u2(Q)\ Q c R%open and Lipschitz},

has been solved, more precisely A. Girouard, N. Nadirashvili and I. Polterovich in [45]
solved the problem in two dimensions for simply connected domains and then in [24] D.
Bucur and A. Henrot solved the problem in full generality and in all dimensions

Theorem 1.2. Let Q C R? be an open, bounded and Lipschitz set then the following
iequality holds
2 *2 *
9@ pa(82) < [0F]d g (€2F)
where 0* is the union of two equals disjoint balls.

For k > 3 also the existence of a maximizer for the following problem
sup{|Q|%,uk(Q)| Q c R%open and Lipschitz},

is an open question, see for instance [26].

It is now interesting to analyze the solution of the maximization problem with the
perimeter constraint. The first big difference is that, at least in the plane, the maximization
problem under perimeter constraint does not have a solution, in particular the following
equality holds

sup{ P(Q)?11(Q)| © C R?open and Lipschitz} = +oc.

In order to obtain the existence of a maximizer we need to restrict the class of admissible
domains, in the class of plane, convex, and symmetric domain A. Henrot, A. Lemenant
and I. Lucardesi in [54] proved the following result
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Theorem 1.3. Let Q C R? be a convex domain with two axis of symmetry then the
following inequality is true:

P(Q)2u1(9) < P(T)2u(T) = 1672
where T is either a square or an equilateral triangle

We remark that the maximization problem under volume constraint and the maxi-
mization problem under perimeter constraint are different in nature. In particular the
problem with the perimeter constraint has no solution in general and if we restrict in the
class of convex and symmetric domains the solution is not given by the ball (as in the case
of the volume constraint) and moreover is not unique.

In this Thesis, in Chapter [4, we study the maximization problem for the Neumann
eigenvalues under Diameter constraint on €, see Section [L.5]in this Introduction

1.1.2 The Steklov eigenvalue problem

Let © C R, with d > 2, be an open, bounded and Lipschitz set. The Steklov eigenvalue
problem on ) consists in finding parameters o(£2) for which the following equation has a
solution in H'(2) not identically equal to zero

Au=20 Q

Ou=oc(Qu 09,
where 9, is the outward normal derivative alqng 0. VVe1 introduce the Dirichlet-to-
Neumann (or Steklov-Poincaré) operator D : H2(992) — H~2(0S2), which is defined by

D(f) = 3,,Hf

where H f is the harmonic extension of f in €, i. e. Hf satisfies AHf = 0 on
and Hf = f on 0Q. The Dirichlet-to-Neumann map is a first order self-adjoint elliptic
pseudodifferential operator (see [98]). The parameters o(£2) coincides with the spectrum
of the Dirichlet-to-Neumann map D. Thanks to the compactness of the trace operator
HY(Q) — L?(09) (that in this case holds because we assumed  to be Lipschitz) we
can conclude that the Dirichlet-to-Neumann map is a positive, self-adjoint and compact
operator. In particular its spectrum is given by a sequence of eigenvalues, called the
Steklov eigenvalues of the domain 2

0=00(Q) <01(Q) < 02() <+ = +o0,

where we count the eigenvalues with their multiplicities. The first eigenvalue oo(2) is
always equal to zero and it is associated to the constant eigenfunction, and if €2 is connected
then 0 < o1 ().

Also the Steklov eigenvalues admit a variational characterization thanks to the Courant-
Fischer formulae (see [30])

Vul?d
0,(Q) =inf sup Jo[Vul*dz

Jell 1.5
B 04ucEy, Joq uPdHI! 9

where the infimum is taken over all k-dimensional subspaces of the Sobolev space H!(2)
which are L2-orthogonal to constants on 0§2. Thanks to this formulation is easy to see
that the Steklov eigenvalues scales in the following way

o1 (2)

o(t8) = —

(1.6)
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As for the Neumann eigenvalues also for the Steklov eigenvalues the problem of shape
optimization under different geometric constraint has been deeply studied. The problem
of maximization of the first (non trivial) Steklov eigenvalue, thanks to the scaling property,
reads as follows

sup{|Q|%01(Q)| Q ¢ R%open and Lipschitz}.

This problem has been solved by F. Brook in [19]

Theorem 1.4 (F. Brock inequality [19]). Let Q@ C R? be an open, bounded and Lipschitz
set then the following inequality holds

-

Q701(Q) < |Blio1(B) = w
where B is a ball in RY and wq is the volume of the unit ball in R?.

The problem of the existence of a solution for the problem
sup{|Q\$ak(Q)] Q ¢ R%open and Lipschitz},

has been studied in [15].

Another really interesting problem is to study the maximization problem under perime-
ter constraint. Heuristically we can think that this kind of constraint is more natural for
the Steklov eigenvalues because these are eigenvalues that live on the boundary of the
domain. The first result in this direction is the Weinstock inequality

Theorem 1.5 (Weinstock inequality [105]). Let @ C R? be an open, bounded, simply-
connected and Lipschitz set then the following inequality holds

P(Q2)o1(R2) < P(D)o1(D) =27
where D is a disk.

In [22] Weinstock inequality in all dimensions for convex domains is proved. Weinstock
used conformal maps, that is an argument similar to the argument used by Szeg6 in [97]
in order to prove that for every open, bounded, simply-connected and Lipschitz set then
|21 () < |DJu1(D). As we already discussed in Section the proof of Szeg6 can be
generalized and the Szego-Weinberger inequality (Theorem is true in all dimensions
and also for non simply connected domain, this generalization is not possible for the
Weinstock inequality. Indeed the Weinstock inequality is not true for non simply connected
domain, in [47], the Steklov eigenvalues for the annulus A. = D\ B(0,¢) (where B(0,¢)
is a ball centered in zero with radius €) have been computed and it turns out that for e
small enough P(A)o1(Ac) > P(D)o1(D). A natural question is to prove the existence or
non-existence of a solution of the following maximization problem

sup{P(Q)o1(Q)| Q € R? open and Lipschitz}.

This problem has been solved only recently by A. Girouard, M. Karpukhin and J. Lagacé
in [44] where they proved that the maximizer does not exist and the maximizing sequence
is obtained by an homogenization procedure (see Section [1.4]).

Theorem 1.6 (Girouard-Karpukhin-Lagacé [44]). The following equality holds
sup{P(Q)a1(Q)| Q C R? open and Lipschitz} = 8.

Moreover for every simply-connected and Lipschitz domain Q C R? there exists a sequence
of subdomains Qe C Q such that 9Q C 9N and

P(Q)o1(Qe) — 81
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In this thesis we study the relations between the normalized Steklov eigenvalue P(2)o1(€2)
and the normalized Neumann eigenvalue |Q[4(£2), see Section [L.3]of this Introduction and
Chapter

1.2 Continuity under domain variations

In order to address shape optimization problems related to Neumann and Steklov eigenval-
ues it is crucial to understand the continuity property of these eigenvalues under domain
variation. In this section we present some results related to the continuity of eigenvalues.
Let us begin with the introduction of Hausdorff distance between two compact sets, see
[58]

Definition 1.1. Let K; and K> be two compact subsets of R?, we define the Hausdorff
distance between this two sets in the following way

d(Kq, Ks5) :=max{ sup inf |x —y|, sup inf |z — .
( ) {xd}%ye&l yl, sup inf | yl}

Let D be a bounded, closed domain in R, let Q1 C D and Qo C D be two open sets, then
we define the Hausdorff distance between this two sets in the following way

do(Ql, Qg) = d(D \ Ql,D \ Qg)

It turns out that this distance does not depend on the box D. We say that €,, converge
in the Hausdorff sense or in the Hausdorff distance to Q if d(€2,,Q) — 0.

In sections [I.1.1] and [I.1.2| we introduce the Steklov an Neumann eigenvalues and, in
particular, we show that these eigenvalues are well defined only under the assumption that
the trace operator H'(2) — L?(99) is compact for Steklov eigenvalues and the embedding
HY(Q) — L?() is compact for Neumann eigenvalues. Heuristically this suggest that,
in order to have the continuity of these eigenvalues, we have at least to preserve this
compactness, in a uniform way, along the sequence. For this reason we introduce the
following class of domains, that have a uniform cone condition

Definition 1.2. Let y be a point in R%, € a unit vector, and € a positive real number. Let
C(y,&,€) be the cone of vertex y, of direction £ and dimension €, defined by

Cly,€ €)= {z € RY, (2 —y,&) = cos(e)|z —yl, and 0 < |z —y| < e}

Let B(x,r) be the ball centered in x with radius r. An open set § is said to have e-cone
property if, Vx € 0L, exists & unit vector such thatV y € QN B(x,¢€), C(y,&z,€) C Q.

Let D be a fixed compact set in R and let Q,, C D be a sequence of open domains.
In order to have the continuity for Neumann eigenvalues is crucial that the sequence of
domains €2, C D satisfies the following property: there exists a constant M > 0 and a
sequence of extension operators P, : H'(€,) — H'(D) such that ||P,|| < M. In order
to have this property the sequence {2, must satisfies a uniform regularity properties, in
particular D. Chenais in [28] proved the following result

Theorem 1.7 (D. Chenais [28]). Let D be a fized compact set in R? and let Q,, C D be a
sequence of open domains that satisfies an uniform e-condition (i. e. € is uniform along

the sequence) then there exists a constant M > 0 and a sequence of extension operators
P, : HY(Q,) — HY(D) such that ||P,|| < M.
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A direct consequence of this thesis is the following continuity results for Neumann
eigenvalues (see [40])

Theorem 1.8. Let D be a fized compact set in R and Q, C D be a sequence of domains
that satisfies an uniform e-condition (i. e. € is uniform along the sequence) and converge

in Hausdorff distance to Q. Then, for all k fized, pi(Qn) — uk(Q).

As one can expect this continuity result is crucial in order to prove the existence of
solutions for variational problems involving the Neumann eigenvalues, but we will see that
the uniform e-cone condition is a strong assumption. Indeed we will see in Chapter [4] that
the maximizing sequence of the following problem

sup{D(Q)%11(Q)| Q € R%open and convex}

does not satisfy this property and the Neumann eigenvalues are not continuous under
the maximizing sequence . There is a huge family of interesting singular sequences along
which the Neumann eigenvalues are not continuous and it’s really interesting to study how
the geometry of the singularity of the sequence will affect the behavior of the Neumann
eigenvalues. A first explicit example of a sequence of domains for which the Neumann
eigenvalues are not continuous goes back to R. Courant and D. Hilbert (see [30]). We
present some results in this direction in Section and in Chapters |3| and [4 we give a
full characterization of the behavior of Neumann eigenvalues on domains that converges
in Hausdorff distance to a segment.

The results for the continuity of the Steklov eigenvalues are more recent and the
geometric conditions that one must impose on the sequence in order to have continuity
take deeply into account the behavior of the boundary 02, of the domains.

The first result that we present is a result proved by B. Bogosel in [14] where he proved
a result in the same spirit of Theorem , assuming the uniform e-cone condition

Theorem 1.9. Let D be a fized compact set in R and Q, C D be a sequence of domains
that satisfies an uniform e-condition (i. e. € is uniform along the sequence) and converge
i Hausdorff distance to ).

o For all k the following inequality holds

lim sup 0% (2,) < 0k(9).

n—oo
e If P(Q,) — P(Q) then for all k the following holds

O'k(Qn) — Uk(Q).

We give another continuity result for the Steklov eigenvalues, this time do we not
assume that the sequence satisfies an uniform e-cone condition but the result strongly
relies on a uniform bound of some trace operators, this continuity result was proved in
[23].

Let My(92) be the space of Radon measures in 2, we introduce the space of functions of
bounded variation BV (Q2), i. e. u € BV () if and only if u € L(Q) and its distributional
gradient is a Radon measure Vu € M;(Q2). If Q is a bounded open domain with Lipschitz
boundary we know that there exists the following linear and continuous trace operator

T : BV(Q) — L'(09),
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we denote Ciraee(€2) the operator norm of 7. We already discussed the fact that the
continuity of the Neumann eigenvalues is strongly related to the uniform bound of the
extension operators P,, we now see that the continuity of the Steklov eigenvalues are
strongly related to the uniform bound on the trace operators T,.

Theorem 1.10. Let ,, C R? be a sequence of Lipschitz domain such that

e the characteristic functions converge, 1o, — 1g in L'(R?)
e P(Q,) — P(Q)
® sup, ey Ctrace($2n) < +00
where Q C R is a Lipschitz domain. Then for all k the following holds
01 (Qn) — o1 (Q).

This continuity property for Steklov eigenvalues are crucial in order to solve maximum
problems involving Steklov eigenvalues, but as in the case of Neumann eigenvalues, the
condition in order to have the continuity under a maximizing sequence are really restrictive.
In particular the Steklov eigenvalues are not continuous on the maximizing sequence,
obtained by an homogenization procedure, of the following problem

sup{P(Q)o1(Q)] @ € R? open and Lipschitz}.

As we already notice for the Neumann problem, it is really interesting and useful to
understand what is the behavior of the Steklov eigenvalues on a sequence of singular
domains. The study of this problem is more recent compared to the study of the behavior
of Neumann eigenvalues on singular domains. In Section we present some results
on this direction, in particular we present the study of the Steklov eigenvalues under
homogenization, this results are crucial to study the link between Neumann and Steklov
eigenvalues. In this Thesis, in Chapter[2] we prove an asymptotic expansion for the Steklov
eigenvalues on dumbbell domain and in Chapter [3| we prove the asymptotic expansion of
Steklov eigenvalues on thin domains.

1.3 Behavior on singular domains

We have seen in Section that in order to have the continuity of the Steklov and
Neumann eigenvalue we need to impose geometric constraint on the sequence. In this
section we present results of non continuity of the eigenvalues. We recall the classical
example by R. Courant and D. Hilbert (see [30]) where we lose the continuity of the
Neumann eigenvalues (see also [53]). Let R, be the following set

R.=RUI US.,

where R = {(z,y)|z € (—1,0) and y € (=1,0)}, Ic = {(z,y)| = € (0,1) and y € (—€3,€3)}
and Se = {(z,y)|z € (1,1 +¢) and y € (—¢€,¢)}.

-
L

Figure 1.1: Courant-Hilbert example
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We have that R, converge in Hausdorff sense to the square R. We introduce the
following test function that is constant on the two squares and linear on the channel

cl = 62+§ R
pe=1(c2—cr1)zr+c1 e
cgi=—1-— § Se.

We have that [ R ®c = 0, we can use this as a test function in the variational formulation

(1.2) and we obtain
p1(Re) < fRe Vel (¢ — 1)
T Jp 9t T dtae

This shows that p1(R.) — 0 when € goes to zero, but R, converge in Hausdorff sense to
R and p1(R) = 72. Tt is clear that the sequence R, does not satisfy an uniform e-cone
condition, one can also adapt this example in order to see that also the Steklov eigenvalues
are not continuous on this kind of singular sequences (see [23]). In this thesis we study the
behavior of Neumann and Steklov eigenvalues on different class of singular sequences of
domains. In particular we study sequences of dumbbell domains with vanishing channel
and thin domains that collapses to a segment.

1.3.1 Dumbbell domains

We present the behavior of Neumann and Steklov eigenvalues on dumbbell domains, we
highlight from now that the behaviors are totally different. In the case of Neumann eigen-
values we have a phenomenon of spectral pollution and in the case of Steklov eigenvalues
we have a collapsing behavior of the spectrum. We present now the results achieved in
[67] about the behavior of Neumann eigenvalues on dumbbell domains.

Let Q. C R? be a dumbbell shape domain defined in the following say (see Chapter
for more details of the definition)

Q=D UT. U Do,

where D; and D, are disjoint, bounded, open, connected sets in R? with Lipschitz bound-
ary and T is expressed as

h

L
T. = {z = (21,2') € RY| — 5 <z < oL 2| < ep(w1)},

where L >0 and p € CO([—5,5])) N C=((—%, L)) is a positive function.

S. Jimbo and Y. Morita in [67] studied the asymptotic behavior of the Neumann
eigenvalue 1k (€2) when € goes to zero, they proved the results for a network of dumbbell
domains, here we present the result for a simple dumbbell. What happens is that we
have a pollution of the spectrum, it means that the spectrum pug(€2) converge to a set of
eigenvalues given by the eigenvalues (D1 U Ds) joined with a set of eigenvalues related
to the thin channel T,.

We define Ay to be the eigenvalues of the following Sturm-Liouville eigenvalue problem

with Dirichlet boundary conditions

— i (p" (@) B (1)) = Mpt (@) Sp(x)  we (- &,
Sk(—%) = Se(5) = 0.

s

)

The following theorem characterize the limit of the Neumann spectrum on dumbbell do-
mains
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< )

Figure 1.2: Dumbbell shape domain 2.

Theorem 1.11 (S. Jimbo-Y. Morita [67]). Rearrange {pr(D1 U D2)}32, U {\p}32, in
increasing order (counting multiplicity) and denote them by {ur}72,, then we have

pr(Qe) = ur  as € — 0.

Moreover, let ui(S2e) be the first non zero Neumann eigenvalue of the dumbbell domains,
we have:
11(Q) ~ a1e¥™t +0(e) as € — 0.

Where aq is the non zero eigenvalue of the following 2 X 2 real symmetric matriz A
1( (5 1-dy-1 -1 loeg gyl
D2 )T DD (R, )
1 -1 _ L —d\—1
|D1|™ ’D2’ 2(fQL p d) | Dy 1(f_2% p! d)

In this thesis we present the asymptotic behavior of the Steklov eigenvalues on dumb-
bell domains. In Chapter [2] we give full characterization of the behavior of the Steklov
eigenvalues on dumbbell domains. Using suitable test function in the variational charac-
terization we can prove that (see [46])

VkEeN, o —0 when € — 0,

that is a totally different behavior with respect to the Neumann spectrum. The Neumann
eigenvalues actually converge to the set of eigenvalues {p(D1 U Do)}, U {Ax}32,, the
Steklov spectrum collapses to zero. In Chapter [2| we give a first order expansion of the
eigenvalues oy (€2.) and we study also the behavior of the Steklov eigenfunctions.

This asymptotic expansion strongly depends on the dimension of the ambient space
and we have to distinguish the case where d = 2 and the case d > 3. We denote by wy
the Lebesgue measure of the d—dimensional unit ball, we denote by P(£2) the perimeter
of the set Q2 and we define the following map ®. : Ty — T, ®(x1,2') = (z1,ex’). The first
theorem concerns the case d = 2.

Theorem 1.12. (d = 2) Let Q. C R? be the dumbbell shape domain defined as above.
Then
oy ~ pge+o(e) as €—0,

where g, is the k—th eigenvalue of the following problem
— (o) e (@) = mVi(z)  ze (-4,
p(—5) Gk (—5) = =4 P(D1)Vi(—%)

p(5)Lk(5) = & P(Dy)Vi(%).

)

)
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Let uj, be the k-th Steklov eigenfunction of the dumbbell domain Qe, then for every subse-
quence {€,}>° , such that €, — 0, we have

uro®., = Vi in HY(TY),

where Vi, is a k—th eigenfunction of the problem ([2.1)) constantly extended in the variable
xZ9.

In order to state the results for the case d > 3 we need to distinguish two cases, indeed
the first eigenvalue will go to zero more rapidly then the other ones.

Theorem 1.13. (d > 3, k > 2) Let Q. C R? be the dumbbell shape domain defined as
above and d > 3. Then for all k > 2 we have

oy, ~ ag_1€+o0(e) as €—0,
where ay_1is the (k — 1)—th eigenvalue (counting from zero) of

—wd,l%(pd_l(az)%(az)) = apwg—op® 2 (2)Vi(z) ze(—3,

Ny

)

Let uj, be the k-th Steklov eigenfunction of the dumbbell domain Qe, then for every subse-
quence {€,}2° , such that €, — 0, we have
d—2 .

e U o®, = Vi in HYTY),

where V,_1 is an eigenfunction corresponding to ay_1, constantly extended into the vari-
ables x; for 2 <1 <d.

Therefore, in the case d > 3, k > 2 we end up with a classical Sturm-Liouville eigen-
value problem with Dirichlet conditions. The result that concerns the first eigenvalue is
the following

Theorem 1.14. (d > 3, k = 1) Let Q. C R? be the dumbbell shape domain defined as
above and d > 3. The first Steklov eigenvalue has the following asymptotic behavior

of ~ o1 4 o(edh) as € —0,

where o1 is the unique positive number such that the following differential equation has a
non-trivial solution:

(@) =0 re (-4 h)

P (—5) A (— ) = — 2 P(Dy)Vi(—E)

Wd—1

PEEE = POV,

~

For every subsequence {€,}5°; such that €, — 0, we have
ur o ®, —~Vy in HYTY),

where V1 is the solution of the equation (2.3)) constantly extended to the variables z; for
2 <i<d.

In Chapter [2| we present this problem in a more precise way and we prove the above
theorems.
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1.3.2 Collapsing thin domains

Another interesting class of singular sequence of domains are the so called thin domains.
Let At and A~ be two positive functions, we define the thin domain €2, associated to the
function h = h™ + h™ in the following way

Qe ={(z,y) eR? | 0< 2 <1, —ch (z) <y <eht(2)}.

The goal is to study the asymptotic behavior of the Steklov and Neumann eigenvalues
on these domains when e goes to zero. For every function h the sequence 2. does not
satisfy an uniform e-cone condition and when e goes to zero the sequence €2, converge in
Hausdorff distance to a segment.

This class of collapsing domains are crucial in the study of shape optimization problems
under convexity constraint in the plane. Indeed if we consider a maximizing/minimizing
sequence in this setting, thanks to the Blaschke selection principle (see [71]), only two
things can happen

1. The maximizing/minimizing sequence converge in Hausdorff distance to an open
convex set

2. The maximizing/minimizing sequence converge in Hausdorff distance to a segment

and a huge class of convex collapsing sequence in the plane can be parametrize by choosing
the two functions h™ and h~ to be two positive and concave functions.
In Chapter |3| we are dealing to the maximization and minimization of the following
functional
11 ()]

o1(Q)P(Q)’

among plane convex domains. For this reason, it is important to understand what is the
behavior of the Neumann and Steklov eigenvalues on this collapsing domains. In particular
in Chapter [3| we prove the following asymptotic behavior for the Neumann eigenvalues.

F(Q) =

Theorem 1.15. Let h™ € L>°(0,1) and h~ € L*>(0,1) be two non negative functions. Let
h=h" 4+ h™ and let Q. be the following thin domain

Qe ={(z,y) eR*|0<w <1, —eh™ (x) <y < eh™ ()},
If there exist K > 0 and p < 2 such that h(x) > K(z(1 — x))P a. e. in (0,1), then:
pi(Qe) = pr(h) +0(1) as €—0.

Where ug(h) is the k—th non trivial eigenvalue of

and we prove the following result for the Steklov eigenvalues.

Theorem 1.16. Let ht € L>°(0,1) and h~ € L*(0,1) be two non negative functions. Let
h =h* +h~ and let Q. be the following thin domain

Qe ={(z,y) eR*|0< 2 <1, —eh (z) <y < eht(x)}.



12 Chapter 1. Introduction

If there exist K > 0 and p < 2 such that h(z) > K(z(1 — x))P a. e. in (0,1), then:

h
o1 (Qe) = Uké )e +o(e) as e€—0,

where oy (h) is the k—th non trivial eigenvalue of

—%(h(m)%(:ﬁ)) = o(h)v(x) T e (0, 1)

Similar results for the Neumann eigenvalues have already been proved in a different
geometric context in [I8] and [73]. The novelty of our theorems is the fact that our function
h can vanish, this means that the Sturm-Liouville eigenvalue problems that we found at
the limit are not classical in the sense that they are not uniformly elliptic. In Chapter
we will see that the hypothesis on the function i that we assume are crucial in order to
have that the limit is a well defined Sturm-Liouville eigenvalue problem.

1.4 Relations between Neumann and Steklov eigenvalues

1.4.1 From from Neumann to Steklov and from Steklov to Neumann

An interesting question is to understand what are the link between the Steklov eigenvalues
and the Neumann eigenvalues. In this section we will study the problem of constructing
a sequence of Neumann type eigenvalues (by constructing a sequence of domains or a
sequence of densities as we will see) that converge to Steklov eigenvalues and vice versa.

A crucial role in study this problems is played by the weighted Neumann eigenvalues.
Heuristically we can think that the classical Neumann eigenvalues as the frequency of
oscillation of an homogeneous membrane (see for instance [30]). The idea is now to study
the frequencies of an non-homogeneous membrane (that will be the weighted Neumann
problem) and, in order to recover the Steklov eigenvalues, we will concentrate all the mass
of this non-homogeneous membrane on the boundary. This idea can be made rigorous (see
[0, 32]) in particular we can construct a sequence of densities for which the sequence of the
corresponding weighted Neumann eigenvalues converges to a Steklov eigenvalue. Let ()
be a sufficiently smooth domain (see [32]) we introduce the following weighted Neumann
eigenvalues

—Au = p(Q, p)peu Q
dyu=20 o1,

the function p, is a function defined in the following way
€ AP

Pe =\ PO)—dNb|
|9l “

where

de = {z € Q| dist(z,00) < €}.

The functions p. are densities that accumulates on the boundary 92 when e goes to zero,
so it is natural to guess that g (€2, pe) converge to o1 (€2). Indeed using the results proved
in [6l, B2] one can prove the following result

Mk(Qy pe) — O'k(Q)
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We want to present the link also in the reverse sense, in particular we present the re-
sults contained in [43] in which the Neumann problem is realized as a sequence of Steklov
type problems. Also in this case the heuristically point of view in which we can see the
Neumann eigenvalues as the frequencies of a membrane with an homogeneous density, and
the Steklov eigenvalues as the frequencies of a membrane with all the mass concentrated
to the boundary is useful in order to understand the construction. Let §2 be a simply con-
nected and Lipschitz domain and we consider the Steklov eigenvalues o (€2), now in order
to construct a sequence of domains 2, s.t. the sequence oy (£2¢) converges to a Neumann
type eigenvalue the idea is to accumulate uniformly distributed boundary components
inside the domain ). This is done by perforating the interior of the domain 2 by small
holes uniformly distributed. This process is known as an homogenization process. The
main idea is to construct a periodic grid inside the domain 2 with hyper cubes with sides
of length € and at the center of each hyper cube we make an hole of radius r. < €. By a
careful choose of the radius r. of the holes, in [43], the authors proved that the Steklov
eigenvalues converge to the eigenvalue of the following problem

—AU = X,(QuwiyU (17)
o,U = ¥qU o9, '
where v > 0 is a parameter linked to the choice of the radius re, i. e. lim._q e_drf_l =".

Thanks to the regularity of the domain the problem (1.7)) has the spectrum given by a
sequence of eigenvalues

0=2%,0(0) <X,1(Q) <3y2(Q) <+ = +o00,

at the end we recover the Neumann eigenvalues by sending ~ to infinity. We can summaries
this results in the following theorem.

Theorem 1.17 (A. Girouard-A. Henrot-J. Lagacé [43]). Let v be a positive parameter
and Q C R? be a be a simply connected and Lipschitz domain. The there exists a sequence
of domains Q. (obtained by a periodic homogenization) such that

ok(Q2e) = 3y 1(2),

moreover
3 k() = i (82).

This theorem shows how to reach a Neumann eigenvalue problem starting from a
Steklov eigenvalue problem. The procedure is given in two steps: the first step consist in
performing a periodic homogenization of the domain obtaining in this way a new eigenvalue
problem depending on a parameter 7y, then, in the second step, we tend this parameter to
infinity in order to find at the limit a Neumann eigenvalue.

We present another important result proved by M. Karpukhin, A. Girouard and J.
Lagacé in [44], where, using a different homogenization process they found a new link
between Steklov eigenvalues and a generalization of Neumann eigenvalue. This results is
important and indeed, as an application, provides a solution of the following problem:

sup{P(Q)o1(Q)| Q € R? open and Lipschitz}.

In order to present the results in full generality we need to introduce the space of functions
L'(log L')() that consists of functions f such that

/ |FI(log(2 + [f]))dz < oo,
Q
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this space can be endowed with a suitable norm (see [12]) in order to obtain a Banach

space. Let 8 be a nonegative and non trivial function such that g € L%(Q) if d > 3, and
B € L*(log L')(9) if d = 2, we consider the weighted Neumann problem

dyu=0 of.

In [44] the authors proved that for every domain € and for every function f there exists
a sequence of domains €, such that o () converges to ug(£2,3) when € goes to zero.
Also in this case, as in the case of Theorem the domain €, is constructed via an
homogenization method, but this time the process is more involved and in particular is not
a periodic homogenization and the construction of the grid of homogenization is deeply
linked to the function S. The main theorem proved in [44] is the following

Theorem 1.18 (A. Girouard-M. Karpukhin-J. Lagacé [44]). For any simply connected
and Lipschitz domain Q C R, and any nonegative and nontrivial function B € Lg(Q) (if
d>3), and B € L'(log L*)(Q) (if d = 2) there exists a family of domains Qe (obtained by
a non periodic homogenization) such that

ok (8e) = (82, B),
pur () = pr(62),
Q] = 1€2].
A consequence of this theorem (see [44]) is the fact that
sup{P(Q)o1(Q)| @ € R? open and Lipschitz} = 8,

and moreover the solution of this supremum problem does not exists and the maximizing
sequence can be constructed from any simply connected and Lipschitz domain  C R? by
performing a specific non periodic homogenization procedure (we still refer to [44] for the
details of the construction).

1.4.2 Initial motivation of this thesis

The problem that motivate this thesis comes from the study of the existence of a solution of
a maximizer for the Steklov eigenvalues under Perimeter constraint. As we already mention
this problem was solved by M. Karpukhin, A. Girouard and J. Lagacé in [44] in 2021. A
first attempt to prove the non existence of the maximizer come out during the preparation
of [43]. Indeed with the periodic homogenization process that we briefly described in the
section above we can prove that, given a planar domain {2, we can construct a sequence
of domains €, s. t.
P(Q0)01(20) = (P(2) + 2m9/20)£,.1(),

where 7 is a positive parameter and X, ;(12) is the eigenvalue defined in . Now If we
send 7 to infinity in the quantity (P(2) + 27v|Q])X, (), from the results obtained in
[43], we conclude that
Tim (P() + 251025 4(0) = [ ()

This thesis started in October 2019, at that time the non existence for the maximizer in
the maximization problem sup{P(Q)o1(2)| Q C R? open and Lipschitz} was a conjecture,
and a natural way to attack it was to use the results available in [43]. Using the results that
we explained above the non existence of a solution for the problem sup{P(2)c1(Q2)| Q C
R? open and Lipschitz} directly follow from a positive answer to the following question
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Question 1.4.1. Is it true that for all Q C R? the following inequality holds P(Q)o1(Q) <
|2 ()7

Indeed suppose that €2 is a maximizer, then we can construct a sequence of domain
such that
P(Qe)o1(2e) = [Qp1(2) > P(Q)o1(€2)

that is a contradiction. The question of whether the inequality P(2)o1(Q2) < |Q|u1(€2) is
true or not came at first from this problem. But it turns out that the techniques that we
develop in order to answer this question where useful also to study different problems. For
example searching for counter examples bring us to the work [25], the direct study of this
question bring us to the work [55], the study of the behavior of collapsing domain bring
us to the solution of a maximization problem for Sturm-Liouville eigenvalue problem in
[56] and the idea of this inequality motivate us to start the collaboration [57] .

1.4.3 Validity of inequalities for Lipschitz domains

In this thesis we will show that, if we don’t put any restriction, then there are no inequal-
ities that link the quantity P(2)c1(€2) and the quantity ||u1(€2) (we will be more precise
about this later). But now we start by presenting two classical inequalities, proved in [76],
linking the first Steklov eigenvalue and the first Neumann eigenvalue. The first inequality
involve only geometric quantities, more precisely let Q C R? be a star shaped domain, let
r(§2) be its inradius and D(Q2) be its diameter, then the following inequality holds

() s @)
=201+ Vi ()D(©)

The second inequality between 1 (£2) and o1 (€2) does not involve geometric quantities, but
it involves also the first non trivial eigenvalue, denoted by &1, of the following biharmonic
Steklov problem

A%u =0 Q

d,u=0 o0

Oy Au = —£(Q)u 09,

where here A? is the Bilaplace operator. Let Q C R? be a Lipschitz domain, then the
following inequality holds

p1(2)a1(2) < & ().

This two inequalities are an example of possible relations between 11 (£2) and o1(2), but,
as one can notice, this inequalities in some sense does not give a direct comparison between
the 1(2) and 01(Q).

From the scale properties described in and in we see that the scale factor
between this two eigenvalues is different and, in order to be able to compare them, we need
to normalize these eigenvalues. From the definition of the first Neumann eigenvalue, we
can heuristically say, that it lives inside the domain €2 so the more natural normalization
for this eigenvalue is the following

|21 (£2).

From the same reason, we can think that the first Steklov eigenvalue, we can heuristically
say, that it lives on the boundary of the domain €2 so the more natural normalization for
this eigenvalue is the following

P(Q)o1(9).
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The first result that we can achieve is a negative answer to the question (see Chapter
for the proofs). Indeed we can consider the dumbbell domain €, C R? constructed as
follow, Dy and D9 are two balls such that |D;| = |D2| = 1 and p = 1 constantly.

Figure 1.3: Dumbbell shape domain in d = 2, with p = 1.

By choosing, in the variational formulation of p; (), a test function which is constant

on each disk and affine in the tube, we can prove that p1(€,) < %e, so we conclude that

|€2] 4
() < .
Py = G et el
Now using the result that we achieved Theorem [1.12| we have a characterization of the
constant oy in the asymptotic expansion 01(€2¢) ~ aje and in particular, if the length of
the channel L is large enough, we conclude that

4
@vr DL =

This will imply that there exists a dumbbell domain €2 with a long and thin enough
channel, such that
P(Qc)o1(e) > Qe 1 ().

At the beginning of this section we stated that there are no inequalities that link the
quantity P(Q)o1(2) and the quantity |2|u1(€2), more precisely this means that there are
no bounds from above and below of the following functional

()[4

PO =y

in the class of Lipschitz domains. In particular in Chapter [3| we prove that
inf{F(Q) : Q ¢ R? bounded open set and Lipschitz} = 0,

sup{F(Q) : Q C R? bounded open set and Lipschitz} = +oo.

In order to construct the maximizing sequence and the minimizing sequence for the prob-
lems above a crucial role is played by the results about the total instability of the Weinstock
inequality proved by D. Bucur and M. Nahon in [27]

Theorem 1.19 (Bucur-Nahon [27]). Let Q,w C R? be two smooth, conformal open sets.
Then there ezists a sequence of smooth open sets (Qe¢)e>o with uniformly bounded perimeter
and satisfying a uniform e-cone condition such that

lim dp (02, 00) = 0, liH[l)P(Qe)O'k(QE) = P(w)og(w), lin% | Qe | (Q2e) = |2 pr ().
e— e—

e—0
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Moreover in Chapter [3| we will also study the following Blaschke-Santalé diagram
E = {(z,y) where z = 01 (Q)P(Q), y = 111(Q)|Q], Q C R?},
In particular we prove the following theorem

Theorem 1.20. The following equality holds

E =10,87] x [0, pu1 (D)7

where p1 (D) = j’%l is the first Neumann eigenvalue of the unit disk.

1.4.4 Inequalities for convex domains

A natural question is to find upper and lower bound for the functional F'(€2) in a restricted
class of domains (2. We state the results that we prove in Chapter [3| concerning the class
of convex domains. We are interested by the following problems

inf{F(Q) : © ¢ R? bounded open and convex set},

sup{F () : Q C R? bounded open and convex set}.

Thanks to the Blaschke selection principle (see [71]) we know that a maximizing/minimizing
sequence can have only two behaviors: or it converges in Hausdorff sense to an open con-
vex set or it converges in Hausdorff sense to a segment. In order to study this second
situation we use the asymptotic behavior that we stated in Theorems and about
Neumann and Steklov eigenvalues on thin collapsing domain. This gives, almost directly,
the asymptotic behavior of the functional F'(£2) on thin domains

Theorem 1.21. Let ht and h™ be two positive, bounded and concave functions, let h =
h*t 4+ h~ and let Q. be the following thin domain

Qe ={(z,y) eR? | 0< 2 <1, —h™(z) <y <eht(2)}.

Then the following asymptotic behavior holds:

1

F(,) e F(h) = Ml(h)alo(:)(f)dﬂﬂ.

Where uy(h) is the first non zero eigenvalue of

Thanks to the theorem above we have that the study of the limit behavior of the
functional F'(€2) on thin domains reduces to the study of the spectral functional F'(h) that
depends only on 1-dimensional Sturm-Liouville eigenvalues. We studied this functional
and we obtained the following results.
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Theorem 1.22. The minimization problem (resp. the mazximization problem)
inf{F(h) : h e L}, (resp. sup{F(h):heL})
has a solution, moreover the constant function h =1 is a local minimizer.

We come back now to the question of finding upper and lower bounds for the functional
F(€) in the class of convex set, in particular these bounds will provide inequalities between
P(2)o1(92) and |21 (€2). We first prove the following upper and lower bound for the limit
functional F'(h)

Theorem 1.23. For every non negative and concave function h € L>(0,1) the following

iequalities hold
2

3

= < F(h) <4

\V)

Then we will prove the main theorem of Chapter [3|that gives upper and lower bounds
for the functional F(12)

Theorem 1.24. There exists an explicit constant Cy such that, for every convexr open set
Q C R2, the following inequalities hold

7T2

o SF@ <o

The explicit constant C; will be described in Section As a direct consequence
of this theorem is the existence of direct inequalities between the normalized Neumann
eigenvalue and the normalized Steklov eigenvalue, indeed we proved that, for every Q C R?
open convex domain, the following inequalities hold

7T2

sl (Wo(@) < Q0 (), P(Q)o1(©2) < O (€2) < 9.04/2 1 (€2).

In the end of Chapter 3| supported by numerical evidences, we state some conjecture. The
main of this conjecture concerns the sharp inequalities between P(Q)o1(€2) and |Q|u1(£2)

Conjecture 1.1. For every bounded, convex and open set Q C R? the following sharp
bounds hold
1< F(Q) <2.

In the last part of Chapter [3]we use a different approach in order to prove the inequality
P(2)o1(2) < [Q|p1(Q), we study this inequality using, heuristically, a localization prop-
erty for the Neumann eigenfunctions. In particular, by an easy test function argument,
the inequality P(Q)o1(Q) < |Q]u1() for convex plane domains with two axis of symmetry
follows directly from this conjecture

Conjecture 1.2 (L? hot spot conjecture). Let @ C R? be a convex domain and let u be
the first non trivial Neumann eigenfunction of the domain 2, then

1 / 9 1 / 9
—_— uds > — [ u?dzx.
P(Q) Jaq — 19| Jo

In Chapter [3] we prove the following theorem
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Theorem 1.25. Let Q C R? circumscribed polygon and let u be the first non trivial
Neumann eigenfunction of the polygon €2, then

—_— u“ds > — | u“dzx.
P(Q) Jag 12| Jo

As a corollary we obtain that the inequality P(Q)o1(Q) < |[Q|u1(Q) is true for a specific
class of convex plane domains.

Corollary 1.26. Let () be a circumscribed polygon in the plane with two axis of symmetries
then
P(Q)01() < |9 (9).

1.5 Sturm-Liouville eigenvalues and Neumann eigenvalues
under diameter constraint

Upper bounds for the Neumann eigenvalues in terms of the diameter was proved by S.
Y. Cheng in [29] in the contest of complete and smooth Riemannian manifolds. Then R.
Banuelos and K. Burdzy in [§] solve the following problem

sup{D(2)%u1(Q)| © C R? open and convex}.

They proved that this problem has no solution and the maximizing sequence is given by
collapsing rhombi

Theorem 1.27 (S. Y. Cheng [29],R. Banuelos-K. Burdzy [8]). For any plane convex
domain Q
D(Q)*11() < 445,

where jo1 ~ 2.405 is the first zero of the Bessel function Jy. Moreover, this bound is
sharp, asymptotically attained by collapsing isosceles triangles (or rhombi).

Then P. Kroger give the following upper bounds for all the Neumann eigenvalues.
Theorem 1.28 (P. Kroger [74]). For any plane convex domain €
D) 1 (Q) < (20,1 + (k = 1)m)?
where jo1 ~ 2.405 is the first zero of the Bessel function Jy.

In Chapter 4] we study the maximization problem of Neumann eigenvalues under Di-
ameter constraint by analyzing a maximization problem for Sturm-Luoiville eigenvalues.
1.5.1 Connection between 1(2) and u4(h), unboundedness of D(Q)%1(Q)

Let h € L*°(0,1) be a non negative function, in the first part of Chapter {4 we prove a
connection between the first Neumann eigenvalue problem and the following quantity

Lo, 2 1
hd
w1 (h) := inf {WE |uw e H'(0,1) and / uhdx = 0}.
Jo u?hdzx 0

In particular we prove the following proposition
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Proposition 1.29. We have equality between the two quantities

Sy = sup{p1(Q),Q C R, bounded, Lipschitz ,D(Q) =1}
Sy :=sup{ui(h),h € L>(0,1),h > 0,h # 0}.

We can explain the idea behind the identification between the two maximizing problems
in the following way:

1. the first thing to notice is the following: given a domain Q C R? we can describe
this domain by means of a one dimensional function h defined in the following way

h(z1) = H {2 € REY| (21, 2") € Q).

Then using in the variational characterization of () a test function that depends
only on the first variable z, one can prove that

p1(2) < pr(h).

2. If we take a positive non trivial function h € L*(0,1), then we can construct the
following axysymmetric domain

Qp = {(:El,l'/) S R? | |113,| < h(fL‘1), Vi € (07 1)}

Of course, from the previous point, u1(Q) < p1(h91) but if we consider the follow-
ing sequence of domains 1 (£2¢;) when € goes to zero we have the following inequality

p1(Qen) > pa (R + fe, ) (1.8)
where f(e,h) — 0 when € — 0.

We described in a non rigorous way the identification given in Proposition [1.29] a rigorous
proof of this identifications follows from Lemmas and
Thanks to this result we can explicitly construct a sequence of domains €2, such that

lim inf D ()1 (Qe) = +00.
e—0

We construct this sequence as a sequence of axysymmetric domains with a profile described
by the following function

e2wa(z—a) 0<zr<a
ga(z) =<1 a<zr<l-—a
e2wa(l—a—a) 1 _ g < <1,
where 0 < a < %, and w, is the first positive root of the following equation
1

tan (5 —a)) =1+

We prove the following proposition

Proposition 1.30. Let g, be the function defined above. Then u1(gq) = we and

lim 4o (ga) = +00.

1
a—3

Now the constructions of the domain of the sequence €2, follow easily, indeed from the
proposition above and from the inequality (|1.8)) we conclude that

lim inf D(Q P (Q 1) = oo

1
=0 €(ga) -1 €(ga) 41
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1.5.2 Analysis of a Sturm-Liouville eigenvalue problem

We described in the last section that we have a deep connection between 11 (£2) and p1(h),
we would like to identify uq(h) as a first eigenvalue of a Sturm-Liouville eigenvalue problem
and then extend our study, identifying py(€2) with the k-th Sturm-Liouville eigenvalue
i (h).

Unfortunately, in general, if we only assume that h is a bounded and non negative
function, the quantity u1(h) cannot be identify as a first (non trivial) eigenvalue of a Sturm-
Liouville eigenvalue problem. The problem is that, if we do not assume some condition on
how fast h vanishes the Green kernel of the Sturm-Liouville problem is not well defined
(see [55]) and then the existence of Sturm-Liouville eigenfunctions is not ensured. But if
we assume that there exist K > 0 and p < 2 such that h(x) > K(z(1 —x))P a. e. in (0,1),
then u(h) is actually the first eigenvalue of the following eigenvalue problem (see [55])

— 4 (h(z)%(2)) = p(h)h(z)u(z) =€ (0,1)
(1.9)

In particular the identification, that we described in the previous section can be ex-
tended to all the eigenvalues in the case, for instance, of plane convex domains. Heuristi-
cally we have that, given a convex plane domain €2 there exists a concave and non negative
function h such that ug(Q2) < ux(h) (that will be the function that describes the boundary
of Q, see Chapter 4| for more details), and for every concave and non negative function h
there exists a sequence of collapsing domains Q¢ such that pg(Q) — px(h) when e goes
to zero. This means that we have the following equality

sup{ux(92), 2 plane convex domain ,D(Q2) =1} =

= sup{ux(h), h concave, non negative on [0, 1]}.
Motivated by this equality in Chapter 4] we study the following maximization problem
sup{ux(h) | h concave, non negative on [0, 1]}, (1.10)

where pg(h) is the k-th eigenvalue of the eigenvalue problem (1.9)). The existence of a
maximizer is a straightforward application of results we achieved in [55].
The main result of Chapter {4]is the following theorem

Theorem 1.31. For any k > 1, the problem max{u(h), h concave, non negative on [0, 1]}
has a solution hy,, moreover

e max{uy(h),h concave, non negative on [0,1]} = p1(h}) = (2jo.1)? and

hT:{Qx z € [0, 5],
21 —2) z€]5,1]

=
[ NI

i

[N

o let k > 2 then max{ui(h), h concave, non negative on [0,1]} = pp(hy) = (2jo,1 +

(k —1)m)?
(2jo1+(k—1)7) Jo,
e 20 gt |
. 70,1 Jo,1
= %1 )(2jo,1+(k—1)T) re [(21'0,1+(ki1)7r)’1 N (2j0,1+(k*1)7r)] ’
—z)(2jo,1 —1)m Jo,1
o xE[l—mvl]
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The key result (and also the difficult step) in order to prove this theorem is the following
result, that we proved deeply using the abstract formulation for optimality conditions
proved in [79]

Theorem 1.32. For any k > 1, the problem max{ui(h),h € L} has a solution hy. This
one has a graph that is a polygonal line composed of (at most) k 4+ 1 segments.

Our approach to prove this theorem strongly relies on the work by J. Lamboley and

A. Novruzi [79]. In this work they were interested in solving shape optimization problems
of the following kind

min{J(2) | 2 convex, Q € Spq} (1.11)

where S,4 is a class of 2—dimensional admissible shape and J : S,g — R is a shape
functional. They derive some general optimality conditions and they prove that, for a
large class of shape functional, the solution of the optimization problem is a polygon.

The two optimization problems and , at first sight, seems to be quite
different, but they have an important properties in common: in problem ED we are
searching for polygonal solution and we want to prove that the solution of @ is given
by a concave function with a graph given by a polygonal line. In order to understand
better this similarity we need to introduce the concept of support function associated to
a convex set 2 C R2. We will introduce these functions and we describe the properties,
we refer to the book [93] for all the details. Let 2 C R? be a convex domain, the support
function gq associated to €2 is defined in the following way

ga(x) = sup(z,y).
yeN
The support function is a Lipschitz and positively homogeneous of degree one function on
R2. Thanks to this homogeneity property, without loss of generality, we can restrict the
function on S' obtaining a 27 —periodic function and the support function also have the
property that g, + go > 0 in the sense that gf) + g is a positive Radon measure.

The converse is also true in the sense that given 2w —periodic function g € W (S1)
such that ¢’ + g > 0 then there exists a convex domain € such that the function g is
the support function of the set Q. This means that (modulo fixing an origin in R?) the
following equality holds

min{.J(Q) | Q convex, Q € Spg} = min{j(u) |u € WH>(S!) s. t. u” +u >0},

where j is a suitable integral functional. Moreover we have also the following property, let
Suppt(g¢, + ga) be the support of the positive measure g¢) + go then

Q) C R? is a convex polygon with n vertex <= Suppt(ge, + go) contains only n points.

This means that prove that a solutions for the problem (|1.11)) is a polygon is equivalent
to prove that if u* is the solution of the following problem

min{j(u) |u € WH*(Sh) s. t. v’ +u > 0},

then the set Suppt(u*’ + u) is a discrete set. The analogy with our optimization problem
is now clear, indeed prove Theorem [1.32] is equivalent to prove that if A* is a solution of
the following maximization problem

sup{ur(h) | A" < 0 non negative on [0,1]},
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then the set Suppt(h*") contains at most k points.

Having this analogy in mind, in Chapter [d, we reformulate the optimality condition
present in [79] to our setting and in a first place we prove that Suppt(h*’) must be a
discrete set. Then with a careful analysis on the nodal intervals of the Sturm-Liouville
eigenfuntions we are able to prove that the set Suppt(h*’) must have at most k elements.
Without entering into the details we want to give a general idea on how the interplay
between the optimality condition we get by adapting the one given in [79], and the analysis
of the nodal intervals of Sturm-Liouville eigenfunctions brings us to the proof of Theorem
the detailed proofs are presented in Chapter [4

The first step in order to obtain the optimality condition is to compute the first deriva-
tive of the Sturm-Liouville eigenvalues with respect the function h, this means to compute
the following quantity (we can compute the derivative in this way because the eigenvalue
are simple)

frp == %Mk;(h + t¢))t:0,
for this reason we prove the following lemma

Lemma 1.33. The derivative of ug in the direction ¢ is given by
Lo
jio = [t )oda
0

where u is the eigenfunction associated to pi(h) normalized by fol hu? = 1.

With this formula we can explicit the first order optimality condition by using the
formalism of [79], (Proposition 2.3.2)

Proposition 1.34. Let h* be a mazimizer of ui(h) in the class H. We denote by S the
support of (the negative measure ) h*'. Then there exist

e a function & € H*(0,1), such that £ >0, £ =0 on S,

e two non-negative Radon measures vy, vy such that suppt(vy) C {z|h*(z) = 0} and
suppt(v1) C {z|h*(z) = 1}

such that, for any ¢ € H'(0,1)

1 1
<figyp >=— <& 6> +/ pdvy —/ Pdur. (1.12)
0 0
We define the following function
f= uw? - Mkuz.

The support of the measure h*” (that we denote with S) is a closed set, so its complement
S¢ is a union of intervals: S¢ = (J;c (a4, B;). We will distinguish the internal intervals
(those for which a;; > 0 and §; < 1) and the boundary intervals: we prove that the number
of this intervals is finite, thus we will have only two boundary intervals that we will denote
(0, Bp) and (cp,1). Using the optimality condition given in Proposition we prove the
following lemma

Lemma 1.35. The function f vanishes at least two times on each internal interval (o, ;)
and at least one each interval (0, 3) and (ap, 1).
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We then need to count the number of zeros of the function f inside the nodal interval of
the Sturm-Liouville eigenfunction associated to p(h*). We distinguish here the ”internal”
nodal intervals, those where u vanishes at the two extremities and the two ”boundary”
nodal intervals (where u vanishes only at one extremity). The key proposition is the
following:

Proposition 1.36. The function f wvanishes exactly two times on an internal nodal in-
terval of u and exactly one time on a boundary nodal interval.

Since w is the k+ 1-th eigenfunction of a Sturm-Liouville problem, its number of nodal
domains is exactly & + 1 (k — 1 internal plus two boundary nodal intervals). Following
Proposition [1.36] it implies that the function f has exactly 2k zeros.

Combining Lemma [I.35]and Proposition [[.36] we obtain an upper bound of the number
of intervals that compose 5S¢, we conclude that S¢ must be the union of at most k£ + 1
intervals.

From the optimality conditions we have information about the behavior of the Sturm-
Liouville eigenfunctions on the vertex of the optimal function h7. Thanks to this informa-
tion we can improve the result above obtaining that A} has the graph that is a polygonal
line composed of (at most) 2 segments and for all k& > 2 h} has the graph that is a polyg-
onal line composed of (at most) 3 segments. We then obtain the explicit formulas for
the maximizers h; from an analysis of the zeros of Bessel functions, proving in this way
Theorem As an application we give an alternative proof of the Kroger inequalities

Theorem 1.37 (P. Kroger [74]). For any plane conver domain )
D(Q)*11() < (2o + (k= 1)m)?

where jo1 ~ 2.405 is the first zero of the Bessel function Jy. Moreover, this bound is
sharp, asymptotically attained by collapsing trapezoids (or hexagons).

1.6 Mixed eigenvalue problems

As we already mentioned, the eigenvalues, such as the Neumann eigenvalues and the
Steklov eigenvalues and also the more classical Dirichlet eigenvalues, have a very deep
physical interpretation. They can be interpreted, for instance, as a mode of vibration,
and the boundary condition can be interpreted as physical conditions on the system (see
[30]). The most elementary example of this is the vibrating membrane. The Dirichlet
eigenvalues correspond to the modes of a membrane with constant density, that is fixed
on the boundary. The Neumann eigenvalues correspond to the modes of a membrane
with constant density without any force applied on the boundary. A natural question is
to understand what is the mode of a membrane with a given part of the boundary that
is fastened and the other part that is free to move. The simplest mathematical model
that described the mode of this physical system is given by a mixed Dirichlet-Neumann
eigenvalue problem. Given a Lipschitz domain © C R¢ and a subset of his boundary
I'p C 09 the mixed Dirichlet-Neumann eigenvalue £(€2,T'p) is given by the following
problem:

—Au=¢(Q,Tp)u Q
u=0 FD,
&,uzo 8Q\FD.
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This kind of eigenvalue has been studied by S. Cox in [31], more precisely in this work the
author studied the dependence of this eigenvalues with respect to the boundary part I'p
in which Dirichlet boundary conditions is imposed.

Another important mixed eigenvalue problem is the mixed eigenvalue problem with
a part of the boundary in which we impose Steklov boundary condition. We start by
exploiting the mixed Steklov-Neumann eigenvalue problem. More precisely let Q C R% be a
bounded, open, connected set with Lipschitz boundary and let I'g C 052 be a relative open
submanifold with Lipschitz boundary we define the mixed Steklov-Neumann eigenvalues
1 (2, I's) in the following way

Au=0 Q
Ou=pu(Q,I's)u Ig (1.13)
&,u =0 o0 \ FS-

The eigenvalue problem has important applications in hydrodynamics, it is deeply
connected to the sloshing of a liquid, for this reason this problem is also known as sloshing
problem. The first to study this problem was Euler (see [36]) in 1761 and since then a
huge amount of research has been done on this topic. Without claiming to be complete we
give an introduction to the physical meaning of the problem , we refer to [38] for an
historical overview of the problem and we refer to the books [60, [72, [77] for an extensive
treatment of the sloshing problem. In the mathematical model of the sloshing problem (2
can be seen as a container of a liquid. The boundary of this container is divided in two
parts: a free surfaces I's where the liquid is not touching the container (in the physical
application it will be horizontal, for example the part of the surface of a liquid in a mug
that is not touching the mug) and a contact surface 9Q\I's where the liquid actually touch
the container. The liquid motion is assumed to be irrotational and the surface tension is
neglected on I'g. In the framework of linear water wave theory one can identify the modes
and the frequencies of the liquid respectively with the eigenfunctions and the eigenvalues
of the sloshing problem .

In this thesis we focus on the mixed Steklov-Dirichlet eigenvalues. Let Q C R? be a
bounded, open, connected set with Lipschitz boundary and let I'g C 02 be a relative open
submanifold with Lipschitz boundary we define the mixed Steklov-Dirichlet eigenvalues
A(©,Tg) in the following way

Au=0 Q
dyu=\NQTs)u Ts (1.14)
u=20 o0 \ FS-

Also this mixed eigenvalue problem has a deep physical meaning, it describes the stationary
heat distribution in €2 under the condition that the heat flux through I'g is proportional
to the temperature and the part 02\ I'g is kept under zero temperature. Problem
has also a deep connection with Brownian motion, more precisely it is linked to Cauchy
process, that are traces of the (d + 1)—dimensional Brownian motion, this connection is
described in details in [9].

In recent years mixed eigenvalues problem have attracted considerable attention. In
[51] bounds for the Riesz mean has been obtained, in [10] the authors obtained inequalities
between Steklov-Dirichlet eigenvalues and Steklov-Neumann eigenvalues and in [80] the
authors proved a two terms asymptotic for the Weyl’s law. Optimization problems for
these eigenvalues are also interesting. For instance in [41} [39] [101] optimization problems
for Steklov-Dirichlet eigenvalues have been studied, in particular the case where we have
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a convex domain ) with a spherical hole, with Steklov conditions imposed in 02 and
Dirichlet conditions imposed on the boundary of the hole.

Chapter [5]is devoted to the study of the Steklov-Dirichlet eigenvalues. The first result
that we prove is the following stability result of \;(€2,I's) with respect to I's

Theorem 1.38. Let Q be a uniform C1' open set of R, let I's C 0 and Iy C 092 two
CY1 relative open submanifolds such that H* ' (T's N I'y) > 0 . We define the two sets
I'p=0Q\Tg and I', = 0Q\ I'y then

e For d > 3 there exists a constant Cy such that:

NI

Ne(,Ts) — Me(Q,T%)| < C1 (HEH(T g AT) 2 + d(Tp, ')

).

e For d =2 there exists a constant Cy such that:

=

M@, Ts) = M(2, )| < Co(HITgAT%): + d(T'p, T')

Where d(T'p,T") is the Hausdorff distance between the two sets.

In this introduction we are not going to give more information about the constants C
and Cy, for more information see Theorem We are also not going to give the precise
definition of a uniform C'! open set (see Definition but we want to explain why an
hypothesis of regularity of the domain {2 is needed.

One of the main difficulties that we have to face when we study mixed Steklov-Dirichlet
eigenvalues is the lack of regularity of the corresponding eigenfunctions. Indeed it is well
known (see for instance the monographs [34] [48]) that a singularity can appear when the
boundary condition change. We present a classical example (that we also recall in the
introduction of Chapter |5) let R = {(z,y) € R?|y > 0} and we consider the following
problem

Au =0 IRi
du=0 {(z,y) eR*|z <0,y =0}
u=0 {(x,y) €R?|xz>0,y=0}.

In polar coordinates a solution for the above problem is given by the following function:
1,0
u(r,0) =r2 s1n(§) r>0,0<6<2m.

We have that u € C %(@), but not more regular than that. We measure the regularity of
Steklov-Dirichlet eigenfuntions in the class of Besov spaces

Definition 1.3 (Besov spaces, see [2, [13]). Let Q C R and let f € LP(Q) with p > 1 we
define the m-th difference operator in the following way

pr =3 () 0tstes i,

k=0

we define the m-th order modulus of continuity of f in LP in the following way

wy'(f,t) = sup [[AF fllLe()-
|h|<t
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Let n be a non negative integer, p,q € [1,00) and we define s =n+ « with 0 < a < 1, we
define the following quasi-seminorm

(ol (£,0172) " #1<g<oo

’f‘BZS)’q(Q): su t=*w(f,t) ifq=
Pte(0,00) p \J>» q =00

The Besov space B, () is defined as the following space

By () ={f e W*"P(Q)|[flB; @) < oo},

endowed with the following quasi-seminorm

£l Bs 2 = [l fllwne@) + | flBs, @)

We see in Chapter [5] that the Steklov-Dirichlet eigenfunctions are in the Besov space

3
B3 . (Q), but in order to have this regularity we need to have a regular enough domain €2.
More precisely we prove the following theorem

Theorem 1.39. Let Q be a uniform Cb' open set of RY, let T's C 0 be a CV' relative
open submanifold (as in Definition and let ug be an eigenfunction corresponding to

the eigenvalue (2, Tg) then uy, € B (Y). Moreover if d = 2 then uy € C%(Q)

In order to prove Theorem [1.38 we need this regularity for the eigenfunctions and
moreover we need a stability result for solution of partial differential equations with mixed
boundary conditions (Theorem 4 in [92]), in both of this results the regularity of the domain
is needed.

In Chapter [5| we prove also the two following existence theorem

Theorem. Let Q C R? be a Lipschitz domain and let 0 < m < 1 be a constant, then, for
all k, the following variational problem

inf{\;(2,T's) | Ts C 09, HHI's) = mH (0Q)},
has a solution.

Actually we prove the existence in a relaxed sense and, in general, thanks to the non
regularity of the eigenfunctions it is not clear if the relaxed minimizer I'g can be actually
a relative open submanifold of 0f2.

We also study the maximization problem, and in this case we prove the non existence
of a maximizer, in particular we prove the following theorem

Theorem 1.40. Let Q C R? be a Lipschitz domain and let 0 < m < 1 be a constant, then
the following equality holds

sup{ M\ (2 Ts) | Ts € 9Q, HL(Ts) = mHI™1(89)} = +o0.

From the proof of this theorem it is clear that a possible maximizing sequence is given
by a sequence I'g, that have an unbounded number of connected components. We give
also an explicit example in dimension two and, motivated by this example, we study the
existence of a maximizer in two dimension with a constraint on the maximal number
of connected components. Actually we prove more than that, we prove that under this
topological constraint we have continuity of the eigenvalues
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Theorem 1.41. Let Q@ C R? be a CY' open domain, let I'pn C 082 be a sequence of
compact subdomains converging for the Hausdorff metric to a compact set I'p C 2. We
define the two sets I's,, = 0Q\I'p, and I's = 00\ I'p, assume that the number of
connected components of I'p p, is uniformly bounded, then for all k

)\k(Q, Fgm) — )\k(Q, FS).

This result can be interpreted as the analog for the Steklov-Dirichlet eigenvalues of the
well known result by Sverdk concerning the classical Dirichlet eigenvalues (see [58, 96]).
Indeed the Sverdk ’s theorem also gives a continuity result for the Dirichlet eigenvalue in
the plane, under a constraint on the number of connected components, more precisely the
theorem state the following

Theorem 1.42 (V. Sverak [58, 96]). Let 0, C R? be a sequence of bounded open sets
converging for the Hausdorff metric to an open set ). Assume that the number of connected
component of the complement of sequence €y, is uniformly bounded, then, for all k, the
Dirichlet eigenvalues converge

)\k(Qn) — )\k(Q)



Chapter 2

Steklov problem on dumbbell
domains

In this chapter we present the results we achieved in [25].

2.1 Introduction

The purpose of this Chapter is to analyses the asymptotic behavior of the eigenvalues and
eigenfunctions of the Steklov problem in a dumbbell domain.

Let Q. C R? be a dumbbell shape domain given by (see Figure

Q=D UT. U Do,

where D; and D, are disjoint, bounded, open, connected sets in R with Lipschitz bound-
ary and T is expressed as

L L
T. = {x = (z1,2') € IRd\ -5 <z < 3 2’| < ep(ml)},

where L >0 and p € CO([—5, 5]) N C=((—%, L)) is a positive function.
The connection between the channel and the two regions D1 and Dy occurs as follows:
we assume that there exist an orthogonal system of coordinate x = (x1,x9,...,24) =

P=2 ]}

Figure 2.1: Dumbbell shape domain (2.

29
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(z1,2") € R and two constants L,§ € R such that

—_ L L
Din{z = (z1,2') € Rz, > —3 2| <6} ={z= (—5,:5') e Rl |2| < 6}

— L L
Dy N {x = (11,2) € IRd]:rl < 5 2’| < 5} = {x = (5,:13’) € IRd\ |2'| < (5}.
The eigenvalues of the Steklov problem in {2, are denoted by
0=05<o0;<05<.. 0 Ve > 0,

multiplicity being counted, and the corresponding eigenfunctions by ug, which are nor-
malized in L*(99), [|uf|/12(50.) = 1-

The main purpose of this chapter is to study what is the behavior of (o}, uf,) when €
goes to 0. The first thing to notice is that, if € — 0, the channel T, collapse to a line and
the norm of the trace operator blows up. One can easily observe that

VkeN, op—0 when € — 0,

our objective being to give precise estimates of the asymptotic behavior of o} when € goes
to 0. We shall prove that o} behaves, roughly speaking, as pxe”, where py is the k-th
eigenvalue of some one dimensional problem and vy € {1,d — 1}.

As an interesting feature, we notice that the behavior strongly depends on the dimen-
sion of the ambient space. Indeed we have to distinguish between the cases d = 2 and
d > 3, as we shall see below. This fact is due to the presence of the boundary energy in
the Rayleigh quotient of the Steklov problem and to the fact that in dimension three, or
higher, the surface area measure of the boundary of the tube is vanishing with e.

Below, we denote by P(D) the surface area measure of the boundary of D and wy is the
Lebesgue measure of the d—dimensional unit ball. Let ®. : T1 — T, ®(z1,2") = (z1, ex’).

Here are our main results. The first theorem concerns the case d = 2.

Theorem 2.1. (d = 2) Let . C R? be the dumbbell shape domain defined as above. Then
o ~ uge+o(e) as €—0,
where uy, is the k—th eigenvalue of the following problem
— & (p(x) G (2) = mVi(x)  ze(—%%)
p(—5)GE(=5) = ~4P(D)Vi(-%) (2.1)
p(5)GE(L) = 4-P(Dy)Vi(%).

For every subsequence {€,}5°; such that €, — 0, we have

s

urod,, =V in HY(TY),

where Vi, is a k—th eigenfunction of the problem (2.1)) constantly extended in the variable
xI9.

This kind of eigenvalue problem (in any dimension) where the eigenvalue py appears
both inside the domain and in the boundary condition is sometimes called a dynamical
etgenvalue problem. It appears at different places in the literature. We refer for example
to [102] where a complete study of this eigenvalue problem has been done. See also [43]
where a similar problem appears in the homogenization of the Steklov problem.

The next two theorems concern the case d > 3. We shall distinguish between the
behavior of the first non-zero eigenvalue, and the others.
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Theorem 2.2. (d >3, k > 2) Let Qc C R? be the dumbbell shape domain defined as above
and d > 3. Then for all k > 2 we have

o ~ ag_1€+o0(e) as €—0,

where ay_11is the (k — 1)—th eigenvalue (counting from zero) of

—wd,lﬁ(pd_l(x)%(x)) = apwg_op™(x)Vi(z) ze(-%5.%)
Vi(—=5)=0 (2:2)
V(%) =0.

For every subsequence {€,}2° such that €, — 0, we have

& Ut o®., = Vi in HY(T),

where V,_1 is an eigenfunction corresponding to oy._1, constantly extended into the vari-
ables x; for 2 < i < d.

Therefore, in the case d > 3, k > 2 we end up with a classical Dirichlet eigenvalue
problem.

Theorem 2.3. (d >3, k=1) Let Q. C R? be the dumbbell shape domain defined as above
and d > 3. The first Steklov eigenvalue has the following asymptotic behavior

o5 ~o1e f o) as e — 0,

where o1 is the unique positive number such that the following differential equation has a
non-trivial solution:

PR R =~ PD)VI(-5) (23)

For every subsequence {e,}2> such that €, — 0, we have
uro®, —~ Vi in HY(TY),

where V1 is the solution of the equation (2.3)) constantly extended to the variables z; for
2<i<d.

Let us now comment on the existing literature. A similar problem for the eigenvalues
of the Neumann Laplacian has been deeply studied, in particular in a series of papers by
S. Jimbo. A first characterization of the eigenvalues in the Neumann case was given in
[11]. In [64] there is a complete description of the behavior of the Neumann eigenfunctions
and in [67] there is a complete description of the Neumann eigenvalues when the channel
collapse to a segment. Other references for the Neumann problem in dumbbell shape
domains are [4] 62, 63, [65] [66]. These results turn out to be very useful in the study of the
solutions of reaction diffusion systems in singular domains (see for instance [5, 37, [49] [84]).
Perturbations of the geometric domain for the Steklov problem have been considered
in [46]. For an asymptotic behavior of the Steklov problem on a singular perturbation
somehow close to our analysis, we refer to the result of Nazarov [86] where he studies
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a two dimensional domain obtained by the junction of two rectangles (see also [87] for
a perturbation by a small whole). At last, let us mention that in the case of Dirichlet
boundary conditions, singular perturbations of this type are less interesting, since the
spectrum is stable to this geometric perturbation. Indeed, it can be proved that the
dumbbell y-converges to the union of the two sets D; U Do which means that its Dirichlet
eigenvalues converge to the union of the spectrum of D; and Dy. We refer to the books
[20] and [58] for more details.

2.2 The case d = 2. Proof of Theorem [2.1]

In this section we will prove Theorem We define 9T C 0f), in the following way

L L
OT? = {w = (01,2) €RY| = 5 <1 < 52" = elp(an) |}
In two dimensions, the set 9T is not connected and we decompose it
oTs =T_ UT,

where

Fj' = {x = (z1,x2) € IRZ\ —

IN
| NN

< , T = 6/)(361)}

N[ |
IN

I; ={z=(z1,22) € R*| - z1 < = w0 = —ep(a1) }.

2.2.1 Upper bound for Steklov eigenvalues

First of all we prove that there exists a constant C' > 0 such that the following upper
bound holds for € small enough:

o, < Ce. (2.4)
Precisely, we prove the following.

Lemma 2.4. Let py, the k—th eigenvalue of (2.1) then we have
oy, < pke + o(e). (2.5)
Proof. In order to obtain this upper bound, we use the variational formulation

Jo. IVul?dx
op =inf sup =r—F—,
Ek 0#ueEy, fane uds

where the infimum is taken over all k—dimensional subspace of the Sobolev space H* ()
which are orthogonal to constants on 9€).. We choose a particular subspace Ej in order
to obtain the upper bound.

We consider the eigenvalue problem and take a basis of eigenfunctions {¢; }ien
normalized in the following way

[ oibdes + 5 PD26.(5)6:(5) + 3PDO( - Dos(~5) =6 (26)
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. Proof of Theorem 33
Then
L
/ pcblqﬁjdxl =0ifi#j (2.7)
—L
.
2 2
[, pleian = (2:8)
T
From the variational formulation of the eigenvalue problem we know that Vv € H'! (—%, %)
7 L. L L L 7
/ _ M (BN By L B (_Z
/2L pdiv'dry = 5 P(D2)¢l(2)v(2) + 5 P(Dl)qﬁz( 2)1}( 2) + 1 /,f oivdxy,
we choose v = 1 we obtain:

SP(D)6i(5) + 5 P(Dx(~ / duder = 0. (2.9)

We now introduce our test functions that are the basis of our test subspace Ej. We
define

QSZ'(—L) if (.”L‘l,ajg) (S Dl

2
Q; di(x1) if (z1,22) € T¢

(251(%) if (:cl,xg) c DQ,

and we introduce its mean value

i CIJst
‘895] 0

The mean goes to zero if € — 0, indeed

/a | Buds = (Da>¢>z( ) + P(D1)gi( - é) +2 / * /Tt Epday,

from equation (2.9), dominated convergence and the fact that [0Q¢| — P(Dy) + P(D>)
2L > 0 we obtain

m; — 0 VieN. (2.10)
We introduce now our basis elements
U, =&, —

and our subspace will be Ey = Span < Uq,..., ¥ >. Now we compute all the quantities
we need for the Rayleigh quotient. We start by the numerator, if ¢ # j

L
/ VU, Vds = | V; Vd;ds = 26/1 pddidar = 0,
Qe Te -5

2

where the last equality is given by (12.7]), and

/ IV,|2ds :/ |V®;|2ds :26/
Qe Te

Nl

p(¢7)?dwr = 2ep,

2



34 Chapter 2. Steklov problem on dumbbell domains

where the last equality is given by ([2.8]). Now we compute the terms in the denominator,

fm-(e) = / \I/i\I/de = / ((I)Z' — mg)(fbj — mj)ds = / (I)i(I)de — miij(Qe)
0 0 0

L

7)
3

+ /_ 4105V 1+ p%dzy — mimP(Q).
2

= SPW20i(5)04(3) + 3PDDO( — 5)05( -

From (2.10)), (2.6) and the dominated convergence we obtain
e—0

Similarly,

fii(e) == /eme \I’?ds = /BQE((I)i - m§)2ds = / (I)?ds — (mlﬁ-)zP(Qg)

00

= 2/ $7V/1+ e2pday + P(Dz)(ﬁi(g)Q + P(D1)éi( — 5)2 — (m§)?P(Q),

2

now from ([2.10)), (2.6) and dominated convergence we obtain,
lim fz Z(6) = 2. (2.12)
e—=0""

Now if we use the test subspace E} in the variational characterization we obtain

2e S°F 22y,
o, < sup E— i1 Ti )
(@1,emai) €RF D iy @7 fii(€) + D2, 225 £ (€)

if € is small enough from (2.11)) and (2.12) we obtain

k2
€ N ey V7]
JI? < sup Zz_l il

k 2
(1:1,...7I)¢)€[Rk Z’i:l xi

+ o(€) = pure + o(e). (2.13)

2.2.2 Convergence of eigenfunctions

We start by showing the convergence on the two regions D; where ¢ = 1, 2.
Lemma 2.5. Let k > 1 we have (up to a sub-sequence that we still denote by us,)
up = G in Hl(Di),
uj, = ¢ locally uniformly in  D;.
where ¢; 1, € R are constants

Proof. First of all we know that of, — 0 as € goes to 0, and from [[uf||r2(90.) = 1 we
conclude that

lim [ |Vug|*dz =0,
e—0 Q.
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so it means that [|Vui||r2(p,) < [[Vugllr2.) < €. Now we want to bound |[ug||r2(p,)
uniformly on e. Using Poincaré-Friedrichs inequality we obtain

/ (u2)2d$§/ (ui)ZdazSCﬂE[/ |Vu2|2dﬂs+/ (ug)?ds],
D, Qe 0N

€

we know that [|uf|[z2(90.) = 1 and |[Vug]|r2(q,) < C, we have only to check that Cq, <
C < o if € is small enough.
We have the following variational characterization for the constant Cq,
1 - fﬂe |Vou|?dx + faﬂe v2ds
—— = in
Ca, wveHL () fQ€ vidz

- >\1 (967 1)7

where A\ (£, 1) is the first Robin eigenvalue with boundary parameter 1 (see [33]). We de-
note by Bpg, the ball with the same measure of €2, now, using the Bossel-Daners inequality
and the rescaling property of the Robin eigenvalue (see [33]), we obtain

1 1
— = A1(2,1) > M (Bg,,1) = =M (Bi1, Re).
CQ€ 1 ( €9 ) - 1 ( Re ) Rz 1 ( 1 E)

Now, for € small enough, we have |D1|+ |Dsz| < |Q¢| < |D1|+ |D2| + 1 so, by monotonicity

of the Robin eigenvalue on balls we finally obtain

1 T

- - )\1(967 1) Z )\I(BRea 1)
Ca.

|D1| + | D2
— By, /220 .
\D1\+]D2]+1/\1( b & ) >0

Finally we conclude that Cq, < C < oo for € small enough. We conclude that
il () < € < oo,

so exist a sequence, that we still denote by ujf,, and u,(g € H'(Dy) such that
u, —u) in HY(Dy).

We also know that |[Vug||z2(p,) — 0, so we conclude that there exists a constant ¢ € R
such that
u; — Clk in Hl(Dl).

We can improve this convergence since uj, are harmonic. Fix a compact set K C D; and
take 6 > 0 such that Bs(z) C D for all x € K. By the average properties of harmonic
functions and the Cauchy-Schwartz inequality we have:

1 1
ug ()| = =—— ug(y)|dy < |Bs(x)| ™2 ||ug|| 12 <C.
|uj, ()] Ba(@)] Bé(x)\ KW)ldy < [Bs(x)| ™2 |JugllL2(py)
Up to a subsequence, we get that uj, uniformly converges on K to a constant. We conclude
that for i = 1,2
ui — Cik in Hl(Dz),

uj, — ¢; ) locally uniformly in  D;.
O

Now we study the behavior of the eigenfunctions in the tube 7,. We define the following
functions
v (1, x2) = u (1, exe) VY (r1,22) € Th
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Lemma 2.6. Let k > 1. There exists V), € H'(T1) such that
v =V in HYTy),
(up to a sub-sequence, still denoted by vy,), where Vi depends only on the variable x1.

Proof. We start with the bound of |[Vv||z2(p)

ovs N\ 2 1 /0vEN\2 1
€12 k k €12
V dzr < + = dr = — V dy < C
11‘ vk‘ x_/Tl (32:1) €2 ((%UQ) v 6/’15| Uk| ’=

where we did the change of coordinates y; = x1, y2 = exs and the last inequality is true
because of (2.4). We want now to bound ||vg||z2(7,). By the Poincaré-Friedrichs inequality

we get
/ (v§)?dx < O, [/ Vo |*dx +/ (vg)?ds].
T1 Tl FTUF;

Now [|Vui||p2(z) is bounded, so it remains to bound the second term in the r.h.s. of the
inequality. Since /1 + p2 is a bounded function, for € small enough we obtain

L

B
/F+ (v§)%ds = / (v§ (1, p(x1))* V1 + p2day
1

L
2

Nl

<C (ug(z1,ep(z1)) 2 /1 4 e2p2dxy

N\h

<C | (u))?ds<C
re
where the last inequality is true because |[ug||z290,) = 1. The same computation is true
for the integral over I'] .
We conclude that there exists V, € H'(T}) such that (up to a sub-sequence that we
still denote by vy)
v =V in HY(Ty).

We finish the proof by showing that V', does not depend on z3. Indeed

/T (gg;)?dw N E/T (gUk)le’ < Ce — 0.

L2

2.2.3 Limit eigenvalue problem

From (2.5)) we know that there exists 0 < 5 < py such that
Tk, B.
€

First, we prove that there exists j € N such that 0 < j < k and 8 = p; and, in a second
step, we prove that j = k.
Step 1. We begin with the following.

Lemma 2.7. There exists j € N such that 0 < j < k and
I},

PRk

where i is the j—th eigenvalue of the problem (2.1)).
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Proof. We define § in such a way that

O_E

k
— =5
€

from ([2.5) we know that 0 < 8 < pi. We use the variational formulation of the Steklov
problem with the following test function ¢ € C°(—%, L) (we constantly extend ¢ in the

272
last variable x3), we obtain:

8 €
Ui %d:r = a,i/ ugpds.
T. 81‘1 81‘1 FjUFZ

Now we make the change of variable y; = x1 and y» = exo and we write the integral in
the right hand side by the integral in the graph of €p

L

ov§ 0 o 2 3

[ S804y = ([ witonento)on/TT e + [ o —en(e)oVTF i)

1 -3 5
L
o 2

::(/L (21, p(x1))Pp/ 1 + €2 ’2d:c1+/L v (21, —p(x1)) /1 + €2 ’del)
) 2

We know that vf — V in H!(T1) and Vj, depends only on the variable z1, we introduce
the function Vj, that is the restriction of V, to the variable z1. We let € goes to 0 and we
obtain

oV, 6¢>

L

2
y =2 Viodx.
Oy 8y1 b L kP

T2

Integrating by parts in the left hand side, we finally obtain

2 d d
—2/ (p—Vk ¢d$1 = 2,8/ Vk¢d$1.
L dzy \day L

This relation is true for every test function ¢ € C° (—%, %) so we have that Vj, and 8
must have to satisfy the following differential equation

N

L
2

— = (p@) (@) = BValx)  w€(-3.5). (2.14)

We find now the boundary conditions associated to this equation. Fix a real number
&€ > 0 and define the extended function p in the following way

p(=%) if —L—-¢<m<-%

2
p=4qp(r1) if —L <2<

We define the extended tube E,

E. = {z = (z1,72) € R?| — £ —¢<m < L —1—5 |za| < ep(21) }, (2.15)

and we choose £ in such a way that E. C €).. Now, repeating all the arguments in Lemma
we obtain that
,Uz — Vk in Hl(El)
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and V}, depends only on ;. We also know from Lemma that uj, locally uniformly
converge to ¢y in Dy. From this fact we have that
L L
v,i(—§ —0,0) 2 e = Vk(—§ —9) V&E>6>0,

where V}, is the restriction of V, to the variable 1. We know that V) € HY(E;), from
embedding theorem V}, is continuous so we finally obtain

L ) L
Vk(_i) = Clk —%I_I)I(I)Vk(—g—é) (2.16)
Similarly,
L
Vk(E) = C27k.

We use the variational formulation of the Steklov eigenvalue with a test function
defined on all )¢ and that depends only on z1,

ous, O /
—dx = o}, uLds.
Qe 0171 61'1 k 00 k¢

We repeat all the computations above and letting € goes to 0, we obtain

2/2 %%dﬁﬂl B(Vk( — g) Pds + Vk(g) Pds + 2/2L kad$1>

dl‘ dl‘ 8D, 8D,

Integrating by parts the left hand side and recalling the equation (2.14) we finally get

L dVi L L L. dVy, L L L / L /
—p(—=)—(=2)¥(—=) =B(Vk( — = ds + Vi (= ds).

3 GWE) —e(=5) - (=(=5) = B(Vi(-3) 8D1¢ s+ Vi(3) 6D21/1 )

Choosing a test function such that ¢ = 1 in Dy and ¢ = 0 in Dy, we get the first boundary
condition

p(

L.dv, L 8 L

p(— 2) Ix (—5) = —ap(Dl)Vk(—g)

and, similarly, chosing a test function such that ¢» = 0 in D; and ¥ = 1 in Dy we get the
second boundary condition

Ldv, L. B L
2)dxk(2) 2 PPV (5)-

We finally obtain the following eigenvalue problem for /3
L(p(@)Ye(2)) = BVi(z)  ze(-%.%)
p(— %)%l( £) = —SP(D)Vi(-%) (2.17)
p(5)4E(5) = SP(D2)Vi(5).

To be able to conclude, it remains to prove that V; is not the zero function. If Vj
would be zero, from the normalization | 0. uz2 = 1 and the convergence on the extended
tube, we would have

Pl

L/2
= P(Dl)cik + ]D(ZDQ)C%JC + 2/ / VkQ'
L/2
Therefore, ¢y or cp, k would not be zero yielding a contradiction since the function Vj
being in H 1(—7 —6,540)is contlnuous and thus cannot be constant (different from zero)
on (— g —0,— é) and zero after —%. Therefore we have proved that there exist ] € N such
that 0 < j <k and 8 = py, Where p; is the j—th eigenvalue of the problem (2 . O
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Step 2. We have just proved that o} ~ pje, with 0 < j < k. In this step we justify
that j = k . We denote by 17k the function constructed by taking the k—th eigenfunction
of problem and extending it constantly in the xo variable and equally constant to
Vi(—%) in Dy and to Vi(%) in D,.

We proceed by induction on the eigenvalue rank k. The case k = 0 is obvious. Now
suppose that for all 0 < j <k — 1 we have that v§ — V;in H'(Ty) and o5 ~ pjeE.

Now we will prove that pe+o(€) < of. By contradiction we suppose that there exists
j € N'such that 0 < j <k —1,v{ = V; in H(T}) and 0§, ~ pje. From the orthogonality
of the Steklov eigenfunctions we have the following equality

0 = lim uiffjds + / ug,(u§ — Vj)ds.
=0 Jaq. 99

For the first term, from (2.6), we have that lim._ fBQE uiffj = 2. For the second

term, we recall the inductive hypothesis vj — Vj, using the same argument in the proof
of Lemma, we conclude also the equality (2.16)) and, using Cauchy-Schwartz inequality,
we obtain

\y_f}(l) - uj,(u§ — Vj)ds| < lim | L2000 |45 — Vill L2909 = 0

This is a contradiction, we conclude that pre+o(€) < of. Now recalling that of, < pie+o(e)
(see inequality ([2.5))) we can conclude that

oy, ~ ke + o(e).
We also conclude that
ul(r1, €x9) — Vi(z1,20) in HY(TY),

where V. is the k—th eigenfunction of the problem constantly extended to xa. We
end the proof by proving that the convergence is true not only up to a subsequence but
is true for all the sequence. We have seen that the only possible accumulation point is
V. eigenfunction of Problem . Now it is a classical result for Sturm-Liouville type
problem that any eigenfunction is simple: use the ODE to prove that the Wronskian is
constant and the boundary conditions to prove that it is zero, yielding the result.

From the uniqueness of the accumulation point we conclude that the convergence holds
for the whole sequence. This concludes the proof of Theorem

2.3 The case d > 3 and k > 2. Proof of Theorem 2.2

In this section we will prove the second part of Theorem We will use the following
notation, take 2 € R? then we write 2 = (21, 2’) where 1 € R and 2/ € R~!
2.3.1 Upper bound for the Steklov eigenvalue

In this section we prove un upper bound for all the Steklov eigenvalues. In the following
lemma we give an estimate from above of the speed of convergence to zero of the Steklov
eigenvalues.

Lemma 2.8. Let d > 3 and let Q. C R? be a dumbbell shape domain then
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e for the first Steklov eigenvalue
of <o+ o(edh) (2.18)

where g1 > 0 is the unique positive number such that the following differential equa-
tion has a non-trivial solution:

—wi g (P (@) R @) =0 we(-3,5)
P 5 G (%) = — 2 P(D)VA(=%)

B E) = POV,
e For all the other Steklov eigenvalues (k > 2)
oy, < Aje+o(e) (2.19)
where Aj, is defined by the following 1—dimensional eigenvalue problem:
—wao1 2 (T (@) G (7)) = Mwn 20" 2(@)Vi(z)  we (- %)
PN (=5 B (— L) = — Z P(D)VI(-5) (2.20)

_ )\
P (5) Gk (5) = 2 P(D2)Vi(5).
Proof. We introduce the following functional space

H(}O(Qe) = {u € Hl(QE)\u =¢;in D; u = 0, and u depends only on x1 in Te}

0
(2.21)
and denote o{°(€2) the (pseudo) k-th Steklov eigenvalue computed by replacing the
Sobolev space H'(Q.) with H} () in the variational formulation using the Rayleigh
quotient. Since H} () is a subspace of H'(£2,), we obtain:

¢ < po0(Q) - er |Vul|?dz
of <of’(Qe) = 07£u€11r13r010(96) —fage ey

L
gy [2 pT (W) dey

< inf 3 +o 6d*l
0£uell, ) P(D1)u?(— %) + P(Da)u?(5) )

2
<o +o(emh).

The last inequality is true because the quantity

L
W1 f 2L pd_l(u/)del

OyﬁuEHi( Qe) P(Dl)u2(—*) + P(D2>u2( )

is equal to o1 that is the unique positive number such that the following differential
equation has a non-trivial solution:

—wi g (P @) G (1) =0 ze(-%,%)
P (=5 (=5) = - 2= P(D)Vi(—%)

PTG (5) = 2 P(D)VA(5).
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We now prove the second part of the lemma. We start by noticing that from the geometric
properties of T we can compute the surface measure and we obtain that

AHTILOTE = 720472\ /1 + €2p2dx1d,...dpg_s (2.22)

Let Sk be the family of all the k—dimensional subspaces of the functional space HZ ()
with k > 2, as above we have the following inequalities

ot < of°(Q) = inf su M
k="K € EeS; ueg fBQE u2d?—ld71

L
6d—lwd_1 f_zé Pd_l(U/)QdCCl
2

< inf sup L
E€Sk+1uecE P(Dl)u2(—%) +P(D2)u2(é) + €d2wy_, f_z u2p?=2\/1 + €2p2dx;
2

L
wi—1 [ 2, pP ()P dan
<e inf sup 2

~ EcS P(D P(D L +ole)
k+1 ucE 6272)“2(_%)+ L(iig)u (£)+wd_2f_2£ u2pd—2dz,
2

€ 2
< Ape +o(e).
Where the last inequality is true because the quantity
L
Wa—1 ffg pdil(u/)zdxl

L
PO y2(— Ly 4 PP2l2(Ly 1wy s [2, u2pi=2da
2

is the Rayleigh quotient of the following eigenvalue problem that depends on €

Ny

)

(P U x) Gk (2) = Mwa—op?2(2)Vi(2)  we (-5,
Wi (—Ly = — J P(Dy)Vi(—%) (2.23)

L (L) e (Ly = 2% p(Dy)Vi(L).

2.3.2 Convergence of eigenfunctions

We begin with the convergence on the two regions D; where ¢ = 1,2. The proof of the
following lemma is the same of the proof of Lemma [2.5, so we do not repeat it.

Lemma 2.9. Let k > 1 we have (up to a sub-sequence that we still denote by ug,)
ug, — ¢ in HY(Dy),
uj, = ¢ locally uniformly in  D;.

where ¢; ), are constants

We study the behavior of the eigenfunctions in the tube T¢. For every k > 2 we define
the following rescaled functions

v (ry,2) = e%ui(xl,ex’) V(z1,2") €Ty
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Lemma 2.10. Let d > 3 and k > 2. There exists Vi, € H'(T}) which depends only on
the variable x1 such that

U]i — Vk mn Hl(Tl),
up to a sub-sequence (that we still denote by vy, ).

Proof. Below, by C' we denote a constant which may change from line to line. We start
with the bound of ||V |[r2(r)

NCAR RS /

Ovén2 1 1
<ﬂ) + 3|fovz|2d:r = / ]Vuz\Qdy <C
Ty € € Te

81’1

T

where we performed the change of coordinates y; = 1, ¥ = ex’. The last inequality is
true because of (2.19). We want now to bound ||vi||z2(1;). By Fubini Tonelli we have:

L
/ (0 )2da = 1 / ’ / R (2.24)
il €J-L /B! | (21)

ep(z1)

where pr(;l)(xl) is the n — 1 dimensional ball centered in x; with radius ep(z1). Using
L L).

the characterization of Robin eigenvalues, we obtain for all 71 € (-5, 5

€2 d—1 €2 d—2
i1 (o) IVORPAHT 4 fypar ) (uf)*dH
(ui)Zdsz—l < p(zq)\*1 p(zq)\*1

B (1) M(Bl, (21),1)

ep(xq ep(:):l

(2.25)

where A\ (Bg;(;l) (x1), 1) is the first Robin eigenvalue with parameter 1 of the ball ng(glcl) (x1).
Now we recall that (see [42])

d
)\1(36, ].) ~ E

where B, is the d—dimensional ball of radius e. In particular we have

d—1
B! 1) ~ :
)\1( Ep(xl)(xl)v ) 6,0(1'1)

This asymptotic formulae together with (2.25)) and (2.24) give

[ wrar <o [ @irdss [ i) <c.
T € 8T€e
where the last inequality is true beiause [[Vug|[z2(p,) < Ce and ||uf||r290.) = 1.
We conclude that there exists V € H'(T}) such that (up to a sub-sequence that we
still denote by vf)
v =V in HY(Ty).

We finish the proof by showing that V;, does not depend on x; for all i > 2, indeed

(V)2 g, — e/ (2469240 < 0 5 0.
T

T
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Figure 2.2: Extended tube FE.

Let now Vj, be the restriction of V, to the variable x, the main goal now is to prove
that Vj, is not the zero function and Vi(—%) = Vi(—£) = 0. In order to reach this result
we start by some consideration about the constants ¢; ; in Lemma

We know that [, 20, (u2)2d7{d_1 = 1 for all € and it is easy to see that, by change of

variable, we have that [, (ug)2dHIt = | o1, (v§)?dH41. Now by Lemmas and
we obtain that for all k£ > 2,

L
2
/6 (ug)2dHI ™ — cikP(Dl) + c%kP(Dg) + w2 Vi (x1)p% 2 () day,
Qe

o[t

so if we prove that ci = co ), = 0, we conclude that V} is not identically zero. We now
prove that ¢; = co, = 0 for k£ > 2.
We note that for all £ > 1, by Cauchy-Schwarz inequality

_ 1
[t < PO il =0,

and we also know that |, a0, uid%dil = 0, from Lemmas and we obtain that for
all k> 1
Cl,kP(Dl) + CQJ.CP(DQ) =0. (226)

Like in the proof of Lemma [2.7 we introduce the extended tube E,. We fix a real number
& > 0 and we define the extended function p in the following way

%) i —k-g<m<-k

We define the extended tube E.
' a L L , _
Ee = {.’L': (‘T17x) ER ‘_ §—§S$1 < 54—6,‘1’ ’ < ep(xl)}a (227)
and we choose £ in such a way that E. C Q..
Repeating all the arguments in Lemma [2.10] we obtain that for all k > 2
vi =V in HY(E)

and V, depends only on z;. We also know from Lemma that, for all k > 1, uj, locally
uniformly converge to c1 ; in Dy and to caj in Ds.

The following lemma contains a key result on the asymptotic behavior of the first
eigenfunctions.
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Lemma 2.11. Let d > 3 and let Q. C R? be a dumbbell shape domain then the following
holds

lim [ (u§)?dHE L =0. (2.28)
e—0 aTE

In particular c11 # 0,c2,1 # 0.

Proof. By contradiction we assume that there exists a > 0 such that for € small enough
/ (u§)?dH¥™ > a > 0. (2.29)
OTe

For every 21 € (—%, L) we consider the ball pr_(il)(:nl), that is x; —section of the tube 7.

We use the Trace Theorem in any section of the tube T and we rescale to the sections of

the tube T¢, we obtain, for all 21 € (-4, £):

1
(uf)?dH"? < - (u))?dHT " + € Vg PdH
d—1 d—1 d—1
OB, \(x1) €JB (1) BY (1)

ep

Integrating this inequality in x1 we obtain

6/ (u§)2d7-[d_1 S/ (ui)Qdaz—}—g/ |Vx/ui|2d:z,
aTe Te Te

from this inequality, the fact that o < Ce?~! and inequality (2.29) we finally have
2 < / (uS)?dz. (2.30)

From the fact that f 0. uﬁd?—ldil = 0 for all € we have two cases: either ¢11 =c21 =0 or
c1,1 and cz1 have opposite sign, say c11 > 0> ca1.

If 11 > 0 > c1, then at 2’ fixed the function z; — u§(z1,2) change sign. In
particular there exist C' > 0 such that:

A"‘f 6 € L
/2 ( uk)z(xl,a}')datl > 0/2 (ui)Q(xl,:E')dml,

L ox L
-3¢ 1 3

by integrating in z’ we finally obtain
/ | Vs [2dz > Ces.
E. 2

which is a contradiction to the fact that of < Ced-1,

If ¢11 = c21 = 0, we define ¢§(z1,2") = e%ui (21, ex’). Using the same argument in
Lemma we conclude that there exist G; € H'(FE;) such that

95461 in Hl(El)

From this convergence, the fact that faﬂe (ug)?dH4! = 1 for all € and the assumption
C1,1 =C21 = 0 we get

GidH™ =1  and / (u$)?dH~t — 0.
8T1€ 0D1Ud Do
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From this consideration we conclude that

Cet=1 > of > / \V@l\Qdaz,

Eq

hence | B |VG1|?dz = 0. In particular G is almost everywhere constant C # 0. Consider
a point in the extremity on the extended tube F;, where we know that u{ uniformly
converge to a constant. More precisely we find T = (71,7') € E; such that the following
holds

(@, 7) = C>0 and ¢ (F1,7) = T us(T1, ) — 0.

This is a contradiction.
O

We now prove that c; j = co = 0 for all k& > 2, concluding that Vj, is not identically
zero for all k > 2.

Lemma 2.12. Let d > 3, k > 2 and let let Q. C R? be a dumbbell shape domain. The
following holds

u, =0 in HYD;),
uy, — 0 locally uniformly in  D;.

Proof. We start by fixing k£ > 2. Form the orthogonality condition of the Steklov eigen-
functions we know that

/ u§uSdH = / u§ugdH! +/ u§uldH +/ u§uldH = 0.
89, oD, aTe dDs

From this equality and Lemmas [2.9] [2.10] and we obtain the equality
c1xc1,1P(D1) + copea 1 P(D2) =0

which, together with

CljkP(Dl) + CQJCP(DQ) =0
c11P(D1) + c21P(D2) =0,

lead to a system of equations.
We know that ¢1; # 0 and ¢21 # 0 and (without loss of generality) c11 > 0 > ¢a1.
Suppose by contradiction that ¢y j # 0, from the system above we have the following

€11 _ ClLk _ CliClk

)
21 Cok  C21C2k

it means that c11 = c21 and ¢, = cgy that is a contradiction. We obtain the same
conclusion if we suppose that ¢y ; # 0. O

Let Vj, be the restriction to x; of the limit eigenfunction V, in Lemma in the
next lemma we prove that V; is not constant and we find the boundary conditions of V4.

Lemma 2.13. Letd > 3, k > 2 and let V}, be the restriction to x1 of the limit eigenfunction

Vi in Lemma . Then

o V.. is continuous
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o Vi(—%)=Vi(5) =0
e VL. is not constant

Proof. The first point is immediate because we know that, if we consider the extended
tube By, Vi € HY((—% —¢, £+¢)), by classical embedding theorem we have Vj, € C((—% —
&, %—i—f )). We prove the second point, we know, from Lemmathat u$, locally uniformly
converge to 0 in D;. From this fact we have that

L d—2

L L
(5 =80 =7 uj(=5 =600 > 0=Vi(—5 —3) VE>3>0.

€

From the continuity of Vi we conclude that
L L
Vi(—=) =lim V(== —9) =0.
i ( 2 ) él_ff(l) fa D) )

The same is true for Vk(g) The tird point is a direct consequence of this, indeed if V}, is
constant then V; must be equal to zero and this is a contradiction with Lemma O

2.3.3 Proof of Theorem [2.2]

In this section we prove Theorem We will first prove a bound from below for the
asymptotic of of. Then we will prove that this bound from below is also a bound from
above finding in that way the right asymptotic of o}.

Lemma 2.14. Let d > 3 and k > 2 then, for € small enough
o}, > ag_1€+ o(€) (2.31)

where oy is defined by the following 1—dimensional Dirichlet eigenvalue problem:

~wi1 L (pH2) B (2)) = apwa—op® 2 (2)Vi(x) ve(-4%.%)
Vi(—=5) =0
Ve(5)=0

Proof. We start by showing that there exists a constant C} > 0 such that of > Cpe.
Indeed we have
Jo, [Vuj [dzx 2 [re [V Pdw
Joo, (i )2dHI= = €72 [ op, (uf)2dHI—T + ed=2 faT; (uf,)2dH !
fTe |Vv,§|2dx
> € - .

Jop,vop, (i) 2dH + faTg (vg)2dHA!

Now from Lemmas and recalling that Vi is the restriction to x; of the limit

eigenfunction Vj in Lemma [2.10] and recalling also the geometry of the tube, we finally
obtain

o =

L
Jo |Vug|*dx wa-1 [ 2, (Vi)?p"day
oy = T 2 € 2 . (2.32)
2
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From this inequality and Lemma follow that there exists C}, > 0 such that o}, > Cje.
From the variational characterization of the Steklov eigenvalues we have

. er |Vul?dz
of, = max

UEUT, UG, UT > fBQ uzd’del’
€

where < uf,u$,...,uj, > is the subspace of H'() generated by u§,us, wug_q and ug.
We know that that the maximum is achieved when u = uf, so we have

. Jo. |Vul?dx
Tk = ue<um§?.).(,u;> Joq, urdH4=1
k
. Zj 2 B3 Je V5 Pda
max
(83— Y50 87 [, (u§)2dHA

From the inequality above and inequality ([2.32) we obtain

Zzﬁwdlf V/Zdldxl
o > € max

{Bi}5—s Z ﬁ2wd 2f V2 d=2dzq

W1 f V/ 2 d 1dﬂ§'1
>€  max . (2.33)
Ve<V2,... V> Wy_o f 2 V2 d— 2d$1

From Lemma we know that V; € Hi((—%,%)) for all 2 < j < k and from the
orthogonality of the Steklov elgenfunctlons we also know that dim< V2,.. V, >=k — 1.
It is easy to check that the ratio ([2.33]) is the Rayleigh quotient of the following eigenvalue

problem

~wa—1 gy (077 (2) G (1)) = anwaap™ P (@)Vi(e)  w e (-5

Vi(=5) =0

S,

)

Vi(5) =0.
From we finally conclude that
0}, > ag_1€+ 0(€)
O

We prove that the bound from below given in (2.31) is in fact also a bound from above.

Lemma 2.15. Let oy, be the k—th eigenvalue of the problem (2.2)) and let \j, be k—th
eigenvalue of the problem (2.20)), then for e small enough we have

A, < ag—1 + o(e). (2.34)

Proof. We choose V1, .., Vi1 eigenfunctions of the problem (2.2)), in particular VZ(—%) =

Vi(k) =0 for all i = 1,...,k — 1. Now we define a function ¢ € C>(—%, %) such that
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@Z)(—%) =1, ’QZ)(%) =0 and dim< o, V4, .., V_1 >= k. Using the variational characteriza-
tion of the eigenvalue A}, we obtain

L
s [2, 0 (o
e<¢r\?axv > P(D P(D L
eV Vo> PO 2Ly 4 62 ;>u2<%>+wd,2fj£u2pd—2dx1
L
2

1 [ p?

\E <

“HBo()y + X0 BV ) day
- 5 . (2:35)
(e)U{B]}'“ ! P(D%’ (€)2 4 wq_s9 ff% P2 (Bo(€) + S0 BiVi)2da

In the inequality above, in order to study the cases in full generality, we must impose that
the first real coefficient 8y depends on €, because the boundary conditions of the eigenvalue
problem (2.20)) depends on e. We define the following quantity

s[5, # Bl + S BV
P(Dy)

Ap(e) = - .
d=2 /BO( ) + wq—2 ff% Pd_ ( ( )1/1+Z )del

It is easy to check that in order to get the maximum ) we must have that lim._,q C 0(6) =

C < oo. Otherwise if lim, 0 5 B 0(6)
reach the maximum in this case

We conclude that Sy(e) ~ ﬁoe 3 + o(e = ), (if Bo(e) < ﬁoe 3 + o(e 52) we have the
same results) from we obtain that

= oo we will have that lim._,o Ag(e) = 0, so we don t

cat [2, 0 (BT 4o T + I ﬁ%’)zdm
A < max
G133 P(DYSE +wa s [, #2(Boe T + o) + S 61V 2

Z 52%1 1f 12 =1y
< max 2

{B;}+ 1 k=1 52 5 v2,d-2
1]12 ,deQfV da;l

+ o(e).

Recalling that V7, .., Vi1 are eigenfunctions of the problem (2.2)), by the variational char-
acterization of the eigenvalue of the problem (2.2)) we finally conclude that

z 52Wd 1f V/ 2 d 1dx1
Q1 = mmax

k— —
T a1y Vi
2

and this concludes the proof. O
We are ready to prove Theorem [2.2]

Proof of Theorem[2.3. From the second part of Lemma 2.8 Lemma[2.14]and Lemma [2.15]
we finally conlclude that for all k£ > 2 we have

o5 ~ap_1€+o0(e) as e€— 0.

We prove the convergence of the eigenfunctions, showing that V3 must be the (k — 1)-th
eigenfunction of problem (2.3)). From Lemma we know that Vj, satisfies the Dirichlet
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boundary conditions, it remains to prove the fact that Vj, satisfies the eigenvalue equation.
We use the variational formulation of the Steklov problem using the following test function

¢ € C*(—L, L) (we constantly extend ¢ in the last variables z), we obtain:

272
Ouj, 09
T. 81‘1 8331

dx = of / updH L.
oTe

We make the following change of variable y; = 21 and ¥’ = ex’ in the right hand side of
the variational formulation, using the formula (2.22)) for the surface measure in the right
hand side we obtain

d—2

ovs 0 ote z 2 ~ 3

‘ idy =-* (/ / uf (1, €p(21))p(21)p" 2V 1 + 2p2drrdpr ... dpy )
7, Oy1 Oy € _

where p(x;) are the spherical coordinates that describes 8B;l(; 11)(561). Now we let € goes

to 0, recalling that v§ — V, in H'(Ty) and 0§ ~ aj_1€ + o(€) we obtain

ka@d =« /
7 0y1 Oy Y=kt )

SISl

. Wa—2p* " Vidday .
2

Now integrating by part the left hand side, we finally obtain

L L
2 d . d 2 B
—W4—1 / —(pT ——Vi) ¢da1 = aj / Wi—2p* 2 Vidday .
,% dﬂjl dﬂjl ,%
This relation is true for every test function ¢ € CSO(—%, %) so we have
—wd—la(P (x)%(x)) = ag-—1wi—2p" " (z) Vi () e (- bR 5)7

and Vj,(—%) = Vj(5) = 0. Using the same argument as at the end of proof of Theorem
m we conclude that the result is true for all the sequence {€,}°2 ;. This concludes the
proof. ]

2.4 The case d > 3 and k = 1. Proof of Theorem 2.3

In this section we prove Theorem

2.4.1 Convergence of the eigenfunctions
From Lemma [2.9] we know that
u§ — ¢y in HY(Dy),
uj = ¢;2 locally uniformly in  D;,
We also know that c¢1,1 > 0 > ¢z 1, this information letting us to improve Lemma

Lemma 2.16. Let d > 3 and let Qe C R% be a dumbbell shape domain. There exists a
constant C' > 0 such that

. Jor, (W§)?dH !
limsup =————
e—0 €

<C. (2.36)
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Proof. By contradiction we suppose
Ned=2 < / (u§)?dH¥™t VN € N. (2.37)
T

Using the same argument in the proof of Lemma [2.11] we conclude that

6/ (u§)2dH ! §/ (ui)Qd:r:jLeQ/ |V pru§ |2 de.
oTe Te Te
from this inequality, the fact that 0§ < Ce?~! and inequality (2.37) we finally have

N
™1 < (u§)*dx VYN €N.
2 = g

We know that c¢11 > 0 > ¢o1, repeating all the arguments in the first part of the proof of
Lemma [2.11}, we obtain that

CNed™t < / |Vu$|?dz VN €N,
E.
where F is the extended tube defined in (2.27). This is a contradiction with the fact that
of < Ced=L, O
We introduce the following function
vi(z1,2") = ui(z1,ex’) V(a1,2') € Th.

Lemma 2.17. Let d > 3 then there exists V1 € H'(T1) such that (up to a sub-sequence
that we still denote by v§)

i =~ Vi in HY(Ty).
and V1 depends only on the variable 1.

Proof. We start with the bound of |[Vv{|[z2(p)

ovi\2 1 1
v€2d< 1 7vxle2d :/veQd <C
/T1| | x—/Tl (31171) + 62‘ vi|“dz cd—1 T€| uj|“dy <

where we did the change of coordinates y; = x1, ¥ = ex’ and the last inequality is true
because of (2.18). We want now to bound ||v§|[z2(1,). Following the computations in the
proof of Lemma [2.11| we obtain

1 (z1
v§)?dr = / u$)?da g/ o)
/Tf( iy ed—1 :( 1) L ed_l)‘l(Bg,ngl)(zl)vl)
C

< — (/ \vu;|2dx+/ (u§)2dH)
ed=2 Te aTe
<C,

where the last inequality is true beacuse of (2.36) and (2.18). We conclude that there
exist V1 € HY(Ty) such that (up to a sub-sequence that we still denote by vf)

v§ =~V in HYTY).

We finish the proof by showing that V| does not depend on z; for all 4 > 2, indeed

AT YRR S LT SCYR
i (a%) du = €d—=3 /Te (3%) dr < Ce” — 0.
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We denote by V; the restriction to the z1 variable of the function V1 and we introduce
the extended tube E. (see (2.27))). In the next Lemma we find the boundary conditions
of Vj.

Lemma 2.18. Let d > 3 and let V1 be the restriction to x1 of the limit eigenfunction Vi
in Lemma[2.17 then Vy is continuous and

L L
‘/1(_5):01,1 and ‘/1(5):0271.

Proof. The first point is immediate because we know that, if we consider the extended

tube By, Vi € HY((—£—¢, £ +¢)), by classical embedding theorem we have V; € C((—% —

, 5 +&)). We prove the second point, we know, from Lemma 2.16|that u7 locally uniformly
L W h d poi know, from L 2.16/that u§ locally uniforml
converge to c1,1 in Dy. From this fact we have that

L

L L

From the continuity of V; we conclude that

L . L
Vl(—g) = (%1_1}% Vl(—§ — (5) = 01,1.

Using the same techniques we obtain also Vl(g) =co1. O

2.4.2 Proof of Theorem [2.3

In this section we prove Theorem [2.3] We will show that the bound from above given in
the first part of Lemma is actually the right asymptotics. In particular the following
result holds.

Lemma 2.19. Let d > 3 then, for e small enough
of > o1 £ o(e?7) (2.38)

where o1 is the positive number such that the following differential equation has a solution:

p (5L (Ly = 2 P(Dy)Vi(5).

2 Wd—1

Proof. From the variational characterization of the first Steklov eigenfunction we have:

€

€ €|2
ot = Ja. |Vu§|?dx 1 lee |V |2dx |
Joq, (u))2dH — Jopyuop, (W)?dH + o(e)

From this inequality and the convergence results, in particular Lemmas and
we obtain

L
w1 [ 2, (V])?p?tda
O.i > d—l

= BDOVEA L)+ PDVE(E)

+ o(ed_l) >l 1o + o(ed_l),
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where o1 > 0 is the positive number such that the following differential equation has a
solution:
—Wd—1

dl(

pd—l(%)%(%) — %P(Dz)vl(%)-

Now we are ready to prove Theorem

Proof of Theorem[2.3. From the first part of Lemma [2.§] and Lemma [2.19] we get that
o5 ~ o€ £ o(edh) as e — 0,

We use the variational formulation of the Steklov problem using the following test function

RS 030(75, %) (we constantly extend ¢ in the last variables z’), we obtain:

aul 6¢ d—1
= o} CpdHIL
6$1 8.7}1 — Tk /@Tee u1¢ H

We perform the following change of variable y; = x; and 3 = ez’ in the right hand
side of the variational formulation, using the formula (2.22]) for the surface measure in the
right hand side we obtain

ov§ 0 B
: ¢ /L/ d $1,€p(331 ¢($1)pd 2\/mdx1dcp1...dgod_2)
0B,

7 O 8y1 L Jopd L ()
L
2
/ Sy v (21, pla1))d(x1)p" 2V 1 + p2dzidey...dpys),
2 p(ay) (#1)

where j(z1) are the spherical coordinates that describes dB% o )(xl)

We let € goes to 0, recalling that v§ — V1 in H'(T}) and the fact that of ~ ored1 4
o(e?™1) we obtain
oV 0¢
—d
7 Oy1 Oy
Integrating by parts in the left hand side, we finally obtain

=0.

[

d 1 d
_Wd—1/L 7d (™ d —V1)¢dy = 0.
-3

This relation is true for every test function ¢ € C2° (—%,%

must have to satisfy the following differential equation

) so we have that Vi and oy

—%(p(x)dil%(x)) =0 T € (

In order to find the boundary conditions for this equation we use the variational for-
mulation with a test function v defined on all {2, and which depends only on z1,

L
5 ). (2.39)

M\h

aul 617/} / € d—1
ey oy e =0 |k
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We recall that u{ uniformly converge to c¢; 1 in D; and to ca1 in Ds, so we extend the
functions v{ to be equal to u{ in D and the same for Dy. From Lemmawe have that
v =11 = Vl(— %) in Dy and v{ = ¢c21 = V1 (%) in Dy. We repeat all the computations
that we did above and we obtain

L —
D (L) [ e il
Wdl/_ép s dxldxl—al(vl( 2) . YdH +V1(2) - PdHT).

Integrating by parts in the left hand side and recalling ([2.39)), we finally obtain
L.dn L, L L. dVvy, L L
d=1 NSV Ly By d—1 HNOVL e TN
() GIE) - =5 T w3
L _ L _
=o1(Vi(— )/ bdH +V1()/ pdH).
27 Joap, 27 Jop,

We choose the test function such that ¢» = 1 in D7 and ¥ = 0 in D9 and we deduce the
first boundary condition
a1 ( L. dVy, L o1

L
)G 5) =~ = PDOVi(—3).

Similarly if we choose the test function such that ¥y = 0 in Dy and ¥ = 1 in Dy we get the
second boundary condition

f)ié _ 9
27 dx

L
= P(Dy)V
2 Wd—1 ( 2) 1(

( %)

We finally obtain the following differential equation

g (@B @) =0 se(-44)

PP =54 (-5) = -2 P(D)VI(-%)
pd—l(%)%(%) = wgilP(Dg)Vﬂ%)-

Using the same argument as at the end of proof of Theorem we conclude that the
result is true for all the sequence {e,}>2 ;. This concludes the proof. O

2.5 Application: counter-example to a Spectral Inequality

We consider the Neumann eigenvalue problem

—Avg = prvp Q
&,Uk =0 onN.

During the writing of the paper [43] came the following question: is it true that the
inequality
119 = o1 P(€),

holds for any plane domains? For several domains like balls, annulus, rectangles, convex
sets with a ratio between the inradius and circumradius large enough, this inequality turns
out to be true.

Nevertheless, the results of [27, 44] implicitly show that the inequality can not be true
in general, its failure coming either from highly oscillating boundaries or from the presence
of a large number of small holes.
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Our aim in this section is to provide another counter-example which is simply connected
and do not have an oscillating boundary, for which the reverse inequality holds:

M1’Q| < O'1P(Q).

Consider the domain €, C R? constructed as follow, D; and Dy are two balls such that
|D1| = |D2] =1 and p = 1 constantly.

Figure 2.3: Dumbbell shape domain in d = 2, with p = 1.

One can compute the eigenvalues of problem ([2.1)), which becomes

_d;;gk () = o Vi(x) T € (_ %7 %)
Te(—5) = —FP(D1)Vi(—5)
W (L) = 3 P(Da)Vi(5).

The general solution has the following form Vj, = A cos(wyz) + B sin(wyx) where w? = ay,
and the boundary conditions give us the following equations for the unknowns A and B,

A(sin(wi Z) + wk@ cos(w%)) + B(cos(wyp %) — wk@ sin(w,%)) =0

L

A(—sin(wr3) — wkTD cos(wy, PDy)

) + B(cos(wk%) — W —5 sin(wk%)) 0.

In order to have non trivial solutions the determinant of this 2 x 2 system must be
equal to 0, so we obtain that w; must be satisfies the following transcendental equation

cot(wp L) = wiP(Dy)P(D3) — 4

-~ 2wp(P(D1) + P(Dy))’ (240)

We know that o] ~ aje, where a1 = w% where w; is the first value for which the

equation (2.40) holds.

By choosing, in the variational formulation, a test function which is constant on each
disk and affine in the tube, we can prove that pj < %e, so we conclude that

’96’ €
< .
Py S e oLt o
If we prove that there exists L > 0 such that:

4
eva+ L)L =Y

we conclude that there exists € such that
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%)

We introduce the following function
w?m — 1

() = cot(wL) =TI

an easy computation shows that

3 3
0< flz) V 0<x<£<:> L>Z<\/§+1)W%’

So we conclude that for all L such that L > 2(v/2+ 1)7r% we have

o > 972 - 4
Y=1602 T 2y + L)L

providing the desired counter-example.
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Chapter 3

Comparison between Steklov and
Neumann eigenvalues

The main part of the results that we present in this chapter already appeared in [55] and
the last section of this chapter will appear in the forthcoming work [57].

3.1 Introduction

Recently several papers study the link between theses two families of eigenvalues, let us
mention for example [43], [44], [52], [78]. A natural question is to compare the first (non-
trivial) eigenvalues suitably normalized, that is to say to compare || () and P(Q2)o1(2)
where 0 C R? is an open Lipschitz set in the plane, || is its Lebesgue measure, P(£2) is its
perimeter. More precisely, in this paper we study the following spectral shape functional:

()9

1 QP 3.1)

F(Q) =
In this Chapter we want to find bounds for F'(Q2) (if possible optimal) in the two following
cases: the set QO C R? is just bounded and Lipschitz or the set  C R? is bounded and
convex.
We now present the main results and the structure of this Chapter. In Section we
show that, if we do not put any restriction on the class of sets, the problem of maximization
and minimization of F(Q) is ill posed, indeed we have

inf{F(Q) : 2 ¢ R?* bounded open set and Lipschitz} = 0,

sup{F(Q) : @ C R? bounded open set and Lipschitz} = +oc.

Thus we will study the problem of minimizing or maximizing F(€2) in the class of convex
plane domains. It is well known that minimizing (or maximizing) sequences of plane
convex domains

e cither converge (in the Hausdorff sense) to an open convex set and we will see that,
in this case, this set will be the minimizer or maximizer,

e or shrink to a segment which leads us to consider such particular sequences of convex
domains.

Therefore, in Section [3.3| we will study the behavior of the functional F(£2.) where €
is a special class of domains, called thin domains (see (3.4)). The main theorem of this
section gives the precise asymptotic behavior of the functional F'(2)

o7
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Theorem 3.1. Let Q. C R? be a sequence of thin domains that converges to a segment in
the Hausdorff sense. Then there exists a non negative and concave function h € L>(0,1)
such that the following asymptotic behavior holds:

1
F(Q,) E) F(h) = Ml(h)gflo(i?)@)dﬂ?.

Where pi(h) is the first non zero eigenvalue of

In order to obtain this result in Lemma [3.8 and in Lemma [3.10] we prove general
asymptotic behaviors for Neumann and Steklov eigenvalues on collapsing domains. Similar
results for the Neumann eigenvalues, but in a different geometrical context, where proved
in [I8] and [73]. We want to highlight the fact that the limit eigenvalues problems in
Lemma [3.8 and in Lemma [3.10] are non-standard: since the function h can vanish at
the boundary, they are non-uniformly elliptic. We are not aware of similar asymptotic
behavior in the literature.

In the rest of Section [3.3] we are interested in studying in which way a sequence of
thin domains 2. must collapse in order to obtain the lowest possible value of the limit
F(£). From Theorem this problem is equivalent to study the minimization problem
for the one-dimensional spectral functional F'(h) in the class of L>°(0,1), concave and
non negative functions. In particular in Theorem we will show that there exists a
minimizer and also that the function h =1 is a local minimizer.

Section is devoted to the study of upper and lower bounds for the functionals F'(h)
and F(Q2). We start by showing the following bounds for the functional F'(h)

Theorem 3.2. For every non negative and concave function h € L*°(0,1) the following

inequalities hold

7T2

<
12 —
Then we will prove the following bounds for the functional F'(2)

F(h) <4

Theorem 3.3. There exists an explicit constant C1 such that, for every conver open set
Q C R2, the following inequalities hold

2

s
< F(Q) < C; < 9.04
6v/18 ~ )<<

The explicit constant C; will be described in Section [3.4]
In the last Section we are interested in plotting the Blaschke—Santalé diagrams

E = {(z,y) where z = 01 (Q)P(Q), y = 11 (Q)|Q|, Q@ C R?}

EC = {(x,y) where = 01(Q)P(Q), y = 11(Q)|Q, © C R?, Q convex.}
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This kind of diagrams for spectral quantities has been recently studied by different authors,
let us mention for example [3], [2I], [100], [40], [8I]. In this section, we show that the
diagram & is, in some sense, trivial while the diagram £¢ is more complicated delimited by
two unknown curves. We present some numerical experiments and give some conjectures
for this diagram.

3.2 Existence or non-existence of extremal domains

We show that, in general, the problem of minimization and maximization of the functional
F () isill posed, in the sense that one can construct sequences of domains for which F'(£2,)
converge to 0 and sequences of domains for which F(€),) converge to +oo.

Proposition 3.4. The following equalities hold
inf{F(Q) : Q C R? open and Lipschitz} = 0,
sup{F(Q) : Q C R? open and Lipschitz} = +oc0.

In order to prove that the infimum is 0 we construct a sequence of domains €2, for which
01(Q)P(2e) — ¢ > 0 and p1(Q2)|Q| — 0. We use similar ideas in order to construct
another sequence (), for which o1 (2¢)P(Q2¢) — 0 and 1(2¢)|2e| — ¢ > 0, proving in this
way that the supremum is +oo.

We construct the desired sequences 2. by perturbing a given set ) by adding oscilla-
tions on the boundary (see [27] for the details of the construction). Given two compact
sets Q1,0 € R? we denote by dp(Q1,2) the Hausdorff distance between the two sets
(see [58]), the key result is the following

Theorem 3.5 (Bucur-Nahon [27]). Let Q,w C R? be two smooth, conformal open sets.
Then there exists a sequence of smooth open sets (¢ )eso with uniformly bounded perimeter
and satisfying a uniform e-cone condition (see [58]) such that

lim dg (082, 00) = 0, lim P(Q)ox(2e) = P(w)og(w), lm [Qe|ur(2e) = |Qux(2). (3.2)
e—0 e—0 e—0

Proof of Proposition[3.4 Let 6 > 0, let Q be a simply connected domain for which
p1()Q2] < 0 (for example a dumbbell shape domain with the channel very thin see
[67]). Let w be a disc, we know that o1(w)P(w) = 2m. Using Theorem [3.5] we can perturb
the domain €2 in such a way that

lim P(Q)o1(Qe) = 27, lim [Q|p1(Qe) < 260
e—0 e—0
Thus we can conclude that, for € small enough

o) < -2
2m — 1

since d was arbitrary small we conclude that:
inf{F(Q) : Q ¢ R? open and Lipschitz} = 0.

For the other case, we choose Q as the unit disc, then 1 (Q)|Q| = 75’3, (j], is the first zero
of the derivative of the Bessel function J;). Let w be a set for which o (w)P(w) < ¢ (for
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example a dumbbell shape domain with the channel very thin see [25]), using arguments
similar at the ones above we conclude that

)
PLS < R,
since § was arbitrary small we conclude that:
sup{F () : Q@ C R? open and Lipschitz} = 4oo.
O
We mention that there exists another way to construct a sequence of domains such

that F'(2¢) — 0, this method is based on an homogenization technique, the key result is
the following (see Theorem 1.14 in [44]):

Theorem 3.6 (Girouard-Karpukhin-Lagacé [44]). There exists a sequence of domains
Q. C R? such that for every k € N the following holds

Jk(QE)P(QE) — 8mk

From now on we will restrict ourselves to the class of convex domains. As recalled in
the Introduction, a minimizing (or a maximizing) sequence of plane convex domains 2,
has the following behavior:

i either the minimizing (maximizing) sequence €}, converges to a segment (for the Haus-
dorff metric).

ii or the minimizing (maximizing) sequence €2, converges to a convex open set, {2

In the second case (ii), we deduce that there exists a minimizer (maximizer) for the
functional F'(Q2) in the class of convex domains. Indeed, the four quantities area, perimeter,
w1 and o; are continuous for Hausdorff convergence of plane convex domains (see [58] for
the first three and [14] or [23] for Steklov eigenvalues).

3.3 Convex case: Thin Domains
We start by defining the following space of functions
1
L:={h € L>(0,1) : h non negative, concave and / h=1}. (3.3)
0

Given two functions h~ € £ and ht € L, we define the class of thin domains € in the
following way (see Remark [2)):

Qe={(z,y) eR*|0< 2 <1, —eh (z) <y < eht(x)}. (3.4)

eh™(z)

—eh™ ()

Figure 3.1: Description of the thin domain €2,
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We notice that the functional F'(Q) is scale invariant so without loss of generality we
can consider domains that have diameter D(€2.) — 1 when ¢ — 0.
In the next lemma we give a compactness result for the space of functions £

Lemma 3.7. Let h, € L be a sequence of functions, then there exists a function h € L
such that, up to a subsequence that we still denote by h,,, we have

hyp — h in L*(0,1)
hn, — h  uniformly on every compact subset of (0,1).

Proof. From the concavity of the functions h,, and from the fact that |[hn|[z11) = 1, we
conclude that [|hy||re 1) < 2. Let us assume first that the functions h,, are smooth, say
C' inside (0,1). We fix a parameter 0 < § < 1 and we consider the interval I5 = [§,1 — d].
The functions h,, being uniformly bounded in I5, from the concavity and the uniform
bound we conclude

2 b ()

<
0~ 0

hin(x)
1)

< h(z) < <> Vzel.

SN )

We can now apply Ascoli-Arzela Theorem and we conclude that there exists a function
h € C([0,1]) such that, for every 0 < § < 1, up to a subsequence that we still denote by
hy

hp, — h uniformly in 1.

From the convergence above and from the fact that h,, is concave for every n we infer that
h is also concave in I5. So for every interval of the type I5 we found the limit function h.

Now we need to analyze what happens on the two extremities of the interval [0, 1]. We
consider the bounded sequence h,,(0), up to a subsequence, this sequence has a limit, we
extend the function h that we found above to be equal at that limit in x = 0, so h(0) =
lim;, 00 £, (0). We use the same argument for the point z = 1. Now it is straightforward
to check (by passing to the limit in the concavity inequality for h,) that h is a concave
function on the interval [0, 1] and that

h, —h in L*0,1).

We finally argue by density to extend the previous result to a general sequence h,,. O

3.3.1 Asymptotic behavior of eigenvalues

In this section we present some general results concerning the asymptotic behavior of oy
and py in a wide class of collapsing domains. We then apply this results in the particular
case of thin domains in order to obtain the asymptotics given in Theorem

We start with the analysis of the Steklov eigenvalues:

Lemma 3.8. Let h* € L*(0,1) and h~ € L*>(0,1) be two non negative functions, we
define the following collapsing domains:

Qe={(z,y) eR?*|0< 2 <1, —eh (z) <y < eht(x)}.

Let h = h* + h™, if there exist K > 0 and p < 2 such that h(z) > K(z(1 — x))? a. e. in
(0,1), then
ok (h)

o (Qe) = 5 e+o(e) as €—0,
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where o (h) is the k—th non trivial eigenvalue of

(3.5)
R(0)42(0) = h(1)42(1) = 0.

Remark 1. In the previous Lemma the problem (3.5)) is understood in the weak sense.
The function h is allowed to vanish at the extremities of the interval, therefore the operator
fd%(h(x)%) 1s mot uniformly elliptic and the existence of eigenvalues and eigenfunctions
does not follow in a classical way. For this reason in the first part of the proof we will

prove the existence of the eigenvalues, under the assumption that we made on the function

h.

Proof of Lemma[3.8, Let f € L?(0,1), the inverse of the operator ——(h(x)d—;) with the
boundary conditions h(0)v'(0) = h(1)v'(1) = 0 is given by the following integral represen-
tation (see [99]):

1 ) B min(z,y) ¢ 1 1—¢
v(x) = /0 g(z,y) f(y)dy with g(z,y) = /0 mdt —I—/ Wdt. (3.6)

max(z,y)

From the assumption on the function h it follows that g(x,y) € L?([0,1] x [0,1]). We
conclude that the integral operator defined in is an Hilbert-Schmidt integral operator
and so problem posses a sequence of eigenvalues and eigenfunctions. In particular
the eigenvalue oy (h) admits the following variational characterization:

)2hd
or(h) =inf sup fo 7
Ex 0£veE, fo v2dx

5 (3.7)
where the infimum is taken over all k—dimensional subspaces of H!(0,1) which are L?—
orthogonal to constants.

Let fi be the eigenfunction of the problem associated to the eigenvalue oy (h),
we define the function Fy(x1,x2) = fr(z1) for every (z1,z2) € Q.. We define the mean
value of the function Fj on 0€):

1
MF,, = / Fids = (V1+ (eh™)2 4+ /1 + (eh™")2)dx1.
’ o6 P(Q.

P(S)

From (3.5 it is straightforward to check that fol fr =0, so we have the following limit

lim M F}, . = 0. (3.8)

e—0

We introduce the following subspace Ej = Span[Fy — M Fi, ..., F, — M F}, (], we can use
this as a test subspace in the variational characterization (1.5]), we obtain

fQ [Vo|*dx ek 152f V2hdx1
05 (£2e) < max =fF———— =max ———— = 0 : .
vl Jog v¥ds  serr [ (DK Bify — MF,0) (1 + (6h+’) )2 + (1 + (¢h™)?)2)day

From (3.8) and the above inequality we can conclude that for € small enough

LR By

o1 ($e) < 5 )15 2 2
BER i:l B; fo fz' dxy
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where the last equality is true because fi is the eigenfunction corresponding to oy (h)

On the other hand, let us denote by € the convex domain corresponding to ¢ = 1.
Let vy be a Steklov eigenfunction associated to oj(f2), normalized in such a way that
[Vk.ellr2(00,) = 1. We define the following function

Uk,e(®1,2) = V(w1 €x2) VY (21, 22) € Q1.

We start with the bound of ||V c||12(q,),

- Oy ¢\ 2 1 70Uk \2 1 O‘k(Qe)
V. |?dx < ’ = ) de == [ |Vu?dy= <C
/91’ Vel x_/§21(8x1>+62(3$2> v e/Q€ Uhel"dy e =

where we did the change of coordinates y; = z1, yo = exo and the last inequality is
true because of (3.9). We want now to bound |[vg || 12(Q,)- By the Poincaré-Friedrichs
inequality or the variational characterization of Robin eigenvalues (we denote by AF (€, )
the first Robin eigenvalue of the domain €2 with the boundary parameter (), we get

1
2 2 2
v dr < ———— VUL ¢ dﬂs+/ v Eds} 3.10
/€ ks )‘{%(Qeal) |:/(v2€| " | 00 k. ( )

Using Bossel’s inequality, see [I7], we infer A¥(Q, 1) > h(Q) — 1 where h(Q) is the
Cheeger constant of 2.. Now by monotonicity of the Cheeger constant with respect to
inclusion, we have h(€¢) > h(R.) where R, is a rectangle of length 1 and width 4e. Now the
Cheeger constant of such a rectangle can be computed explicitly, see [70] and it turns out
that, for any €, h(R.) > 2/e. Therefore, using and the normalization | 20, vg’eds =1
we finally get

/ ’U%edl' <e(Ce+1) < 2e.

€

Now, coming back to vy ., we have

1
/ E%Ed:c = / U]iedx <2
M € €

therefore we conclude that there exists V € H*(€;) such that (up to a sub-sequence that
we still denote by Ty, ()

The — Vi in H! (1), and strongly in L?. (3.11)

We also know that V, does not depend on o, indeed
OV e\ 2 / OVge\2 9
—2)"dr=¢ —=)"dx < Ce* — 0.
J Gyan=c [ (G an <

We define the function Vj, as the restriction of Vj to the variable z1. We want to prove
that fol Vidr1 = 0 and Vi is not a constant function. By definition of vy . and vy the
following equality holds

1 1
0= / Vg, eds = / Uge(z1, T (21))V/1 + (eh+’)2da:1+/ Uke(z1,h™ (21))/ 1+ (eh™)2dx;.
0 0 0
Now, v, . converges strongly in L? to Vi, while y/1 + (eh')2 converges weakly in L? to 1,
thus passing to the limit yields

1
/ Viday = 0. (3.12)
0
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Now from the fact that |[vg e||r2(90.) = 1, using similar arguments we conclude that:

1
/ Viidz, =2,
0

from this equality and we conclude that Vi cannot be a constant function.

Using the convergence given in , the variational characterization and the relations
that we have just obtained, we conclude that for € small enough we have the following
lower bound

t+o(e) > akéh)ﬁ—o(e).

(3.13)
The last inequality is true because of the variational characterization (3.7)) for o (h). From

(3.9) and (3.13]) we finally conclude that

or(Qe) = Ukéh)e +o(e) as €—0,

Y B o, [Voiclde e S B2 fy ViPhda

€
ok (Q¢) = max - — max T
BeERE YT 67 fBQE Uzz,eds 2 per* Zf:l 82 fo Vidzy

O

We now specify the result above in the case of thin domains and we give also some
continuity results for o (h).

Lemma 3.9. Let Q. be a sequence of thin domains then Lemma[3.§ holds. Moreover let
h, € L and h € L be such that h, — h in L*(0,1), then, we have

Jk(hn> — Jk(h)

Proof. From the concavity and positivity of h € L it follows that there exists a constant
K > 0 such that
h(z) > Kx(1—=x) fora.e. 0<z<1. (3.14)

In particular the hypothesis of Lemma [3.8| are satisfied.
Let h, € £ and h € L be such that h,, — h in L?(0,1), we define

1 . min(z,y) t 1 1-—t¢
v () :/0 gn(@,y) f(y)dy with gn(z,y) :/0 b () dt+/ (@,y) Pn(t) .
n max(x,y n

The aim is to prove that v, — v in L%(0, 1), this, by classical results (see [53]), will imply
the convergence of the spectrum. We know that up to a subsequence h,, — h a. e. in
[0, 1], now using the lower bound we obtain an upper bound g,(z,y) < C, for every
n € N and for every (z,y) € [0,1] x [0,1]. We can apply the dominated convergence on the
sequence g, (z,y) and we conclude that g,(z,y) — g(z,y) for every (z,y) € [0, 1] x [0, 1].
Similarly we can conclude also that v,(z) — v(x) for every = € [0,1]. Combining this
convergence with the uniform bound on g, (z,y) we can use the dominated convergence
to conclude that

1
/0 (v (2) — v(z))?dz — 0.

We now study the asymptotic behavior for the Neumann eigenvalues:
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Lemma 3.10. Let h* € L>(0,1) and h~ € L>(0,1) be two non negative functions, we
define the following collapsing domains:

Qe ={(z,y) eR? | 0< 2 <1, —h (z) <y <eht(2)}.

Let h = ht + h™, if there exist K > 0 and p < 2 such that h(z) > K(z(1 — 2))? a. e. in
(0,1), then:
1o (S2e) = pu(h) +0(1) as €= 0,

Where py(h) is the k—th non trivial eigenvalue of

(3.15)
ZlT“(O) =h(1)g(1) =0,
Proof. Let f € L?(0,1), the inverse of the operator —Li(h(m)d—z) with the boundary

h(z) dx
conditions h(0)u'(0) = h(1)u'(1) = 0 is given by the integral representation:

1 . min(z,y) 4 1 1—t
u(x) —/0 9@, y)h(y) f(y)dy with g(z,y) —/0 h(t)dt*/max(w) Wdt'

We can adapt the proof of Lemma [3.8 at this integral operator and we conclude that
the problem (3.15)) posses a sequence of eigenvalues and eigenfunctions. In particular the
eigenvalue ug(h) admit the following variational characterization:

"2hd
pr(h) =inf sup fO o

: (3.16)
Ex 0#veE), fo v2hdxy

where the infimum is taken over all k—dimensional subspaces of H'(0,1) which are or-
thogonal in L? to the function h.

Let gi be the eigenfunction associated to the eigenvalue py(h), we define the function
Gr(z1,z2) = gr(x1) for every (x1,x2) € Q. We define the mean value of the function Gy,

19| Jo. kx_|Ql| 0 L

From (3.15)) it is straightforward to check that fol grhdxr1 = 0, so we have

MGy =

MGy = 0. (3.17)

We introduce the following subspace Ej; = Span[Gly, ..., Gi], we can use this as a test
subspace in the variational characterization (|1.2), we obtain

k k 1
pr(€2e) < max Y A Jo, VGl = max Ziza A Jo (1) hda = pr(h).  (3.18)
T perk YO B2 Jo, Gidz perr S8 B2 fol uihdzry

where the last equality is true by the variational characterization (3.16]) for the eigenvalue

s ().
Let uye be a Neumann eigenfunction associated to ju;(€2¢), normalized in such a way

1
Up,e(T1,T2) = €2uy (1, €x2) (71, 72) € 1.
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We start with the bound of [V |[12(q,),

auk 2 1 Ouk 2
\V4 2 € € \V/ 2
€ dr < . + = ’ dr < € dy < 7 h
/521 | Uk7 | o 6/{21 ( 5-7;]_ ) 62 ( 5:E2 ) - /525 | Uk’ | Y k( )

here we performed the change of coordinates y; = x1, yo = exs. Using the same change
of variable we obtain |[%e|2(q,) = 1.

We conclude that there exists Uy, € H'(£2;) such that (up to a sub-sequence that we
still denote by y ¢)

Up e — U, in Hl(Ql) and strongly in L?. (3.19)

We also know that U}, does not depend on z, indeed

OUp 2 . Mgea, . . .9 Qupyeva ,
/Ql (87562) dxghmlnf/ﬂl(axQ) dr = liminf e /525(8332 ) dz = 0.

We define the function U}, that is the restriction of Uy to the variable z;. We want to
prove that fol Urhdz1 = 0 and Uy, is not a constant function. By definition of uy, . and wuy,
the following equality holds

1
Ve / U cdr = — ug,e = 0.
951

1
€2 JQ.

From the convergence results (3.19) we know that, up to a subsequence, %y  converge a.
e. to Uy so passing to the limit as € goes to zero in the above equality we conclude that

1
/ Uihdz, = 0. (3.20)
0

Now from the fact that |[uk.e||72(90,) = 1, using similar arguments we conclude that:

1
/ UZhdz, =1,
0

from this equality and the fact that fol h = 1 we conclude that U cannot be a
constant function.

Using the convergence given in and the relations that we have just obtained, we
conclude that for € small enough we have the following lower bound

ko 2 2 k 1
i1 D; Vu; |?dx © B2 [N(UN2hd
i (Qe) = max 21726 Jo, Vi > max 21;1 & fOE 1) hdm +o(1) > pr(h) + o(1).
BERE 3T BE Jq, uicds BeRd ST 1 B Jo Uphdxy

(3.21)
The last inequality is true because because of the variational characterization (3.16)) for

pr(h). From (3.18) and (3.21]) we finally conclude that
pi(Qe) = pp(h) +0(1) as e—0,
O

As we did for the Steklov eigenvalues, we now specify the result above in the case of
thin domains and we give also some continuity results for py(h).
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Lemma 3.11. Let Q. be a sequence of thin domains then Lemma [3.10 holds. Moreover
let hy, € L and h € L be such that h, — h in L*(0,1), then we have

i (hn) — e (h)

Proof. Let f € L?(0,1), the inverse of the operator —ﬁ%(h(m)%) with the boundary

conditions h(0)u/(0) = h(1)u'(1) = 0 is given by the integral representation:

1 . min(z,y) 4 1 1—-t
u(x) —/0 9@, y)h(y) f(y)dy with g(z,y) —/0 h(t)dH/max(x,y) Wdt'

The proof is a straightforward adaptation of the proof of Lemma [3.9] at this integral
operator. ]

Remark 2. We can consider the most general class of collapsing thin domains given by
the following parametrization:

Qe={(z,y) €eR*|0<z <1, —g ()™ (2) Sy < gT()h™(2)}.

Where h™ € L>(0,1) and h~ € L*(0,1) are two non negative functions that satisfy the
conditions in Lemma (3.8 and Lemma and g~ (€), g* (€) are positive functions that go

to zero when € goes to zero. We define the following limit

i 9 (€)

e—0 gt (e)

= K < +o0,

(if the limit above is +oo we consider the inverse and in what follows we replace g™ (e)
with g~ (€)). In this case the asymptotics of the eigenvalues o () and uk(€2e) become:

7420 ~ P TR 1 4ol (@) as €m0

wi(Qe) ~ pp(h™ + Kh™) +0o(1) as €—0.

The proof of this asymptotics use the same arguments of the proofs of Lemma [3.8 and
Lemma . We prefer to give the statements and the proofs for g™ () = g~ (€) = € in
order to simplify the exposition and also because this kind of generality is not needed to
study the asymptotic behavior of F(€).

3.3.2 Study of the asymptotic behavior of F(f,)
The proof of Theorem immediately follows from the above results.

Proof of Theorem [3.11 Without loss of generality we can rescale the sequence 2, in such a
way that D(€) = 1. we consider the sequence F'(€).), from Lemma [3.8] and Lemma
we obtain the desired result by sending € to zero. O

Let h € L, by Theorem the functional

1
) = 1A M)

describes the behavior of the functional F'(€).), when (). is a sequence of thin domains that
converges to a segment in the Hausdorff sense. We want to study the problem of finding
in which way a sequence of thin domains (2. must collapse in order to obtain the lowest
possible value of the limit F'(€.). For this reason we prove the following theorem:
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Theorem 3.12. The minimization problem (resp. the mazximization problem)
inf{F'(h) : h € L}, (resp. sup{F(h):heL}) (3.22)
has a solution, moreover the constant function h =1 is a local minimizer.

Proof. The existence of the minimizer or the maximizer follows directly from the compact-
ness result given in Lemma the continuity results given in Lemma and Lemma
BI1

The proof of the fact that h = 1 is a local minimizer is divided in two steps where we
use first and second derivative respectively. In the first step, using the first derivative, we
prove that h = 1 satisfies a first order optimality condition and in the second step, using
second derivative, we prove that it also satisfies the second order optimality condition.
First of all, we recall that the eigenvalues 1 4 and og 4, being the eigenvalues of a Sturm-
Liouville problem, are simple eigenvalues, see e.g. [35, chapter 5]. In particular they are
twice differentiable. Before we start the proof we fix the notation, we consider ¢ > 0 a
positive number, and we define the following derivatives:

e for every ¢ € £ we define ju¢  := p11(1+t¢) and we denote by u; 4 the corresponding
eigenfunction. We use the following notation for the derivatives of the eigenvalues:

) d . d?
o= (L +19)| _ jig = Zzm(+te)|

and the following notation for the derivative of the eigenfunctions:

. d . d?
’LL¢ = £Ut7¢‘t:0 u¢ = %u ,

t=0

e for every ¢ € L we define 0y 4 := 01(1+t¢) and we denote by v; 4 the corresponding
eigenfunction. We use the following notation for the derivatives of the eigenvalues:

d 2

Goi= Lor(L416)| 5y

dt =0 = a2’ “Hd’)‘ ’

t=0

and the following notation for the derivative of the eigenfunctions:

b_iv‘ POt
O ] P =0
We notice that
_ — 2 _ —
fo. =00 =1 and wuge(z) = v 4(r) = V2cos(nz) (3.23)
Step 1. We start by proving the following inequality
d (+t¢)) >0 Voerl
dt - '
The derivative of F'(h) has the following expression
d F(1+ td) = / pdx — (3.24)
dt =0 '

Since this kind of perturbation is classical, see e.g. [58, section 5.7] we just perform a
formal computation here, the complete justification would involve an implicit function
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theorem together with Fredholm alternative. We start by computing 4, from (3.5) we
know that

dvy, ¢)} ‘ d 4 ]
dx 1m0 dt bevhe

d d
— 14+t

dt[ dx (( )
so we obtain the following differential equation satisfied by v4

—(qf),’Ué,qﬁ + gf)’U[l)cqj + Ug) = 0.'¢1)07¢ + 0'07¢’L')¢. (325)

Multiplying both side of the above equation by vg 4 and integrating, recalling (3.23), we
obtain

1
Gy = 2m* /0 ¢sin?(rx)dz. (3.26)

We now compute fi4, from (3.15)) we know that

+ tqb)

d d d
@[ dx(( d$ )} ‘t 0o dt — (1 +to)uy, ¢>]
so we obtain the following differential equation satisfied by 14

—(@"up g + ) = frpUo,p + 1H0,6Te- (3.27)

Multiplying both side of the above equation by ug 4 and integrating, recalling (3.23)), we
obtain

1
fip = 2772/0 P(sin?(mx) — cos®(mz))d. (3.28)

Using the explicit formulas given by (5.1)) and (4.14) in (3.24)) we finally obtain

d 1
aF(1 +t¢)‘ T —/0 ¢cos(2rx)dr V¢ € L.

Now it is well known (see [103]) that the first cosine Fourier coefficent of a concave function
is non positive. Moreover it is easy to check that if ¢ € £ then fol ¢ cos(2mx)dx = 0 if and
only if ¢ is a linear function. So we have two cases

i The function ¢ € L is not a linear function. In this case

d
—F(1+t
dt (1+1¢) 0>0

and we conclude that h = 1 is a local minimizer for this kind of perturbation.

ii The function ¢ is of the form ¢(x) = B 4+ Az, in this case

d
—F(1 B+ A =0.
7 (1+t(B+ Ax)) o 0

In order to conclude the proof we need to study the second variation of the functional
F(h) for perturbation of the form ¢(z) = B + Ax.

Step 2. Given two real numbers (A, B) € R?\ (0,0), we want to prove that
d2

TP+ t(B +4a)| >0, (3.29)
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We start by noticing that for every & € R different from zero we have that F'(kh) = F(h),
so in order to prove inequality (3.29)) it is enough to prove that

2

d
L P(1+tA ’ 0. 3.30
dt? (1+14z) =0~ (3:30)

This second derivative has the following expression

d2

. . A . A 2 . B . 2 . 2
@F(l —f—tASC) _ HAx + HAzA — OAcA 20AzH Az O Az OAg (331)

‘t:O w2 2 w2 4 w2 -

From (j5.1) and (4.14])) it is easy to check that:

A 2
fiae =0 and G4y = Tﬂ (3.32)

We start by computing & 4., from (3.5) we know that

2
%[—i((l-}-tflx)

dvt Az d2
d 77):| ‘ Ut,AzUt,Az]

dx =0 W[ t=0"

After a similar computation as the one we did in order to compute ¢4 we obtain

1
. ./ / . .
Az = 2/ A4,V Ay — O A2V ALV0, Az AT (3.33)
0

Now we have to find the function ¥4, and then compute the integral above. From (3.25)),
(3.23) and (3.32) we can conclude that 04, satisfies the following differential equation

/ ) An? )
— 0" () — T ag(z) = (W — AzV/27%) cos(mz) — AV2msin(rz).

We are free to choose a normalization for the eigenfunctions of the problem (3.5)), so we
can assume that, for every ¢, we have fol ’Ut27 Apdr = 1. From this we conclude that:

2/0 VA0, AzdT = ¥ [/0 Vi AzdT = 1] ‘t:O =0.

From the boundary conditions of the problem (3.5)) we obtain the following boundary
conditions for ¥4,

) d

4 (0) = Z [V O] =0

) d

(1) = 2|1+ 1A 4, (D] =0,

We finally obtain that ¥4, must satisfy

—@ffkc(x) — wzz}Ax(m) = (AT”; — Axﬂﬂ'z) cos(mx) — AV2r sin(7x) T € (0, 1)

1.
fo VAzV0, Agdr = 0.
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This problem admits a unique solution given by the following function:
) A A A Am

Vaz(z) = (m—ﬁx) %—i—ﬁ
Putting the expressions given by and in the formula we finally obtain
A2
)
We now compute jia,, from we know that

cos(mz) + ( (2 — 2)) sin(rz). (3.34)

&Ax

(3 —72). (3.35)

d2 d dutyAz d
|~ (AT | ) = G+ Az ]

After a similar computation as the one we did in order to compute /14 we obtain

1
jide = 2/ Ax(u/Awuf)’Ax — W2quu0,Ax)da:. (3.36)
0

Now we have to find the function @4, and then compute the integral above. From (4.14)),
(3.23]) and (3.32)) we can conclude that 14, must satisfy the following differential equation

—i/4, () — T4, (2) = —AV2msin(rz).

We are free to choose a normalization for the eigenfunction of the problem (3.15)), so we
can assume that for every ¢ we have fol(l +tAz)u? 4, dx = 1, by differentiating with respect
to t this relation and computing the derivative at zero we conclude that

1 1
/ UAzU0, Az dT = A/ x cos(mx)dx.
0 0

Using the same argument as above for the boundary conditions for 4, we can conclude
that 4, must satisfy

—i'), (z) — mia.(x) = —AV27sin(rz)  x € (0,1)
Wy, (0) = iy, (1) =0
fol UAgUo Azde = A fol x cos(mx)dx.

This problem admits a unique solution given by the following function:

Uag(x) = f}(l sin(rz) — x cos(mz)). (3.37)

s

Putting the expressions given by (3.23)) and (3.37)) in the formula (3.36)) we finally obtain

3
fiaz = 5,42. (3.38)
Finally putting (3.35)), (3.38]) and (3.32)) inside (3.31) we obtain
d? _ A%(947?)

TP (14 tAa) >0 (3.39)

‘t:O 82

This concludes the proof. ]
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3.4 Convex case: upper and lower bounds for F'(h) and F()

In this section we prove Theorem [3.2] and Theorem [B.3] For every 0 < zyp < 1 we define
the following triangular shape function

= z € [0, zo]

o

Ty =

11::50 T € [acg, 1].

Before proving Theorem let us state the following Lemma, that will be crucial in
the proof of the upper bound for F'(h)

Lemma 3.13. For every 0 < xqg < 1 the following equality holds

H1 (Txo)

=4,
01 (TCL”O)

Proof. We want to compute the eigenvalue o1 (7%,), we introduce the parameter o and we
want to find a function v € C*(0, 1) such that

2" (z) + V' (z) + zoov(x) =0 z € [0, zo]
(3.40)
(1 —2)0"(x) —v'(x) + (1 — z9)ov(z) =0 z € [, 1].

The idea will be to solve the equation first on the interval [0,$0] then on the interval
[wo, 1] and then find the condition on the parameter o in order to have a good matching
in the point xg. Let Jy, Yy be the Bessel functions of the first and second kind respectively
with parameter 0, we start by noticing that all the solutions of the second order ODE
(3.40) (1st line) are given in the interval [0,z¢] by

v = 01J0(2\/U.1‘05L') + 61%(2\/0.%‘0.%).

Now, since uYj(u) — 2/m when u — 0 we see that, in order the boundary condition
Tyo(z)v)(xz) — 0 be satisfied, we must choose C1 = 0. Using the change of variable
y = 1 — x is straightforward to check that, the solution of (2nd line) is given in the
interval [z, 1] by

Uy = CQJO<2\/U(1 — .%'0)(1 — 1‘))

Now, we impose the following matching condition v(zo) = v,(20) and vj(xo) = v;.(z0),
this condition is equivalent to say that there exists a parameter ¢ for which the following
system has a solution

C1Jo(2y/ox0) = C2Jo(2/0(1 — 20))

C1J(2y/a0) = —Cady(2/7(1 - x0)).

The system above has a solution if and only if the parameter o is a root of the following
transcendental equation

Jo(2V/aw0)Jy(2V/F (1 = w0)) + Jo(2V/a (1 — ) Jy(2V/Fwa) =0, (341)

so 01(T%y,) will be the smallest non zero root of the above equation.
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Now we want to compute the eigenvalue p1(7y,), we introduce the parameter p and
we want to find a function u € C*(0,1) such that

au’(x) +u'(z) + pau(@) =0 x € [0,z]
(3.42)
(1—2)u"(z) —u(x) + u(l — 2)u(x) =0 x € [0, 1].

We will find the conditions on i by using the same arguments as before. For every constant
C; the function

u; = Cljo(\/ﬁ.fc)

is a solution for (3.42) in the interval [0,z¢] (we can rule out the function Yy by the same
argument). Using the change of variable y = 1 — x is straightforward to check that, for
every constant Co, the function

ur = CoJo(Vp(l — )

is a solution for (3.42)) in the interval [z, 1]. We impose the following matching condition
ui(zo) = up(z9) and uj(xo) = ul.(xo), this condition is equivalent to say that there exists
a parameter p for which the following system has a solution

CrJo(y/pxo) = CaJo(\/1(1 — z0))

CrJo(Vamo) = —CaJy(Va(1 — x0)).-

The system above has a solution if and only if the parameter u is a root of the following
transcendental equation

Jo(Vim0) Ty (L — 20)) + Jo(/(1 — )b (y/fizo) =0, (3.43)

so p1(Ty,) will be the smallest non zero root of the above equation.
Now comparing the transcendental equations (3.41f) and (3.43|) we can conclude that

H1 (Txo)
g1 (Txo)

=4.

We are now ready to prove Theorem 3.2

Proof of Theorem[3.9 We start by the lower bound:
Lower bound. Let h* = 6z(1 — z), it is known (see for instance [99]) that, for every
h € L, the following inequality holds

o1(h) <o1(h*) =12. (3.44)
Now we want to prove that, for every h € L, the following inequality holds
p1(h) > 2. (3.45)
Suppose by contradiction that there exists h € £ such that

pi(h) <,
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by Lemma [3.10| we conclude that, for ¢ small enough, there exists a thin domain €2, such
that:
11 (Qe) < 72

We reach a contradiction because we know from Payne inequality (see [89]) that for every
convex domain ) with diameter 1
p1(Q) > 72,

From (3.44)) and (3.45)) we conclude that, for every h € L, the following lower bound holds

7[.2

T < F(h).

Upper bound. We start by proving that, for every h € L, the following inequality holds

pa(h) < pa(Ty). (3.46)

2

Suppose by contradiction that there exists h € £ such that
pu1(h) > pa(Ty)- (3.47)

We introduce the following family of thin domains, first {2 defined thanks to this function
h and then R, defined as follows:

1 1
Ro={(z,y) eR?*|0<z <1, —egT; gygeiT;},
2 2

this class of domains R, can be seen as flattering rhombi. By Lemma and ([3.47) we
conclude that, for € small enough, we have:

pa(Qe) > p1(Re),

we reach a contradiction because we know from [8], [29] that for every thin domain 2. and
for every e small enough
p () < lim ua (Re) = 45,

Now we prove that, for every h € L, the following lower bound for o1 (h) holds

1
o1(h) > h(g)o—l(T%). (3.48)
Let v be an eigenfunction associated to oy(h), using the variational characterization for
o1(h) and using the fact that h is concave and positive we conclude that

112 LoN2Ty d
v')*hdx 1 fo (V) Tidx 1
() = REE 2 )2 2 )

Jo v2dx Jo v2dx
where in the last inequality we used the variational characterization for oy (T%) From
(3.46)) and (3.48)) we conclude that:

o hdzx

) h(3)

=

F(h) < <4, (3.49)

where the last inequality comes from the fact that h € £ and Lemma (3.13
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We turn to the proof of Theorem Let 7 € [0,1] be a parameter, in order to prove
the upper bound in Theorem we need to introduce the following family of polynomials
of degree four:

1
P (y) = 17’344 - 2y3 + 57'y2 — 47-2y + 73

In the next Lemma we prove that the polynomials P, have always positive roots and we
give some explicit estimates on its roots, this estimates will be useful in the proof of the
upper bound for F(Q).

Lemma 3.14. Let 0 < 7 < 1, then the polynomial P, has four positive roots. Let
{y1(7),y2(7), y3(7),ya(7)} be its roots ordered in increasing order, then the following holds:

i if0 <71 <2 then yi(7) € (0,27), ya(r) € 31,7 + 172), ya(1) € (7 + 172,24+ V2)
and y4(7) € (2 + /2, +00)

i if %2 <7 <09, then yi(7) € (0,3), 12(7) € (3.7 + 472), ys(r) € (1 + 1722+ V2)
and ya(t) € (2 + V2, +00),

i if 0.9 < 1 < 1, then yy (1) € (0,2—+/2), y2(7) € (2—ﬁ,7+%72), ys3(T) € (T+%T2,2+
V2) and ya(t) € (2 + V2, +00).

Moreover P;(y) > 0 in [0,y1(7)] U [y2(7), y3(7)] U [ya(T), +00).

Proof. We start by noticing that for every 0 < 7 < 1 we have that P;(0) > 0 and
limy 1o Pr(y) = +oo, the idea of the proof will be to find three consecutive points
0 <a<b<c< +oo for wich Pr(a) < 0, Pr(b) > 0 and Pr(c) < 0. Before passing to
the three different cases, we give some inequalities that are true for every 0 < 7 < 1. It is
straightforward to check that the following inequalities hold:

1 1., 3 1., 1.,
PT(T+§T):ZT (1+§T+§T +17)>0 Vo<T<1, (3.50)
Pr2+V2)=(r—1)(7? = (T+4V2)T +40+28V2) <0 VO<T<1. (3.51)

We now prove separately the three cases.
ifo<r < @, then the following inequality holds

2
P-,—(gT) = 37'3(7— - i) <0,

the result follows from this inequality combined with (3.50)) and (3.51)).

i if @ < 7 <0.9, then the following inequalities hold

1 81 1
PT(§):T3727'2+6—47'—1<0,

Lo lp

2 ST T

the result follows from the inequalities above combined with (3.50]) and (3.51)).
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iii If 0.9 < 7 < 1, then the following inequalities hold
Pr(2—V2) = (1 —1)(7% — (T — 4V2)7 + 40 — 28V/2) < 0,

1
2—\[2<T+§T2.

the result follows from the inequalities above combined with (3.50) and (3.51).

O

We now state Theorem [3.3] in a more precise way, in order to give more information
about the explicit constant C7.

Theorem 3.15. Let K be the following constant

2T
max :
7€[0,1] yo(7)[2V1 — 72 + 27 arcsin(7)]

Then for every bounded convex open set @ C R2, the following inequalities hold

2

SR <F(Q) <21+ K)<9.04.

Proof. We start by proving the lower bound
Lower bound. Let 6 € [2, 7], we define the following class of bounded convex domains

Cs :={Q C R?: Qs convex and P(Q) < 5D(Q)}. (3.52)

We recall that the functional F(2) is invariant under translation and rotation, so without
loss of generality, we can assume that the origin is the center of mass of the boundary of €2
and the 7 axis is parallel to (one of) the diameter(s). We know the following inequalities
for 111(2) and 01(Q)

2
m 1] 612
0) < < .
1§ < Joqids = D(Q)3
The inequality for ;1 is Payne inequality (see [89]) and the inequality for o (€2) is obtained
by using the function u(z;,z2) = x; as a test function in (1.2]) and then using the fact
D
that [, #ids > [ 2, #1dw1. Let Q € Cs, using the inequalities above we obtain
2
2

> —.
~ 60

Now we consider the class of domains C§, i. e. convex domains such that P(€) > §D(Q).
We start by recalling the following result (see [91] for a geometric proof or [50] for a proof
based on Fourier series)

F(Q) (3.53)

i { faQ(:c% + x3)ds

1
P ‘QCR? convex} = — (3.54)

54’

and the minimum is achieved by the equilateral triangle. Assuming that the origin is at
the center of mass of the boundary, and using in the variational characterization ((1.5)) the
coordinates functions x1 and xo we obtain after summing

2|0
Ul(Q) < ’ |

= [o@? +a2)ds (3.55)
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Now from Payne inequality, (p1(Q) > 72/D?), (3.54) and (3.55) we conclude that for every
2 € C§ the following holds

22
S
108
We notice that the lower bounds in (3.53)) and (3.56)) coincide when ¢ = /18, so we finally
obtain:

(3.56)

2
6v/18
Upper bound. Given a bounded convex set Q C R?, we denote by () its inradius and
by w(2) its minimal width. We know the following estimate from below for o1(€Q) (see

[76])
p()r(2)

2(1+ /i (@)D(Q)

we also know the following upper bound for p;(2), see [54]:

F(Q)>

O'l(Q) Z

2“’(9)2
lu’l(Q) S ™ |Q|2 ’

we also use the following geometric inequality (see [16])

1
r@p@ ="

Using the three inequalities above we conclude that

WM(Q)D(Q))

F@) <21+ F()PQ)

(3.57)

We introduce the parameter 7 = %, we know the following geometric inequality (see

[75], [94])
D) _ 1 o
P(Q) ~ 2/1 — 72 + 27 arcsin(7) PO

Now, in order to obtain an upper bound for the functional F'(€2), we need an upper bound

for the quantity (( )) where the quantity ™ = Wl o fixed.

D(Q)
The complete system of inequalities for the triplet (w(2), D(£2),r(€2)) is known, in
[59]we can find the Blaschke—Santalé diagram where z(Q2) = 7 = % and y(Q2) = %ég;

Let us fix the the quantity 7, in order to obtain an upper bound for % it is enough to

obtain a lower bound for y(€2). From [59] we know that the following inequality holds

P () = J7u(@) — 25(0)° + 5ry(Q)? — 4r%(0) +7° > 0.
In particular from Lemmal3.14] we know that y(€2) € [0, y1(7)]U[y2(7), y3(7)]U[ya(7T), +00),
we now prove that y(£2) > ya(7). Suppose by contradiction that y(£2) € [0,y:1(7)], from
the Blaschke—Santalé diagram (w(Q2), D(Q),7(€2)) we see that y(€2) > 27, but now from
Lemma we know that y;(7) < %T and this is a contradiction. Note that we can prove
in the same way that y(Q) < y4(7).
We conclude that y(€2) > y2(7), so we finally obtain the following upper bound

rw(Q)D(Q) _ 2rg(r)r
AP = p(r)

=: f(7).
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Figure 3.2: Plot of the function f(7)
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Figure 3.3: Blaschke—Santal6 diagram with random convex polygons

We introduce the following constant

K =
Jnax, f(7)

numerically one can check that K < 3.52 (see Figure [3.2)), from (3.57) we finally conclude
that

2

6v/1

3

< F(Q) < 2(1+ K) < 9.04.

(02¢)

3.5 Blaschke—Santalé diagrams and open problems

A Blaschke-Santalé diagram is a convenient way to represent in the plane the possible
values taken by two quantities (geometric or spectral). As mentioned in the Introduction,
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such a diagram has been recently established for quantities like (A1 (£2), A2(€2)) (the Dirich-
let eigenvalues) in [3], [21], (u1(€2) 12(£2)) (the Neumann eigenvalues) in [3], (A1(€2), u1(€2))
in [40] or (A1(2),T(2)) (where T'(2) is the torsion) in [100], [€1].

Here we are interested in plotting the set of points (z,y) with

£ = {(z,y) where z = 01 (Q)P(Q), y = 11 (Q)|Q|, Q C R?}
Y = {(z,y) where z = 01 (Q)P(Q), y = 11(Q)|Q], © € R?, Q convex.}.

3.5.1 The Blaschke-Santal6é diagram &

We start with the diagram € (no constraint on the sets ).

Theorem 3.16. The following equality holds
€ = [0,87] x [0, (D]
where p1 (D) = j/%l is the first Neumann eigenvalue of the unit disk.

Proof. We recall the following classical result by Szegé (for the simply connected case)
and Weinberger [97] and [105].

max{u1 ()] | © € R? bounded, open and Lipschitz} = 1 (D),
from [44] we also know that
sup{o1(Q)P(Q) | Q € R? bounded, open and Lipschitz} = 8.

From the inequalities above it is clear that £ C [0, 8] x [0, 1 (D)7, now we want to prove
that [0,87) x [0, u1(D)7] C E.

We start by proving that for every y € [0, 1 (D)7] there exists a simply connected do-
main €, for which p1(€)[€2y| = y. For that purpose, let us consider a dumbbell domain
D, we know that we can choose the width of the channel in order to have uq(D.)|D| =€
where € is a small quantity, (see [67]). Now we can gradually enlarge the channel (pre-
serving the e-cone condition) until we reach a stadium, then we can modify this stadium
continuously until we reach the ball. In all that process, the eigenvalue p; and the area
vary continuously. So we constructed a continuous path for the value 111 (€,)[€,| starting
from e and arriving to p;(D)m, we conclude because € was arbitrary small. Using the same
argument (and [25]) we can prove that for every x € [0, 27] there exists a simply connected
domain €, for which o1(2;)P(Q) = = (27 is the value of P(D)oy(D).).

Let (z,y) € [0,87] x [0, u1(D)w] we want to prove that there exists a sequence of
domains Q¢ such that o1(Q2¢)P(Qe) — x and p1(Q)|Q2| — y. From the discussion above
we know that there exists a simply connected domain €2, for which w1 (£2y)|€2y| = y, now
we divide the proof in two cases:

Case 1. Suppose x > 01(€y)P(§y), let 3 be a non negative and non trivial function, we
introduce the following weighted Neumann eigenvalue

Jo [Vul?dz ) 1 —
W uec H (Q),/Quﬁdx—()}.

From Theorem 1.11 in [44] we know that for every domain 2 and every non negative and

non trivial function 8 € L'(log L)' (this space is a Orlicz space see [44] for the details)
there exists a sequence of subdomains 2. C 2 such that

01(Q) () = i (© /5m
(2019 = ()],

(92, B) = min {
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Let us fix a parameter 0, from [44] we know that there exists a function $; such that
p1 (2, B1) [q Prde < 87 — 6, we also know (see [78]) that there exists a function Sz such
that |u1(Q, B2) [o Bedx — o1 (QP(Q)] < 6. Let 0 < ¢ < 1, we consider the following
family of functions 8; = tf1 + (1 — t)B2 and we introduce the measures du; = Bydz. 1t is
straightforward to check that the family of measures du; satisfies the conditions M1, M2
and M3 in page 26 of [44], in particular for every z € [01(2)P(£2) + d, 87 — ¢] there exists
t € [0,1] such that p1(2, 3;) [, Brdx = 2.

We know that = € [01(€y)P(Qy)+ 0,87 — 0], let tg be such that (€2, By, ) ny Br,dx =
x, from the previous results we conclude that there exists a sequence of domains €, C €,
such that

Ul(Qe)P(Q€> - :U'l(QyHBtO) fQ Btodx =
1 (Q6)[Qe] = 11 () |2y = .

The result follows because § was arbitrary.

Case 2. Suppose < 01(§y)P(€y), form the fact that €, is simply connected we know
from [106] that < 27. By a previous step we know that there exists a simply connected
domain w such that o;(w)P(w) = =, now from Theorem [3.5| (see [27] for details) we know
that there exists a sequence of smooth open sets {2, such that

01(Q)P() = 01(w)P(w) =z
P (Q6)[Qe] = pa ()12 = -

This concludes the proof. ]

We can give the following more precise conjecture:
Conjecture 3.1. Prove that € = (0,87) x (0,7p1(D)) U{(0,0)} U{(2m, 7u1(D))}.

The point {(0,0)} is attained by any disconnected domain. Moreover the segments
{0} x (0,7u1(D)) and (0,87) x {0} cannot be in the set & because if p; or o are zero,
it means that the domain is disconnected, thus (o1, 1) = (0,0). The segment (0,87) x
{mp1(D)} only contains the point corresponding to the disk because the disk is the only
domain providing equality in the Szegd-Weinberger inequality. Finally, the segment {87} x
(0,71 (D)) is not included in the diagram because the inequality P(2)o1(€2) < 87 is strict,
see [44].Thus the conjecture means that except these ”boundary lines”, every point (x,y)
such that 0 < z < 87 and 0 < y < wu1(D) should correspond to a set € in the sense that
2 = P(Q)o1(52) and y = 2 (©).

3.5.2 The Blaschke-Santalé diagram &€

Now we turn to the convex case. To have some idea about the shape of this diagram,
we produced random convex polygons in the plane and plot the corresponding quantities
7= 0 (QP(Q), y = m ()9,

Figure shows the values of these quantities for 1000 random convex polygons.
Each of this polygon is constructed by choosing 15 random points in the plane and then
we compute the convex hull of this points. From Figure[3.3]it is natural to conjecture that
1<F(Q) <2

Now we show some experiments that will give us informations about the behavior
of the extremal sets in the class of convex domains. In the Figure we plotted the
quantities o1 ()P (2) and p1(€Q)|2| for random triangles in the plane.
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PRGN

Random Triangles

7 (P(2)

Figure 3.4: Blaschke—Santal6 diagram with random triangles

From Figure we see that for every triangle T C R? we have that F(T) is slightly
less than (and very close to) 2. Actually a more precise numerical computation shows

that it is not true that F(T') = 2 for every triangles. For example, let 77 be an equilateral

triangle of length 1, we know that pi(71) = % and let T be a right triangle with

both cathetus equal to 1, we know that p1(T3) = 72. A precise numerical computation

of the first Steklov eigenvalue for 77 and T5 (using P2 finite element methods) gives us
the following values o1(71) ~ 1.2908 and o;(732) ~ 0.7310. Using these values inside the
functional F'(2) we finally obtain

F(Ty) ~ 1.962 < 2,
F(Ty) ~ 1.977 < 2.

The value 2 can be reached asymptotically, let us consider the following sequence of
collapsing triangles

Qe ={(z,y) eR*|0< 2 <1, 0<y < T},
2
from Theorem B.1] and Lemma [3.13] we conclude that
F(Q¢) — F(T.) = 2.
2

We remark that, from Theorem [3.1| and Lemma F () — 2 for every sequence () of
collapsing thin domains for which h = h* + h™ = T, where 0 < x¢ < 1.

It remains to characterize the behavior of the minimizing sequence. We introduce the
following family of collapsing rectangles:

Co={(z,y) eR?*|0<z<1, 0<y<e}

We plot the values of 01(Ce)P(Ce) and p1(Ce)|Ce| when € is approaching zero.
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Figure 3.5: Blaschke—Santalé diagram with collapsing rectangles

We know from Theorem that F(Ce) — 1 but from Figures and it seems
that F(Q) > 1 for every Q C R? convex and the only way to approach the value 1 is given
by a sequence of collapsing rectangles.

Supported by these numerical evidences we state the following conjectures:

Conjecture 3.2. For every bounded, convex and open set @ C R? the following bounds
hold
1< F(Q) <2.

Conjecture 3.3. The following minimization problem has no solution
inf{F(Q) | @ C R? bounded, convex and open}.

In particular every minimizing sequence ). must be of the form of collapsing rectangles.

We now consider only convex quadrilaterals in R?, in the following numerical experi-
ment we will have in red random convex quadrilaterals and in green collapsing rectangles,
starting form a square S of unit area (corresponding to the farthest green point from the
origin) and asymptotically approach the segment.

syl

#  Random Quadrilaterals
#  Reclangles

y=x

y=2x

., (P()

Figure 3.6: Blaschke—Santal6 diagram with random convex quadrilaterals and collapsing
rectangles
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From Figure [3.6] it is natural to state the following conjecture.

Conjecture 3.4. For every 0 < C < 401(S) the solution of the minimization problem
inf{11(Q)|Q] | Q C R? convex quadrilateral s.t. o1(C.)P(C.) = C},

s given by a rectangle.

3.6 Inequality between Neumann and Steklov eigenvalues:
approach via L? hot spot conjecture

In this section we prove the inequality P(2)o1(2) < |Q|u1(€2) when Q is a circumscribed
polygon in the plane with two axis of symmetries.

This result is a direct consequence of the results that we are obtaining in the work in
progress [57] in collaboration with A. Henrot and E. Parini.

We now present an approach to prove the inequality P(Q)o1(Q2) < |Q|u1(€?) for convex
domains with two axis of symmetries. We introduce what we call the L? version of the
hot spot conjecture. A famous conjecture concerning the Neumann eigenfunction is the
Hot spot conjecture. This conjecture has a long story, it was first stated by J. Rauch in
1974 in the context of the asymptotic behavior of the points with higher temperature of a
heated body €2 when the time goes to infinity. J. Rauch conjectured that the points with
higher temperature of an heated body approach asymptotically the boundary when we let
the body cool down. This conjecture can be rigorous stated in the following way:

Conjecture 3.5 (Hot spot conjecture). Let Q C R? be a convex domain and let u be the
first non trivial Neumann eigenfunction of the domain €2, then

inf u(x) <wu(y) < sup u(z) Vye.
zeof €00

This conjectured in full generality is still open, we reefer to [8, 61, 88|, [68] for solutions
of this conjecture in some specific cases.

In this section we want to study a similar conjecture, that relates the mean value
of the Neumann eigenfunction on the boundary with it’s mean value inside, we call this
conjecture L? hot spot conjecture.

Conjecture 3.6 (L? hot spot conjecture). Let Q C R? be a conver domain and let u be
the first non trivial Neumann eigenfunction of the domain 2, then

— u“ds > — | u“dzx.
P() Jaq 12| Jo

We see that this conjecture is really important in order to prove the inequality
P(Q2)o1(92) < |92|u1(£2). Indeed suppose we have a plane convex domain 2 with two axis of
symmetries, thanks to this symmetry we know that there exists a Neumann eigenfunction
u such that |, 9o Uds = 0, so we can use the Neumann eigenfunction as a test function for
the Steklov eigenvalue and assuming the L? hot spot conjecture is true, we have that

Jo [Vu|?dz

Joq u?ds

Jo [Vul?dz
Jo utdz

P(Q)o1(2) < P(9) <] — Qa1 ().

We prove the following theorem.
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Theorem 3.17. Let Q C R? circumscribed polygon and let u be the first non trivial
Neumann eigenfunction of the polygon €2, then

1 / 9 1 / 9
— uds > — [ uw?dx
P(Q) Jaq — 19| Jo

The key result in order to prove this theorem is the following lemma regarding an
explicit formula for a Neumann torsion function in the class of circumscribed polygon.

Lemma 3.18. Let Q C R? circumscribed polygon and let a be the inradius of the polygon,
then the function

1
w(r,y) = %(IQ +47),

s a weak solution of the following problem
(7]
dw =1 o0,

-Vodr = ds — drx, V¢ e HY(Q
/QVwV¢:E mgbs ‘Q’/¢ o€ H ().

that means

Proof. Let B, be the ball of radius a centered in the origin and let €2 be a circumscribed
polygon with incircle B,, and we also define the following function

1
w(z,y) = %(372 +92),

it is easy to check that % = 1733]?1“’) = % and also that
2 P(Q)

We check the boundary conditions, we can parametrize a generic side [; of the polygon in
the following way

li = {az + Biy = ay/a? + B2 |z € [ai, b], y € [ci, di]}

where «;, 5;, a;, b;, ¢; and d; are real numbers. It is now straightforward to check that

%1

> AV ) =1 Ve e

i

This can be repeated for all the sides of the polygon. Let ¢ € H'(Q), we can integrate by
parts the quantity fQ Vw - Vodr and we finally obtain

/QVw-ngdm: mgbds— |Q’ /gbd

pta =

ISENISRE

We can use now this Lemma in order to prove Theorem [3.17
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Proof of Theorem[3.17. Let Q C R? circumscribed polygon and let u be the eigenfucntion
associated to u1(Q), let F € C'(R?,R?) be a smooth vector field, by the Rellich formula
(see Theorem 3.1 in [52])

= u u . u)ar = u . u S_1 u2 - vjas
0_/Q(A + p (Q)u)(F - Vayd /may (F-Vu)d 2/89\V|(F s+

Q 1 Q
+“1( )/ u2(F-V)ds+/ yvu\Qdidex—’”()/u2didea;—/ JF(Vu,Vu)dx
2 Joq 2 Ja 2 Ja Q

B O L)
=5 [ IvrupE s+ B2

1
u?(F - v)ds + / \Vu|? div Fdz+
80 2 Ja

Q
—'ul()/ u2didex—/ JF(Vu,Vu)dz,
2 Ja Q

where Vru is the tangential gradient on the boundary 02 and JF' is the Jacobian of the
vector field F'. We choose the following vector field F' = Vw, where w is the weak solution
of the following Neumann problem

€2

Aw=L8 0
ow=1 09,

in the qualities above and we obtain

Q 1
() / u’ds :/<D2w - Vu, Vu)dr + / |Vrul?ds.
2 Jon Q 2 Joo

From the equality above, in order to prove following inequality

ey u“ds > — | u°dx
P() Jao Q| Jo

is enough to prove that

Q) P(Q
/(DQw - Vu, Vuydz > 'ul()()/ ulda. (3.58)
Q 219
Let a be the inradius of the circumscribed polygon 2 we know that % = % , then from

Lemma [3.18 we have that

1
D= (5 1),

from (3.58) we finally conclude that

/Q< 2w - Vu, Vu)dz > — /N|d > = IQ! /|v 2dx > ;) S)/ u?dz,

this concludes the proof. ]

=

A direct consequence of Theorem using the argument we used in the introduction
we obtain that

Corollary 3.19. Let ) be a circumscribed polygon in the plane with two axis of symmetries
then

P(Q)o1(2) < [Qu1(2).
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Chapter 4

Optimization of Neumann and
Sturm-Liouville eigenvalues

NOTE: this chapter correspond to the first version of the paper [56]. Just before to
submit this paper Pedro Freitas point to the authors attention the work by P. Kroger
[74). We warmly thanks Pedro Freitas for pointing out this reference. In our work we
partially recover the results present in [7]|] using another approach. In particular the
novelty of our work is to use the abstract formalism developed in [79] to prove Theorem
[4.12  Our approach is based on finding critical points and then compare them, for this
reason our approach can be also used in order to detect the minimum for the Sturm-
Liouville eigenvalues. In the new version of the work [56] we will include these results.

4.1 Introduction to the Chapter

A central question in spectral geometry is to find upper bounds for the Neumann eigen-
values involving geometric quantities related to the domain. The best result that one can
achieve in this direction is to prove an explicit and sharp upper bound for the eigenvalues
and to give a characterization of the domains for which the equality is achieved.

One of the first result in this direction is the Szego-Weinberger inequality:

2 2
Q| ap1(2) < |Bldpui(B),

where B is a ball. This inequality was first proved by G. Szegé in [97] for planar, simply
connected and Lipschitz sets and then H. F. Weinberger in [I05] removed the dimensional
and topological constraints. An explicit and sharp upper bound involving the volume of the
domain is also known for the second Neumann eigenvalue, this was proved in 2 dimensions
for simply connected domains by A. Girouard, N. Nadirashvili and I. Polterovich in [45]
and in all dimensions without any restriction on the topology by D. Bucur and the first
author in [24]. The inequality reads as follows:

2 _p *
|24 p2(2) < || p2(Q27),

where ©2* is the union of two disjoint equal balls. The existence of a maximizer for the
quantity \Q|%uk(9) with k£ > 3 is not known in general.

Another related question is to find inequalities for the Neumann eigenvalues involving
the perimeter of the set. Recently A. Henrot, A. Lemenant and I. Lucardesi in [54] proved
that for every €2 plane convex domain with two axis of symmetry the following inequality
is true:

P(Q)1(Q) < 167,

87
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with equality for a square and an equilateral triangle. It is conjectured that this inequality
holds true for any plane convex domains. Note that, without convexity constraint, we have
sup P2(Q)p1(Q) = +o0.

An important result concerns the upper bound for planar convex domains in terms of
the diameter D(Q) of the set. Results in this direction is given by S. Y. Cheng in [29],
where he gives general upper bounds involving the diameter for smooth and complete
Riemannian manifolds. The given bound is sharp for p1 but not for the other eigenvalues.
Later, this sharp and explicit upper bound for the first eigenvalue has been generalized by
R. Banuelos and K. Burdzy in [§] to (slightly) more general domains than convex ones.
To sum up, the theorem, for plane convex domains, is the following:

Theorem 4.1 (S.Y. Cheng [29],R. Banuelos-K. Burdzy [§]). For any plane convex domain
Q0

D(2)*1(2) < 445,
where jo1 ~ 2.405 is the first zero of the Bessel function Jo. Moreover, this bound is
sharp, asymptotically attained by collapsing isosceles triangles (or rhombi).

Then P. Kroger give the following upper bounds for all the Neumann eigenvalues

Theorem 4.2 (P. Kroger [74]). For any plane convexr domain Q
D(Q)* () < (2o + (k = 1)m)?
where jo1 ~ 2.405 is the first zero of the Bessel function Jy.

In this chapter, motivated by the study of explicit upper bounds for the Neumann
eigenvalues involving the diameter D(£2), we prove connections between the Neumann
eigenvalues and the following one dimensional Sturm-Liouville eigenvalues

— 4 (h(z)%(2)) = p(h)h(z)u(z) =€ (0,1)

Note that the function h is allowed to vanish at the extremities of the interval, making
this eigenvalue problem not completely classical.

The main idea, heuristically, is to use the fact, proved in [55], that for every convex
domain €2 there exists a concave function h such that px(2) < pr(h) and for every concave
function h there exists a sequence of convex domains (), that converges to a segment, such
that ,U/k(Qe) — Nk(h)

In this way we are led to study the maximization problem sup{u(h),h € S} where S
is a class of admissible functions. In Section [4.2) we prove that, if we do not put a concavity
constraint on h, we have that sup{ui(h)} = +oo and, using this result, we prove that

Theorem 4.3. For every d > 2 the following equality holds
sup{D(Q)%u1(Q) | @ € R? open and Lipschitz } = 4oo0.

The main result of this chapter is presented in Section in this section we study
the problem max{u(h), h € L} where L is a class of concave functions. The main result
of this Chapter is the following:

Theorem 4.4. For any k > 1, the problem max{u(h), h € L} has a solution h}, moreover
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o max{yui(h),h € L} = u1(h}) = (2j01)* and

. 2x x €]
h]. - 1
2(1-2) =z €3,

B
]

=
—_ DO

e let k> 2 then max{ug(h),h € L} = px(h}) = (2jo,1 + (k — 1)7)?

(27 k—1)m ]
RN g € [0, G |
"= % T [emrtm 1~ @ortom)
1—a)(2jo.1+(k—1)7 jo,
]20171 T € [1—m71]

The key result (and also the difficult step) in order to prove this theorem is the following

result, that we proved deeply using the abstract formulation for optimality conditions
proved in [79], (see also Section [L.F).

Theorem 4.5. For any k > 1, the problem max{pu(h),h € L} has a solution h}. This
one has a graph that is a polygonal line composed of (at most) k + 1 segments.

In Section [£.3.3] From the optimality conditions we have information about the behav-
ior of the Sturm-Liouville eigenfunctions on the vertex of the optimal function h;. Thanks
to this information we can improve the result above obtaining that h] has the graph that
is a polygonal line composed of (at most) 2 segments and for all £ > 2 h} has the graph
that is a polygonal line composed of (at most) 3 segments. We then obtain the explicit
formulas for the maximizers h; from an analysis of the zeros of Bessel functions.

4.2 The maximization problem for D()?1(Q) is ill posed

The aim of this section is to prove Theorem In order to prove this theorem we need
to analyze the asymptotic behavior of Neumann eigenvalues on collapsing domain. We
start by defining the following quantity, that will be crucial in order to understand the
asymptotic behavior of the Neumann eigenvalues

Definition 4.1. Let h € L*°(0,1) be a non negative function, then we define the following
quantity

1o 2 1

hd
pi(h) = inf{fofu)x |u e H'(0,1) and / uhdx = 0}.

Jo w*hdzx 0
Remark 3. If we also assume that there exist K > 0 and p < 2 such that h(z) >
K(z(1—2))P a. e. in (0,1), then pu1(h) defined in Definition[4.1] is the first eigenvalue of
the following eigenvalue problem (see [55])

— L (h(z)%(2)) = p(h)h(z)u(z)  z € (0,1)
h(0)2£(0) = h(1)24(1) =0,

This is the case, in particular, for a concave (non negative) function h since such a function
satisfies h(x) > K(z(1 — x)) for a positive K.

We prove the following bound for the supremum of the eigenvalue 1 (h) in a particular
class of functions h.
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Lemma 4.6. For every K >0 and A > 0, K < A, there exists a constant Cy (K, A) such
that the following holds

sup{1(h) | [|hl[L=(0,1) < A and [|h|[L101) = K} < C1(K, A).
Proof. We estimate from above the quantity p1(h) by using the following test function

Jy tht)dt
J) h(t)dt

From Definition we obtain that, for every function h such that 0 < h(z) < A and
fol h(z)dz > K, the following inequality holds:

o) =

1
(h) < Jo h(x)dx
) == [ th(t)dt 25 (Vd '
Jo (@~ I h(t)dt) ()dx
In particular we have that
sup{u1(h) [ ||h][r=(0,1) < A and [|Al|f1(01) = K} < (4.1)
[ h(t)dt
< sup { i bl ze(o1) < A and [[Allpao = K }.
Jo (x— foolh(t)dt h

Now from the constraint [|A[|fe~(1) < A on the admissible functions, we can extract
a maximizing sequence (maximizing for the right hand side of (4.1])) with the following
properties

hy = h in L°°(0,1) (4.2)

and, moreover, from the constraint ||h||11 1) > K we can conclude that ||h]|111) > K.
It is straightforward to check that the functional

. [ h(t)dt
1 [Lth(t)dty 2
Jy (z— j(’;lh(t)dt) h(z)dx

is continuous under the convergence (4.2)). In particular the maximization problem on the
right hand side of (4.1)) has a solution, this concludes the proof. O

In the next two lemmas we explain the relations between the first Neumann eigenvalue
and the quantity p1(h). In the first lemma we prove that, for every domain Q C R?, we
can find a function h such that 1 (€2) < p1(h). In the second lemma we will prove that, for
every function h, we can construct a sequence of domains 2. such that p;(€.) approach

p1(h).

Lemma 4.7. Let Q be an open and Lipschitz domain such that D(Q2) = 1 and we assume
also that the diameter of the set lies on the x1 axis. Let h be the function defined in the
following way:

h(z1) = H {a" e R | (21,2)) € Q}),

then
p1(2) < pi(h).
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Proof. From the variational characterization, using a test function that depends only on
x1, we recover the variational characterization for the eigenvalue p;(h), indeed we have

that
fol (u')2hdx

1
we HY0,1 and/uhda::O = 11 (h). 4.3
s ©0.1) and | b= (43)

u1(92) < inf{
O

Now we are interested in a reverse inequality. For that purpose, we construct a se-
quences of domains that can approach the eigenvalue pq(h) for any h. More precisely
given an h € L*°(0,1) we construct a sequence of collapsing domains ¢, such that when
€ goes to zero, p11 () approaches 1 (h?1). Let h € L>°(0,1) be a non negative function
(not identically zero), then we define the following axisymmetric domain:

Q= {(z1,2") € R | 2’| < h(z1), V1 € (0,1)}.
Lemma 4.8. Let h € L*>(0,1) be a non negative function (not identically zero), then
p1(Qen) = pa (A1) + f(e, h)
where f(e,h) — 0 when € — 0.

Proof. Let wg_1 be the volume of the d—1 dimensional unit ball, then according to Lemma
[4.7] we have that:
1 (Qen) < p(wa—re® TR = pa (R4,

the last equality is true because from Definition [4.1] the eigenvalue u(h) is invariant under
multiplication of h with a positive constant. In particular from Lemma [.6] we conclude
that there exists a constant Cs(h), that depends on h but does not depend on €, such that

11(Q2en) < C2(h).
Let u, be the eigenfunction associated to the eigenvalue 11 (€2p,), normalized in such a way
that [|ucl[z2(q,,) = 1, we introduce the following functions

Uc(z1,2) = ed%ue(xl,ex') YV (z1,2) € Qp.

We want to prove that the sequence of functions 7. is bounded in H'(€,). We start by
bound the quantity |[Va|[r2(q,)

/ |Vﬂ€|2da: = edl/ (%)2 + 62|V$/u6|2dm‘ < / |Vue|2dy = p1(Qen) < Co(h),
Q, , 011 O

in the inequalities above we use the change of variables y; = z1 and 3y’ = ex’. Using the
same change of variable we also conclude that |[c||12(q,) = [|uellz2(q,,) = 1-
We conclude that there exists a function U € H' () such that, up to a subsequence,

e — U in H'(Q) (4.4)
Te — U in L*(Q).

We now prove that the limit function U does not depend on x; where i = 2, ..., d, indeed
we have that

/ (8—U)2dx < liminf/ (am)?dx = hmmfe?/ (8“6)%@ =0.
Qp Q

€T; Qp 83:1» ch 6951-
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We denote by U the restriction of the function U to the variable x, from the convergences
given in (4.4) we conclude that, for e small enough we have that

Jo, WuclPde [ |VuPde  [LU2ptde
ILL].(QE}Z) = f 2d 2 72(1 Z 1 27 d—1
Q. Yedl th Ue AT Jo U%h=tdx

+ f(e, h) (4.5)

where f(e,h) goest to 0 when ¢ — 0. From the fact that u, is a Neumann eigenfunction
and from the convergences (4.4)) it is clear that fol Uh?1 = 0, from Definition and
from ([4.5)), using the function U as a test function for 1 (h?~!) we obtain that

111 (Qen) > pa (RN + f(e, h).

From the two previous lemmas, we easily deduce
Proposition 4.9. We have equality between the two quantities

Sy = sup{p1(Q),Q C R, bounded, Lipschitz ,D(Q) =1}
Sy 1= SUP{Ml(h)7 h € Loo(O’ 1)7 h>0,h# 0}

Now we are going to prove that the quantity S, is infinite. For that purpose, we want
to construct a particular sequence of functions: let 0 < a < % and let denote w, the first

positive root of the following equation
tan(x(l—a)) :1—|—i. (4.6)
2 azx

It is straightforward to obtain the following estimates for wy:
< < T
—— < Wy < —/———.
1G-a) """ T30

Now we define the following function

(4.7)

e2Wa(z—a) 0<zr<a
ga(2) = ¢ 1 a<z<l-a
2wa(l—z—a) 1 _ g <y <1.

We prove the following proposition

Proposition 4.10. Let g, be the function defined above, then ui(g,) = w, and therefore

lim f11(ga) = +o0
el

2

Proof. The function g, is strictly positive, so we can identify the quantity p1(g,) as the
first non trivial eigenvalue of the following eigenvalue problem

— 2 (g0(0) () = p(ga)ga(@)u(@) =€ (0,1)

du(0) = 94(1) = 0.

(4.8)

In order to simplify the notation we will define pg, = 11(gq). We divide the interval (0, %]

in two intervals (0,a] and |[a, %] We solve the equation in (0, %] and, by symmetry of g,,
the associated eigenfunction u must be odd with respect to the point x = %
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1. In the interval [a, 1], knowing that u(3) = 0, we have that the eigenfunction, in this
interval, must be of the form

where a € R.
2. In the region (0, a] we have to solve the differential equation

d*u du

— + 2w, — u = 0. 4.9

d$2 adx + Ha ( )
We have two possibilities, the first is when y, # w2 and the second is when pi, = w2.
We now continue the analysis assuming that the second case happens, we will exclude
the first possibility later in the proof. So in the case when p, = w?, knowing that

u'(0) = 0 we obtain that
w(x) = Ae” VFT(1 4+ \/uqx),
where A € R.

We impose the conditions on « and A in order to have u;(a) = u,(a) and uj(a) = u;.(a),
so we need to solve the following system

(14 Hga)Ae VFa® — asin (\/iig(a— 3)) =0
—apge” VHe?® — o /l1g COS (, /liq (a — %)) = 0.
Necessarily the determinant of this linear system is equal to zero, this gives us a transcen-

dental equation, the first non trivial root of this equation will be the first eigenvalue p,.
The system above has a solution if and only if

1
a\/Tha

tan (Viia(a — ) =1+

We recover Equation confirming that, in the case, y, = w? we have obtained an
eigenfunction of Problem .

It remains to prove that we cannot find a smaller eigenvalue. Let us assume, for a
contradiction, that there exists an eigenvalue p, < wg. Let p12 = —wq £ /w2 — p, then
the solution of the differential equation in (0, a], knowing that «/(0) = 0, must be of
the form

un(w) = Alpre?® — paer®),

where A € R. Imposing the condition that the eigenfunction must be C' we obtain the
following transcendental equation that p, must solve

Vw2 — g
Vi tam (\/lTa(% o) =wat tanh(a\;wff,u)‘ (410

Let us introduce the function

w2 — 22
¢(z) = x tan (x(% —a)) ~wa - tanh\(/a\;%)

<0,



94 Chapter 4. Optimization of Neumann and Sturm-Liouville eigenvalues

It is immediate to check that this function is strictly increasing in the interval (0,w,).
Moreover, by definition of w,, we have

lim ¢(z) =0

T—Wq

thus, ¢(x) < 0 for all x € (0, w,) showing that there no eigenvalue in the interval (0, wy).
We have proved that 11, = w? and the last claim of the proposition comes from the estimate

@.7). O
We are now ready to prove Theorem

Proof of Theorem[{.3 We fix a constant M > 0, from Lemma we know that there
exists a < % such that

p1(ga) > M,

with ||ga||ze = 1 and ||ga||z1 > 1 —2a. From Lemma [4.8/ we know that for e small enough
we have that

(2 1) > pi(ga) + f(gar€) > M.

€(ga) a1 -
This concludes the proof because M is arbitrary and, by construction, for all € the sets
that we constructed have diameter equal to 1. ]

4.3 Maximization of uy(h)
We consider the following class of functions

L:={h:]0,1] — [0,1],h concave ,maxh = 1}.
We have seen in Section 2 that the Sturm-Liouville eigenvalue problem

— 2 (h(2)%(2)) = p(h)h(@)u(z)  x € (0,1)
(4.11)

is well-posed when h is concave (even if h vanishes at the extremities of the interval [0, 1]).
We will denote by ux(h) the k + 1-th eigenvalue of this problem (uo(h) = 0 associated
to constant eigenfunctions). Proposition extends in a straightforward way and we can
prove (see a more precise statement in Theorem :

sup{ux(Q2), 2 plane convex domain , D(Q2) =1} =
= sup{u(h), h concave, non negative on [0, 1]}.
Therefore, we are interested, in this section, in the maximization problem max{u(h),h €

L}. We recall two important properties for the class £ and the eigenvalues py(h), see
Lemma 3.1 and Lemma 3.6 in [55] (see also Chapter |3)).

Proposition 4.11. e For any sequence hy, in L, there exists a subsequence (still de-
noted hy, ) and a function h € L such that h,, converge to h in L?(0,1) and uniformly
on every compact subset of (0,1).

o If hy, — h in L?(0,1) then, for any k, pug(hn) — px(h).

Let us give the main result of this section.
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Theorem 4.12. For any k > 1, the problem max{ug(h),h € L} has a solution h},
moreover

o max{ui(h),h € L} = p1(h}) = (2jo,1)* and

B = 2z T €|
T l20-a2) ae]

o let k> 2 then max{ug(h),h € L} = pp(h}) = (2jo,1 + (k — 1)7)?

B
]

=
—_ D=

)

Sl

©(2jo,1+(k=1)m) Jo,
: ljo,l z € [0, (2j0‘,1+0(1i—1)7f)]

Jo,1 _7'0,1
(1—2)(2j0,1+(k—1)7) ve [(2]'0’1*(’“*1)”)’1 N (2j0,1+(k71)7r)]
—x){4J0, —1)7 o,
o € [~ mrrrgnm U

We prove this theorem in several steps, the main result in order to prove this result is
the following theorem:

Theorem 4.13. For any k > 1, the problem max{u(h),h € L} has a solution. This one
has a graph that is a polygonal line composed of (at most) k + 1 segments.

The existence of a maximizer follows immediately from the compactness of the class
L and the continuity of the eigenvalues stated in Proposition We will denote by hj;
(or simply A* if no confusion can occur) a maximizer.

For the qualitative properties of the maximizer, we will mainly use the optimality
conditions but we have to take into account the concavity constraint and the bound con-
straints 0 < h(z) < 1. Let us first give the derivative of the eigenvalue. Let us fix the
notations, we consider ¢t > 0 a positive number, and we define the following derivatives: for
every ¢ € H we define p; 4 := pu(h +t¢) and we denote by w4 the corresponding eigen-
function. We use the following notation for the derivative of the eigenvalue (since this is a
Sturm-Liouville problem, we know that the eigenvalue is simple and then differentiable):

) d
fig = o+ 75¢>)‘

t=0

and the following notation for the derivative of the eigenfunction :

. d
e = %ut’qﬁ‘t:d

Lemma 4.14. The derivative of u in the direction ¢ is given by
L
fip = / (u'* — ppu?)pdzx (4.12)
0

where u is the eigenfunction associated to pi(h) normalized by fol hu? = 1.

Proof. Since this kind of perturbation is classical, see e.g. [58] section 5.7] we just perform
a formal computation here, the complete justification would involve an implicit function
theorem together with Fredholm alternative. Let us compute fiy, from (4.11) we know
that

d d d d
Gl ) =E)| = Tl o]
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so we obtain the following differential equation satisfied by 14

d [ dig\ d [ du
_ ey = — ) = ) . 4.1
o (h o > T <¢dm> frphu + phiig + prpu (4.13)

Multiplying both side of the above equation by w and integrating we obtain

1 1 1
/ hatl iy — uhiily||3=5 + / ou'” — ugn” |2 = fup + ,uk/ pu* + uk/ huty, (4.14)
0 0

where we have used fol hu? = 1. Now from the variational formulation satisfied by u we

see that
1 1
/ hu'u; :uk/ hutg.
0 0

On the other hand, differentiating w.r.t. ¢ the boundary condition (h+4t$)(0)us(0) yields

¢(0)u(0) + 1(0)ig(0) =0 and  ¢(1)u(1) + A(1)iy(1) = 0,
therefore the boundary terms cancel and formula (4.12)) follows. O

Let us now write the first order optimality condition, taking into account the concavity
constraint (i.e. h” < 0) and the bound constraints 0 < h < 1. For that purpose, we follow
the formalism of [79], (Proposition 2.3.2) see also the abstract framework in [82]:

Proposition 4.15. Let h* be a mazimizer of ug(h) in the class H,. We denote by S the
support of (the negative measure) h”. Then there exist

e a function & € H*(0,1), such that £ >0, £ =0 on S,

e two non-negative Radon measures vy, vy such that suppt(vy) C {z|h*(z) = 0} and
suppt(v1) C {x|h*(z) = 1}

such that, for any ¢ € H'(0,1)

1 1
<figp>=— <& o> +/0 ddvyg —/0 odv. (4.15)

Note that, since h* is non-negative and concave with max h* = 1 we have the following
properties of the sets {x/h*(x) = 0} and {z/h*(x) = 1}:

{x/h*(z) = 0} € {0} U {1} (4.16)

{z/h*(xz) = 1} is empty or an interval a1, az]( with 0 < a1 < ag < 1). (4.17)

Moreover, since the eigenvalue p (h) is invariant when we multiply A by a positive constant,
we can even assume, if needed, that the bound constraint A* = 1 is not saturated.

Let us introduce the function f := u'? — pru?, then, according to , < fig, @ >=
fol fodr. From the ODE satisfied by the eigenfunction, we see that v € H?(0,1) C
C1([0,1]), therefore f is continuous on [0, 1]

Taking ¢ compactly supported in (0,a;1) U (ag,1) in - yields

1
/0 fode=— <6 >
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therefore, ¢ satisfies, in the sense of distributions
—&"=f on (0,a1)U (ag,1). (4.18)

We also know that ¢ vanishes on S the support of h*”. This support being closed, its
complement S¢ is a union of intervals: S¢ = J;c (v, ;). We will distinguish the internal
intervals (those for which o; > 0 and ; < 1) and the boundary intervals: it will be a
consequence of the proof below that the number of internal intervals is finite, thus we will
have only two boundary intervals that we will denote (0, 3) and (ay, 1).

Let us start with the internal intervals, on such an interval (o, 3;), £ is solution of

—{"=f on(a,B)
{smosz»:a (4.19)

We infer:
Lemma 4.16. The function f vanishes at least two times on each internal interval (o, B;).

Proof. Let us denote (o, 8) = (g, f;). From equation (4.19) we can get an explicit ex-
pression of ¢ on the interval (o, ), namely

T

B
fo) =52 [ -0swdi— [ @-0swa (4.20)

«

Now, since f is continuous, the function ¢ belongs to H?((0,a;1) U (a2,1)) and then it
is C! (and even C?). But ¢ being non-negative on (0,a;) U (ag, 1), we necessarily have
¢ (o) = ¢ (B) = 0. With the explicit expression ([4.20)), we get &'(z) = ,B—% ff(ﬁ—t)f(t)dt—
f; f(t)dt thus, this provides the two relations

B B
/(5—Oﬂﬂﬁ=0 /)ﬂﬂﬁzo
or 5 5
[ swa=o [ irwa—o (421)

These two relations imply the thesis. Indeed from the first one f must vanish at least
one time, say at = . Assuming, that f vanishes only at v would provide [ f (t —
v)f(t)dt # 0 a contradiction. O

In order to get the result announced in Theorem |4.13] we need to prove that the
complement S¢ of the support of h*” has only k + 1 components (including possibly the
interval (ai,ag) if it is not empty and two boundary intervals). For that purpose, we
study the function f on any nodal domain of u. We distinguish here the ”internal” nodal
intervals, those where u vanishes at the two extremities and the two "boundary” nodal
intervals (where u vanishes only at one extremity). The key proposition is the following:

Proposition 4.17. The function f vanishes exactly two times on an internal nodal in-
terval of u and exactly one time on a boundary nodal interval.

Since u is the k + 1-th eigenfunction of a Sturm-Liouville problem, its number of nodal
domains is exactly & + 1 (k — 1 internal plus two boundary nodal intervals). Following
Proposition [4.17], it implies that the function f has exactly 2k zeros.
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Proof of Proposition[{.17. In the proof, the optimal function h* will be simply denoted
h and the eigenvalue is p. Let us consider first an internal nodal interval [a,b] of the
eigenfunction u. Without loss of generality, we can assume that v > 0 on (a,b) and we
also assume that (a,b) C (0,a;) (i.e. this nodal interval is before the maximum of h*
(where possibly h* = 1). For the other case, (a,b) C [a2,1), the proof will follow the same
lines. Therefore, on this interval A’ is decreasing (by concavity) and h is increasing, in
particular, h'/h > 0. The differential equation satisfied by u can be written
/
' = —Eu/ — . (4.22)
h
This shows that u is T/VlicoO in (0,1). More precisely, u” can be discontinuous at disconti-
nuity points of h’ (except if u’ vanishes at these points).
1st step: w is unimodal on (a,b) in the sense that u is increasing on some interval
(a,c) and then decreasing on (c,b).
Let us consider a point ¢ where u achieves its maximum on [a, b]. We prove now that u is
decreasing after c. Let us assume, for a contradiction, that there is a point xg > ¢ with
u'(x9) > 0. Let us introduce the point

x1 := max{z € [a, xo], v (z) < 0}.

By continuity, we have u/(z1) = 0 and by definition of z1, we have v’ > 0 on (z1,z¢].
Therefore, using the equation (4.22)), we see that u” < 0 on [z1,z¢] yielding 0 < u/(z) <
u'(z1) = 0 a contradiction.

In the same way, we prove by contradiction that u is increasing on [a, ¢] assuming that
there exists ¢ < ¢ such that u/(zp) < 0 and introducing

x1 := max{z € [zo, ], v (x) < 0},

we get u/(z1) =0, v > 0 on [z1, ¢], therefore v’ < 0 on (z1,c) providing a contradiction
since u/(¢) = u/(z1) = 0.

Another way to express these properties is the following: when u > 0, the only points
where ' vanishes correspond to (local) maxima, since, by the equation u” < 0, there.

Now let us remark that f(a) = /(a)> > 0, f(c) = —pu®(c) < 0 and f(b) = «/(b)* > 0,
thus f vanishes at least once between a and ¢ and at least once between ¢ and b. Thus we
need to prove:
2nd step: The function f cannot vanish more than one time on each interval [a, ¢] and
e, b].

On the first interval [a, ¢] it is clear: since v’ > 0 there, we have by v’ < 0on (a,c).
Now f’ being given by

!/

h
f=2u " — pu) = —2u'(ﬁu' + 2pu), (4.23)

we see that f* < 0 on (a,c) and therefore f vanishes only once.

Now we look at the interval (c,b). Since f(c) < 0 and f(b) > 0 f vanishes an odd
number of time between ¢ and b. Assume, for a contradiction, that f vanishes at (least)
three times and take three consecutive zeros 1, 2, x3. Writing f = (v’ + \/uu) (v’ — \/pw)
and observing that u'—/fiu < 0 on (¢, b), we infer that the function g = v’ +,/pu vanishes
at the same points x1,x9,x3. Let us also observe that, since h is positive and increasing
while h is decreasing by concavity, the function h'/h is decreasing on (a, b).
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Let us now introduce the function ¢ := u/u/. By definition, ¢ < 0 on the interval (¢, b).
The differential equation satisfied by ¢ is

UUH /

So/zl_F:HESHWZ' (4.24)

Now, g(z;) = 0 implies p(x1) = ¢(r2) = p(x3) = —1/\/i. Therefore, there exist two
points y1 € (x1,22) and y2 € (x2,23) such that ¢'(y1) = ¢'(y2) = 0. Moreover, we can
assume that |¢| < 1/\/i on (x1,2) (and || > 1/,/i on (22, 3)). Coming back to (4.24),
we see that ¢(y1) and ¢(y2) must be solutions of the quadratic

!/

h
1+ﬁX+uX2=0.

This implies that

!/ !/

o) = G () = 2V

Now, let us introduce 21 € (21, x2) a maximum of f on this interval. From f’(z1) =0, we
infer u”(z1) = pu(z1) and therefore

2
/ :1_IU/LL(Z1):1_ 2
¥ (Zl) u,(zl)g M(P(Zl)
that yields with (4.24))
hl
5 (21) = —2pp(21). (4.25)

More precisely, we see that
/

h
F'<0 & o > =2up

now, by (4.25) and the fact that [p| < 1/\/p on (x1,x2), we see that f'(y;) < 0 thus
y1 > z1. We use now the fact that h'/h is decreasing to write

I 1
5 (21) = =2pp(z1) < 2u—-

2\/ﬁ<};:(y1)§ N

yielding a contradiction.
It remains to look at a nodal interval of the kind I = [0,a;]. For that purpose, we
need the following lemma.

Lemma 4.18. let h} be a mazimizer for the problem max{yuy(h),h € L} then h;(0) =
hi(1) =0

Proof. In the proof, the optimal function hj, will be simply denoted by h, the eigenvalue is
p and the eigenfunction is u. Suppose by contradiction that h(0) > 0, let n € (0,1) then
we define the following function

PR Ll z € [0,m)
10 zen 1]

for n small enough we have that the function h + t¢, is in £ for ¢ small enough (we
recall that we can assume h < 1 because p(h) is invariant by scaling) in particular we can
compute the derivative of the eigenvalue, and we obtain that

1
fipy, = / (W — ppu?)pydz = 0. (4.26)
0
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From the fact that h(0) > 0 and the boundary conditions we know that «/(0) = 0. Now
assume that u(0) # 0, so there exists 71 for which u/> — ppu? < 0 in [0,7:] and this will
imply that

1
[L@n = /O (U,2 - /Lk’LLQ)@deL‘ > Ov (427)

that is a contradiction, so we conclude that u(0) = 0. In particular the eigenfunction u
must solve the following Cauchy problem

u + B 4 =0z € [0,m)
u(0) =0
u'(0) = 0.

this will imply that © = 0 in an interval of positive measure, that is a contradiction. We
can adapt the same argument in order to prove that h(1) = 0. O

We come back to the analysis of f = u? — pu? on the first nodal interval [0,a].
Since h(0) = 0, we can prove that u/(0) = 0. Indeed, using the representation of the
eigenfunction given in [99], namely

min(z.y) ¢ gt /1 (1—t)dt

1
u(:z:) = 'u/o g(x,y)h(y)U(y)dy where g(x,y) - /0 % * max(x,y) h(t)

we get by differentiation

i) = (55 [ oty =15 [ty

Since h is concave (non identically zero) and h(0) = 0, we have h(x) > cz for some positive
c in a neighborhood of 0, therefore passing to the limit in the expression above, and using
fol h(y)u(y)dy = 0, we get v/(0) = 0. We infer f(0) < 0, f(a1) > 0 and we can follow
exactly the proof of the general case to obtain that f vanishes only once in the interval
[0,a1]. The same holds for the last nodal interval.

O
We are now ready to prove Theorem |4.13

Proof of Theorem[{.13. we have seen that the function f vanishes exactly 2k times on
(0,1). Moreover, according to Lemma f vanishes at least two times on each internal
interval contained in the complement of the support of the measure h”. Therefore, there
are at most k such internal intervals denoted (o, f;),i = 1,...M —1, M < k+ 1 and
possibly two boundary intervals (0, z1) and (xps,1). Let us first prove that the support S is
discrete and contains only the extremities of the previous intervals, namely the z;. Assume,
for a contradiction that, for some 7, 3; < a;4+1. In that case, the interval J = [5;, aj1+1] is
contained in the support S and, according to the optimality condition given in Proposition
we have
u’z—,uu2:00nJ:>u’::i:\/ﬁuon J.

This implies immediately that v” = pu on J and coming back to the equation satisfied by
the eigenfunction, we infer h’'/h = 42,/ii (on a subinterval J’ where u does not vanish),
or h(z) = exp(2,/px) on J', but this is impossible since we assumed h to be concave. We
have proved that the support of h” is the discrete set S = {0,x1,..., 25,1} and then h is
affine on each interval (x;, z;j+1) (we set 29 = 0 and 741 = 1).



4.3. Maximization of (k) 101

Now we are going to prove that the function f vanishes at least once on each boundary
interval (0, 1) and (2, 1). For that purpose, we still use the optimality condition given
in Proposition on this interval. We have now to take into account the non-negative
Radon measure vy. Since its support is restricted to the two points 0 and 1 (as a conse-
quence of Lemma, it can be written as a sum of two Dirac measures: vy = tgdg + 101
with tg > 0 and ¢; > 0. Now coming back to the equation satisfied by &, we get for
any ¢ € H'(0,1):

1 1
/ fo— / €8/ + to(0) + (1)
0 0

This implies, choosing a ¢ that vanishes on [z1, 1]:

5// = _f in (071‘1)
§'(0) =to
5/(1‘1) =0

We already know that f(0) = —pu?(0) < 0, thus if f does not change sign on (0, 1),
we would have & convex, but this is incompatible with the two boundary conditions since
¢'(0) = tg > 0. Therefore, f must vanish on this interval (0,21). The same holds true on
(zpr,1). Now if we count the number of zeros of f, seen from the side of these intervals,
we have at least 1 4+ 1 (for each boundary interval (0,z;) and (zps, 1)) and 2(M — 1) for
all internal intervals, that makes at least 2M zeros. But, we know from Proposition
that the number of zeros of f is exactly 2k, therefore M < k and the number of segments
in the graph of A* is at most k£ + 1. O

In order to prove Theorem [4.12] we need to prove two lemmas about the behavior of
the Sturm-Liouville eigenfunctions on the vertex of the optimal function hZ.

Lemma 4.19. Let h} be a maximizer for the problem max{uy(h),h € L}, let uy be the
eigenfunction associated to i (hy), and let {xo,x1,...,Tm,Tms1} = suppt(h}”) then:

1. ug(z)u'(x;) =0 for alli =0,...,m+ 1,
2. if b >0 in (x5, xip1) then v/(x;) =0 and if b} <0 in (2, xi11) then v/ (zi11) =0

Proof. In the proof, the optimal function h} will be simply denoted by h, the eigenvalue
is p and the eigenfunction by u. From the previous proof, we already know that u/(z¢) =
u/(0) = 0 and the same at the point z,,11 = 1. Now from the optimality conditions (4.21]),
and recalling that A must be a piecewise linear function, we obtain that

/96i+1(u,2 B Mkuz)hdx _ —h(xi+1)u($i+1)ul(xi+l> + h(xz)u(%)u’(wz) =0.

%

Now we conclude by induction, indeed from the relations above, starting from x¢o = 0 and
x1 we obtain that u(x2)u'(x2) = 0, because h(z2) > 0 (we know that zo < Tp41 = 1).
Repeating this argument for all the intervals we conclude that wu(z;)u’(x;) = 0 for all
1 < m, this concludes the first part of the proof.

We now prove the second part of the Lemma. We already know that «/(0) = 0 and
u'(1) = 0. Now we consider the interval [x;,z;41] with 0 < z; < z;11 < 1 and we assume
that A’ > 0 on this interval, so we assume that we are in the increasing part of the function
h. We know that u(z;)u’(x;) = 0, we prove that u(z;) # 0. We integrate by parts the
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optimality condition ff:“(u/ 2 _ ppu?)dz = 0 and we use the relation u” = —%u’ —
(we recall that h > 0) in order to obtain the following equality
Ti+1 U
/ v —dx = 0. (4.28)
U
We integrate by parts the relation above and we obtain
wA(wip1)  uP(w) /“”"‘“ uu’h —2uh’dx o,
haiv1) @) o, h
using (4.28)) we obtain that
Tit1 h/ 2 . 2 .
/ u2—2dx =4 (z:) _u (:Uz+1)’ (4.29)
2 h hzi)  h(@it1)

we know that A" > 0 in [z, z;41] so we conclude that u(z;) must be different from zero.
We can adapt the same proof in the decreasing part of h, in this case we will have that
h' < 0 and we conclude that u(x;+1) must be different from zero. O

Lemma 4.20. Let h} be a mazimizer for the problem max{puy(h),h € L}, let uy be
the eigenfunction associated to pi(hy), and let {xo,x1,...,Tm, Tmy1} = suppt(hy”) then
ug(z;) =0 for alli=0,....,m+1.

Proof. In the proof, the optimal function h} will be simply denoted by h, the eigenvalue
is 1 and the eigenfunction by w. Suppose by contradiction that u(z;) # 0, from the point
1 in Lemma [4.19| we know that u/(z;) = 0. This means that there exists an interval [a;, b;]
s. t. w/% — pu(x) < 0 inside the interval.

We choose a function ¢ < 0's. t. Suppt(¢) C [as,b;] and h+t¢ € L, from Lemma [1.12]
we obtain that

1 b;
[ty = / (W? — ppu?)pda = / (' = ppu?)pdz > 0
0 a

that is a contradiction with the assumption that h is a maximizer. O

We are now ready to prove Theorem

Proof of Theorem[4.12 In the proof, the optimal function h} will be simply denoted by
h, the eigenvalue is p and the eigenfunction by u. The existence follow directly from
Proposition We start by analyzing the case k = 1, in this case, from Theorem
we know that h can be or a constant function or a function that has a graph given by
2 segments. From Lemma we now that h cannot be constant, otherwise it must be
constantly equal to zero. We have that h must be of the following form

h:{zﬂ; x €0, xq4],

f;i x € [xq,1].

We introduce the following parameter w that depends on z, such that w? = pu. The
explicit expression of the eigenfunction w in the interval [0, z,] and in the interval [z, 1]
is known (see [55]). In particular there exist two constants A; and Bj such that the
eigenfunction v must have the following form

o {lubtvtey | ecio

BiJo(w(ze)(1 —x)) x € [x4,1], (4.30)
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where Jj is the Bessel function with parameter 0. From Lemma [£.20] we know that w and
x, must be linked by the following conditions

WTq = jom; ™M1 €N
w(l —xq) = jome M2 €N

w = jO,m1 + jO,m27

where jo ,, is the m-th zero of the Bessel function Jy. We have that u(z,) = 0 and with the
expression of u given in we see that u vanishes at least my — 1 times in (0, z,) and
at least mg — 1 times in (x4, 1). The only possibility, in order not to contradict Courant
nodal domain Theorem is m; = 1 and mg = 1. We obtain the following

w = 2jo,1,

and this gives that xz, = %, this concludes the case k = 1.

We study the case where k£ > 2. From Theorem we know that h has a graph that
is a polygonal line composed of (at most) k4 1 segments. From the two lemmas and
we can conclude that h must have the graph that is a polygonal line composed of
(at most) 3 segments. Indeed if we have more than 3 segments this will imply that there
exists a segment that is not the plateau and it is neither the first segment not the last.
Combining the second point of Lemma [4.19]and Lemma[4.20] we conclude that there exists
a point x; s. t. u(x;) = u/(z;) = 0 and this is a contradiction with the fact that u is a
Sturm-Liouville eigenfunction.

This means that the graph of h is composed by 2 segments or 2 segments plus a central
plateau, we start by analyzing this second case. Let x, < x; we know that h must be of
the following form

w2 €0,z
h=41 T € [xq, T
L2 g€ fay, 1)

In order to simplify the notation we will define ¢« = z, and b =1 — xp.

a b

Figure 4.1: Shape of the function h, with respect the quantities a and b.

We introduce the following parameter w = w(a,b) that depends on a and b and such
that w? = p. The idea of the proof is to give an implicit formula for the parameter w and
then, using the optimality conditions combined with an analysis of the nodal domains of
the eigenfunctions u, we will find that only one triplet of values for w, a and b is possible.
The explicit expression of the eigenfunction u in each interval [0,a], [a,b] and [b,1] is
known (we recover the Bessel equation on (0,a) and (b, 1) see [55]). Let J, be the Bessel
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function with parameter «, we know that there exist four constants Ay, Bi, By and C;
such that the eigenfunction u has the following form

Ay Jo(wez) x € [0, z4]
u = ¢ Bjcos(wx) + Besin(wz) x € [x4,xp] (4.31)
CyJo(w(1 — x)) x € [xp, 1].

In order to find an implicit formula for w we proceed in a classical way, we know that the
eigenfunction is C', we write the compatibility condition and this gives a homogeneous
linear system that the constants A;, By, Bs and C; must satisfy. The parameters w
are exactly the parameters for which the homogeneous linear system has a solution, so
are the parameters for which the determinant of the homogeneous linear system is zero.
After a straightforward computation (recalling that J) = —J;) we find the following
transcendental equation that w must solve
Ji(wa)Jo(wd) + Ji(wb)Jo(wa)

tan(w(l —a =) = T ) = Jo(wh)Jo(wa) (4.32)

From Lemma [4.20] we conclude that

wa = jom; ™M1 €N

wb = j()’m2 mo € D\l,

where jo ,, is the m-th zero of the Bessel function Jy. In this case we have m nodal interval
in the interval [0, z,] and mg nodal intervals in the interval [z, 1]. From the transcendental
equation we obtain an explicit condition that w must satisfies, indeed we have that
tan(w — Jo.m, — Jo,ms) = 0, so we obtain

w = j07m1 + j07m2 +ir le”.

If [ < 0 then a+ b > 1 and this is not possible. If [ = 0 we have that a + b = 1, but this
is a contradiction with the fact that z, < x;. We finally obtain that

w = jO,m1 + jO,mQ + Im 1 eN \ {O}

We analyze the behavior of the eigenfunction in the interval [z,,xp], using the fact that
u(zq) = u(xp) = 0 and the formula (4.31)) we obtain that

B
u(z) = m(sin(wx — jO,ml))-
It is clear that wxg — jom, = 0 and wxy — jom, = lm, this means that the eigenfunction
u has [ nodal domains in the interval (x4, xp). We finally have that the eigenfunction u
has m; nodal interval in the interval [0, z,], m2 nodal intervals in the interval [z, 1] and {
nodal domains in the interval (z4, z3), from Courant Theorem on nodal intervals we have
that u has exactly k+ 1 nodal interval (Sturm-Liouville eigenfunctions are Courant sharp)
so we conclude that
mi+mo+1l=k+1.

From the relation above we obtain the following expression for the parameter w,

w = j(),m1 +j0,m2 + (k+ 1—mq — mg)ﬂ'.
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We know that two consecutive zeros of the Bessel function Jy always have a difference less
then 7 (see [104]), we conclude that the optimal m; and mg in order to maximize w are
m1 = mo = 1 and we obtain the following competitor

wp = 2]'071 + (k‘ — 1)7‘1’.

We now study the case when z, = xp, in this case, using the same argument we used in
order to prove the case k = 1, we conclude that the parameter w is given by the following
formula

W = Jo,my + Jo,ma, With my +mo =k +1,

From the fact that two consecutive zeros of Bessel functions have a difference less then
7 (see [104]), we conclude that for all m; and mg s. t. m; +mg = k + 1 the following
inequality holds

W = Jomy + Jo,ms < 2j0,1 + (B —1)7.

this concludes the proof. O

4.3.1 Sharp upper bounds for D(Q)?;(f2) for plane convex domains

Let 2 C R? be a convex domain, we prove sharp upper bounds for the quantity D(£2)? 11 (£2).
Before presenting the results we introduce the class of thin domains, that are the sequences
of sets that provide an asymptotic equality in the upper bounds that we give below. Given
two functions h~ € £ and h™ € L, let h = h* + h™ we define the class of thin domains
T}, e in the following way:

The={(z,9) €ER*|0< 2 <1, —eh (z) <y < eh(x)}. (4.33)

As an application of Theorem we give an alternative proof of Kroger inequalities

(I74])

Theorem 4.21. For every 2 C R? convex
D()* () < pge(hyp) = (20,1 + (k — D)) (4.34)
The equality is achieved by the sequence of thin conver domains Tp: . when € goes to zero

Proof. The quantity D(€Q)%u.(Q) is scale invariant, so we can assume that D(2) = 1. Let
h~ € £ and h™ € L such that we can parametrize the convex set  in the following way

Q={(z,y) eR?*|0<z<1, —h (z) <y <h™(z)}
We define h = h™ + h™, it is straightforward to check (see Lemma and (£.3)) that
1k ($2) < pu(h).
Now from Theorem we know that there exists a concave function hj such that:
max{ux(h),h € L} = up(h}) = (2501 + (k — 1)m)2.

We end the proof by noticing that (see Lemma and Lemma i (Thy ) = pr(hy)
when € — 0. ]
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Chapter 5

Mixed Steklov-Dirichlet Problem

In this chapter we present the results that we achieved in [83].

5.1 Introduction

We start by recalling the definition of the mixed Steklov-Dirichlet eigenvalues, see Section
for more details. Let © C R? be a bounded, open, connected set with Lipschitz
boundary. Let I'g C 92 be a relative open submanifold with Lipschitz boundary and we
define also I'p = 9Q \ I's. We consider the following mixed Steklov-Dirichlet eigenvalue
problem:

Au =0 Q
8Vu = )\(Q,FS)U FS (5.1)
u=20 FD,

where v stands for the outer unit normal. It is known (see [2]) that the Steklov-Dirichlet
eigenvalue problem ([5.1) has a discrete spectrum {A;(Q,T's)}72,

0< )\1(97F5) < )\Q(Q7FS) < )\3(97FS) <-- = +00,
and the eigenvalues admit the following variational characterization:

Jo IVv|?dx
(2, T inf sup ———-+—1, 5.2
W@ Ts) = Vi CH} (QFS)UE\Z fr v2dH1 (5:2)

where the infimum is taken over all k—dimensional subspaces V;, of the space H&(Q, I's) =
{ve HY(Q)|v=0onTIp}, where the equality on the boundary is intended in the sense
of trace. We denote the corresponding eigenfunctions by {uj};°, and we know that the
following relation holds

Jo IVug2da

)\k(QaF ) fF 2d7‘[d 1"

The main purpose of this chapter is to study the dependence of the eigenvalues \;(2,T's)
with respect to I'g C 99).

This kind of mixed eigenvalues has been deeply studied. For instance in [51] bounds
for the Riesz mean has been obtained, in [10] the authors obtained inequalities between
Steklov-Dirichlet eigenvalues and Steklov-Neumann eigenvalues, in [80] the authors proved
a two terms asymptotic formula and in [41 39 [101] optimization of the first Steklov-
Dirichlet eigenvalue on doubly connected domains has been studied.

107
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The Steklov-Dirichlet eigenvalues and eigenfunctions are used to model some important
physical process (see [80, 10, [19]) e. g. they describe the stationary heat distribution in
) when the flux through I'g is proportional to the temperature itself and the part I'p
is kept under zero temperature. The boundary value problem has also interesting
probabilistic interpratation (see [10] [9]).

We now describe the structure of the chapter and the main results. In Section we
recall some useful results about the regularity of solutions of mixed boundary value prob-
lems, in particular we prove that the Steklov-Dirichlet eigenfunctions are Besov functions.

In Section [5.3| we prove a stability result for the Steklov-Dirichlet eigenvalues. More
precisely we prove the following theorem (see Theorem in order to have more informa-
tion about the constants Cy and Cb)

Theorem 5.1. Let Q be a uniform CY' open set of R, let T's C 09 and I's € 99 two
CY1 relative open submanifolds such that H*1(T's N I'y) > 0 . We define the two sets
I'p =00\Tg and I, = 00\ I'y then

e For d > 3 there exists a constant Cy such that:

Ak(,Ts) = Me(Q,T)| < Cy (M (TsATY) 2 + d(Tp, T'p)?).

e For d =2 there exists a constant Cy such that:

AR(.Ts) = M(,T5)| < Co(H!(TsATS)E + d(Tp, Tp)#).

Where d(I'p, ') is the Hausdorff distance between the two sets.

In the first part of Section we study maximization and minimization problems
for the Steklov-Dirichlet eigenvalues, when we put a measure constraint on I'g. Similar
problems where already studied in [31] for Dirichlet-Neumann eigenvalues.

In particular we prove the following theorems

Theorem 5.2. Let Q C R? be a Lipschitz domain and let 0 < m < 1 be a constant, then,
for all k, the following variational problem

inf{\¢(2,Ts) | T's C 992, H'(I's) = mHI ™ (09)},
has a solution.

Theorem 5.3. Let Q C R? be a Lipschitz domain and let 0 < m < 1 be a constant, then
the following equality holds

sup{ M\ (Ts) | Tg € 9Q, HYL(Ts) = mHI™1(8Q)} = +o0.

Then we focus on the planar case. We show an explicit example of a sequence of
domains I'g,, for which lim,, 00 A1(€2,I's;,) = 0co. We see that this phenomenon is linked
to the fact that the sequence I's,, has an unbounded number of connected component.

Motivated by this example, in the second part of Section [5.4] we study the continuity
properties of the Steklov-Dirichlet eigenvalues. More precisely we prove the following
theorem, that is a result in the same spirit of the famous result by V. Sverdk concerning
the Dirichlet eigenvalues (see [58, 96]) for the Steklov-Dirichlet eigenvalues
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Theorem 5.4. Let Q C R? be a CY' open domain, let I'pn C 082 be a sequence of compact
subdomains converging for the Hausdorff metric to a compact set I'p C 92. We define
the two sets I's,, = 0Q\I'py and I's = 0Q\ I'p, assume that the number of connected
components of I'p ,, is uniformly bounded, then for all k

)\k(Q, Fsm) — )\k(Q, Fs).

Using this continuity property we prove the existence of a maximizer in the class of
sets with given measure and bounded number of connected components.

5.2 Regularity of eigenfunctions

Let Q C R? be a bounded, open, connected set. Let I's C 99 be a relative open submani-
folds and we define also I'p = 9\ I's. In order to investigate the regularity properties of
the Steklov-Dirichlet eigenfunctions uy we are lead to study the following mixed boundary
value problem:

Au=0 Q
du=g Tg (5.3)
u=0 FD,

in particular we want to study the regularity of the solution depending on the regularity
of the function g.

The big issue for this type of boundary value problem comes from the singularities
that can appear when the boundary conditions change. The following example shows that
the solution of is not smooth in general, no matter how the data are regular.

Example 5.2.1. We define the following set R% = {(x,y) € R?|y > 0} and we consider
the following problem

Au=0 IRi
du=0 {(r,y) eR*|z<0,y=0}
u=0  {(z,y) eR?|z >0,y =0}.

In polar coordinates a solution for the above problem is given by the following function:

u(r,0) = ra sin(g) r>0,0<6<2r.

We have that u € C2 (@)

In general we cannot expect that the solutions of are more regular than C %(ﬁ)
There is a huge literature concerning the problem of regularity of solutions of mixed
boundary value problems, without claiming to be exhaustive we can refer to the following
monographs [34] 48], to the articles [7, [92) [69] and the references therein. We will investi-
gate the case when both 2 and I'g are smooth, and we will measure the regularity of the
solutions in the class of Besov spaces, deeply using the results from [92].

Before presenting the results in our setting we want to comment the fact that, coun-
terintuitively, the case when € is smooth is the case where the least regularity is expected.
Indeed when I's and I'p do not meet tangentially then we have a better situation and we
have more regularity for the solutions (see[34]), but the gain of regularity vanishes as the
angle between I'g and I'p approach .
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3
We introduce the Besov space Bj_ () via its characterization as an interpolation
space between two Sobolev spaces, let (-,-)g, be the real interpolation functor (see [13]),
then we have that: s
5 1 2
Under some smoothness assumption on 2 and I'g we can conclude that if u is a solution
3
of (5.3) then u € Bf_ () (see [92]), and we will use this results in order to show that
3
We define what are the precise regularity property of 2 and I'g (see [T}, 95| ©92])

Definition 5.1. We say that Q is a uniform C%' open set of R and T's C 0 is a C!
relative open submanifold if there exists an € > 0, an integer I, an M > 0 and a possible
finite sequence Uy, ..., Uy, ... of open sets of R% so that

1. if x € O then Be(x) C Uy for some k;
2. no point of R® is contained in more than | of the Uy’s;

3. there exist Ct' diffeomorphisms

Oy : Uy — Vy = Bi(xg) CRY, Uy =&, 1,
@kllcriw,y < M ([ Wklleraw,) <M

with xj, € OR%, and

@ (Uy Q) = Ve NRY,

(U, NON) = Vi, NORY,

®(Uy NTp) = Vi, NRET x {0},
®p(Up NATp) = Vi NRE2 % {(0,0)}.

We can now state the result about the regularity of eigenfunctions

Theorem 5.5. Let Q be a uniform C' open set of R%, let T's C 0 be a CY' relative
open submanifold (as in Definition and let ug be an eigenfunction corresponding to

the eigenvalue (2, Tg) then uy, € B (Y). Moreover if d = 2 then uy € C%(Q)

Proof. We know that u, € H'(Q) so in particular uy, € H%(FS) and from Theorem 1 in
3
[92] we conclude that uy € B3 (2). Moreover if d = 2 the Sobolev-Besov embedding
3

Theorem gives us that BZ__(Q) C C%(Q) and in particular uy € C%(Q) O

Remark 4. We notice that in dimension d = 2 the Steklov-Dirichlet eigenfunctions wug
reach the maximal Holder regularity allowed by Example[5.2.1]

5.3 Stability of the Steklov-Dirichlet eigenvalues

In this section we investigate the stability properties of the eigenvalues \;(€2,I's). More
precisely we state Theorem in a more precise way, explaining the precise dependence
of the constants C and Cy from Q, I'g and I'q, and we prove the stability result.

In order to do so we need to introduce the following Lemma about the existence of a
family of test functions.
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Lemma 5.6. Let u, be an eigenfunction associated to the eigenvalue \i,(Q,T's) and let
M be a constant independent from T's and Iy, then there exist a family of functions
gi € C*(T'g\I's) with i = 1,....k, such that ||gi|lcoqq) < M and the solutions of the
following mized boundary value

Av; =0 Q
0,0; = A\ (Q, T r'.nr
v K(Q,Ts)ur, I'yNLg (5.4)
00 = g I's\Ts
;=0 o0\ Ty
have the following properties: for all i # j we have that
/ Vﬂz . VEJd:B = / ngd']{d_l =0. (5'5)
Q o0

The same result holds if we exchange the role of I's and T'y

Proof. We define the functions g¢; via an induction procedure. In the proof M will be a
constant independent from I's and I'y that can change from line to line. We choose the
first function g; € C*°(I'y \ I's) such that llg1llco\rs) < M and such that the function

B1 (z) = {)\k(Q,FS)uk(x) x € F/S NI
() zelg\Ts

is in H %(F/S)v so we introduce the first test function v;

Av =0 Q

0,1 = )\k(Q, Fs)uk ng NI'g
%1 = g1 I\ Ts

=0 9\ T,

We now show how to construct the function g with the desired properties, and then we
generalize this procedure, constructing the function g;4; knowing the function g1, g2, ..., gi.
We introduce two functions ¢ and o2 in C2°(I' \ I's) such that lerlleoirg) < M and
le2llco\rg) < M, two real parameters ¢ and t2, we will choose more precisely the
functions and the parameters later in the proof. We define also v, with i = 1,2 to be the
solution of the following mixed boundary value problem

Avgy, =0 Q
81/”% = ¥i FZS‘
Vg, =0 o0\ T%.

We denote by 7o the solution of the following problem:

Avg =0 Q

0,9 = )\k(Q, FS)Uk ng NI'g (5.6)
OUa = g1 +t1p1 +tape I'g\Tg

=0 90\ T,

Now we want to choose the functions ¢; and @9 and the parameters t; and to in such a way
that the conditions (5.5)) are satisfied. More precisely, from the linearity of the equation
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(5.6) and from the linearity of the Dirichlet-to-Neumann map, we obtain the following
equalities:

/ Vo, - Vigda = / (€, Tg)2udH + / grdHT
Q Nl I's\I's

+ tl/ grp1dHT 4 t2/ grpad M
'\Il's ' \T's

/ 51ﬁ2dl‘ :/ ﬁ%d%d_l —|—t1/
o T

ﬂlvwldﬂd_l + tg/ 51?.1902de_1.
F/ /
Now we introduce the following matrix and the following vector

S 1—‘S
Agos — fpfs\ps grp1dH fpxs\ps grpad M=t
2 ng 51”@16”'[(1_1 fI"S 51”902de_17

’
S

A frgmrs Me(Q, Ts)?updH* ! — fr’s\rs gidH!

2T = Jp, ORaH
We choose ¢ and s in such a way that A}, exists, ||Ay || < M and ||bs|| < M (we
recall that the constant M can change). Now we choose the parameters t = (t,t2) to
be the solutions of the following linear system Aoxot = bs. Now we choose gy to be the
following function:

g2 = g1 +t1o1 + tawa.

With the choice we made for @1, ¢ and ¢ = (t1,t2) it is clear that [|g2|[coq) < M and
the function vy satisfies the conditions .

Now suppose we know the functions g1, ..., g;, we can construct the function g;41 using
the same algorithm. This time we need to introduce the functions {goj}?izl such that
@j € CX(I"y\I's) and HgojHCO(F/S\FS) < M for all j =1,...,2i, and the parameters {t; ?;1
We introduce the function

AV 1 =0 Q

i1 = A(Q,Ts)uy, sNTs
OyVit1 = g1 + Z?izl tipj. I's\Ts
Tie1 =0 90\ T,

Now, by imposing 2¢ orthogonality conditions with the function {'17]-};-:1 we will obtain
a similar system of linear equations, in particular we will define in a similar way the
matrix Agjx2; and the vector by;. We choose the functions {¢; ]2-1:1 in such a way that
Ayl o exists, || A5k o] < M and ||by|| < M (we recall that the constant M can change).
Now we choose the vector t = (t1,ta,...,t2;) to be the solution of the following system

Agixait = be; and we define g;4+1 in the following way

21

gir1=g1+ > _tip;.
j=1

With the choice we made for {¢; ?’:1 and t = (t1,t2, ..., t2;) it is clear that |[gi+1][co() < M
and the function v; 1 satisfies the conditions (5.5)). The same construction is possible when
we exchange the two sets I's and I'. O
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We are now ready to state in a more precise way Theorem and to prove it. Let
K, ¢ R% and Ky C R? be two compact sets, we denote by d(K7, K2) the Hausdorff distance
between the two sets.

Theorem 5.7. Let Q be a uniform CY' open set of R?, let T's C 0 and I'y € 09 two
CY1 relative open submanifolds (see Definition such that H1(TgNT) >0 . We
define the two sets T'p = 00\ T's and I, = 0Q\ Ty and let vy, be a linear combination of
the functions {v;}%_, defined in Lemma then

e Ford > 3 there exists a constant C1, that depends on Q, on ||vk||12(50), on ||vk|lm(q)
and on max{\,(Q,T's), \p(Q,T)}, such that:

INe(Q,Ts) — AR(,T%)| < Cy (HE Y (TgATY) 20 + d(Tp, T'p)?). (5.7)

e Ford = 2 there exists a constant C1, that depends on Q, on ||vk||12(50), on ||vk|lm1(q)
and on max{\,(Q,Ts), \p(Q,T)}, such that:

IAR(,T) = (2, T%)| < Co(HN (T ATY) 2 +d(Tp,T')3). (5.8)

We will prove the upper bound for the quantity Az (€, I'g) — Az (€2, I's), from the proof
of this upper bound we will easily obtain the desired estimates also for the quantity
Me(Q,Tg) — A (92, T) by simply exchanging the role of I's and T'.

Proof. In the proof we will denote by C' a constant, which can change from line to line,
that depends on €2, on [|vg||z2(50), on ||vk||m1(q) and on max{Ay(Q,T's), \e(2,T)}. We
start by estimating the following quantity:

Ae(92,Ts) = Ak(,Tg). (5.9)

We use the variational characterization (5.2)) and the test functions constructed in Lemma
(.6l and we obtain that

V(S ;) |2d E a2 [ VTR
AR(Q,T) < max fQ | (kZl_liX 1;)‘ i max Z}z—l ) fQ Vil “da ’
e fF’s (oiiy 0ati) "dHI= ackE 300 of fl“’s vpdHI

where the last equality is true because of the conditions . Let & € R¥ be the solution
of the maximization problem, from the last equality it is clear that we can assume a; > 0
for all : = 1,..., k, in particular Zle a; > 0, because otherwise a; = 0 for alli =1,...,k
and this is not possible. The Rayleigh quotient is invariant under multiplication by a
scalar, so we can also assume that Zle «a; = 1 and we define the following function:

k
VE = 5&15@
i=1
From the linearity of the equations (5.4) we know that vy satisfies the following mixed
boundary value problem

Avp, =0 Q

oyvy, = )\k(Q, Fg)uk ng NIg
Oyvp =Y f g T4\ Ts

Vg = 0 15,9} \ ng.

(5.10)
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From the variational characterization, using the function vy as a test function for
Me(€Q,T) and let uy be an eigenfunction corresponding to Az(€2,I's), we obtain the fol-
lowing inequality:

st wldH [ |V de — fF’s VEdHI! [ [Vug[*dz
Jrg updHI fF’s vEdH! '

Ae(2,T%) = Ae(,Tg) < (5.11)

We start by giving an upper bound for the quantity st uz From Cauchy-Schwarz in-
equality we know that

/F updH —/F VR < g, + vl | 200 | [ur — vk l| L2 00)
S

s
and we also know that
okl | 280y < lluk — vkllL200) + [lukl|L200),
so we conclude that
[ ket = [ okt < (= ollzaon + 2ozl = vz (512
S S

From the regularity assumption on the domain 2 we know that the trace operator is
compact and we denote its norm by C;. Using this fact, combined with (5.12)) we obtain
the following upper bound for fl“s ui:

/F u%d,Hd—l < (CtHuk - UkHHl(Q) + QHUICHLQ(aQ))CtHuk — ’UkHHl(Q) + /p/ Ul%d’]-[d—l’
S S
using this estimate in ([5.11)) we finally obtain
1
Me(Q,T%) — Me(Q,Tg) < / vEdHI! / Vuy, de—/ Vu|?dz)+
(5.13)

+ (CFllur, — vkl |F1 0 + 2llurl| z200) Cellur — okl (@) /Q \Vvk|2d$}-

We want to bound the right hand side of (5.13). We start by noticing that the function
vk, is in H1(€2) and also that there exists a constant C' > 0 such that

C< / vidH, (5.14)
I

5
indeed if we have that fr,s v,%d?—[d_l = 0, we will have that the trace of the function v is

a function constantly equal to zero, and this is a contradiction with the equation ([5.10))
that vy must satisfy.
We now estimate the quantity [, [Vug|*dz — [ [Vug|*dz in (5.13)), we obtain that

[ 1vudn — [ 19ucde < (ol By = loal B en] + onl gy = el ey (515

< Nkl ) = Nurl L@ vkl m gy + el @) |+
+ mkaL?(Q) - ||uk||L2(Q)HHUk||L2(Q) + ||Uk:||L2(Q)|
< Cllug, — vg|l (0
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The last remaining term to estimate is the quantity |[uy, — vk||g1(q), in order to estimate
this term we use Theorem 4 in [92] and (5.10) to conclude that there exists a constant C'
that depends only on €2 such that the following inequality holds

sup {)\k(Q,Fs)/ (D up)wdH? —/ (&,vk)wdﬂd_lH
flwl| 1 =1 I's s
HZ2 (69)

+d(Tp, T)*)

< C( sup / |ukw’de_1 +/ Zazgz ’de L+ (FDvF, )%)
| FS\ng F/S\Fs

w 1 =1
| HH?(@Q) =1

un—=vel 10 < €

k
~ 1
< C([lurll2ws\ry) + I ZaiQiHLZ(F’S\FS) +d(Cp,Tp)2).
=1

Let us now con51der separately the case d > 3 and d = 2. For d > 3 it is enough to

know that uy € H 2(092), indeed by classical embedding theorem for Sobolev spaces we
2d

have that uy € L (092) by Lemma we also know that Zle a;g; € La-1(0Q). Using

Holder inequality we conclude that

ur — vkl ) < C(llurl]

LT (59)

k
d—1 /L ~ d—1 /v L
H (Tg\Tls) 2 + H;azngml(aQ T T\ Ts)2a+

+d(Tp,Tp)?) (5.16)

From Lemma we know that there exists a constant C', that does not depend on I'g and

Iy, such that H S alng 24 o0 < C. From the continuity of the Sobolev embedding
and the trace operator we have that there exists a constant C, that depends only on

Q, such that HukH 25 < Cllugl|g1(q)- Now using this inequality together with the

Poincaré FI‘ledI'lChS mequahty, assuming that ||ug|[z2(q) = 1, we obtain

1 1
<O A2, T) (—— +1) + :
[l kHLﬁ(aQ) \/ K S)(/\l,l(Q) ) A1,1(92)

where A;1(12) is the first Robin eigenvalue with parameter 1. From the inequality above
and from (b.16|) we conclude that there exists a constant C' that depends only on €2 and
A:(£2,T'g) such that

llug — vl () < C(HO (TsATY)2 + d(T'p,T'p) 7). (5.17)

For d = 2, using the regularity results given in Theorem we know that uy € C %(ﬁ),
by Lemma |5.6| we also know that Zle a;gi €C 2 (092), so we obtain that

k
1 1 - 1 1 1
[luk =il a1 (@) < C (el 2o gy M (T \LS)Z +11 D Gigill o oy M (T \Ls) 2 +d(Tp, Tp) ).
i=1

(5.18)
From Lemma we know that there exists a constant C, that does not depend on I'g
and I'y, such that || S aigillcoao) < C. From the continuity of the Sobolev-Besov
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embedding (see [1, 13} 92]) we know that there exists a constant C, that depends only on
Q, such that HukHC b @) < C|lug|| 3 . From this inequality and from Theorem 1 in [92]

B3 ()
we conclude that there exists a constant C, that depends only on €, such that

el 3 gy < O/ el sy (1 + el s ).

Now using a similar argument as the one we used in the case d > 3 we can bound from
above the quantity |[uk||g1 (o) and, from (5.18)), we conclude that there exists a constant
C, that depends only on Q and A\;(£2,T'g), such that

NI

g, — vl |71 () < C(HN(TsAT%)? + d(Tp,T')

For d > 3 using (b.14), (5.15) and (5.17) in (5.13) we conclude that there exists a

constant C1, that depends on Q, on |[|vg||r2(90), on [|vk|[m1(@) and on A (Q,Ts), such
that:

). (5.19)

M(QT) = Ap(Q,Ts) < C1(HE Y (TsATY) 24 + d(Tp,Tp)?).

For d = 2 using using (5.14), (5.15) and (5.19) in (5.13)) we conclude that there exists a
constant Oy, that depends on Q, on [[vg|[12(a0), on |[vk||g1(q) and on Ak (€2, T's), such that:

M(Q,T%) — Ae(Q,Tg) < Co(HTsAT%)? + d(Tp, T)?).

Now exchanging the role of I's and I’y we obtain the same kind of estimates for the
quantity Ay(€2,I's) — A\p(£2,T"), this concludes the proof O

5.4 Optimization problems and continuity properties

In the first part of this section we study maximization and minimization problems for the
Steklov-Dirichlet eigenvalues with a measure constraint on the set I'g. In the second part
we study the continuity properties of the Steklov-Dirichlet eigenvalues.

5.4.1 Optimization problems

We start by proving the existence of a minimizer, in particular we prove Theorem We
now state an elementary lemma about the monotonicity property of the Steklov-Dirichlet
eigenvalues.

Lemma 5.8. Let Q C R? be a Lipschitz domain and let I's C 0Q and I's € 09 two
relative open subsets such that I's C Iy then, for all k, the following inequality holds

(2, T%) < M(Q,Ts)

Proof. Let u; be an eigenfunction associated to A\;(2,T's) with ¢ = 1,..., k. From the as-
sumption I's C T', it is clear that V = span[u,us,...,ux] is a subspace of the Hilbert
space H&(Q, I's), in particular we can use the test subspace V' in the variational charac-
terization of A\, (£2,T%) and this concludes the proof. O]

This simple lemma, is crucial in order to prove the existence of a minimizer. Indeed,
using this property, we can construct a minimizer by using a classical procedure based on
the concept of weak ~-convergence (see [20] for more details).
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Proof of Theorem[5.2 We consider a minimizing sequence I'g ., and we consider the nor-
malized eigenfunctions ||uy.c||r2(90) = 1. We want to obtain a uniform bound in H'(2)
for the eigenfunctions uj .. From the minimality assumption for the sequence I'g . we can
assume that:

/ |Vuk76|2dx = )\k(Q7FS,e) <C<oo Ve>NO0.
Q

Now the bound for fQ u% (dx follows directly from Poincare-Friedrichs inequality

1 / _

2 2 2 d—1
uy, dx < Vg, e d:Jc—l—/ uy AdH )
/Q " /\1,1(9)[ Q‘ | oo }

where A1 1(€2) is the first Robin eigenvalue with parameter 1.

We conclude that there exists a function u, € H*(Q) such that, up to a subsequence,
the following convergences hold:

upe = up in HY(Q), (5.20)
Upe — U ID LZ(E)Q),

Upe — Ur . e in 0L

Let j # k, we can use the same argument as above for u;. and we obtain that there
exists a function u; € H'(£2) such that the same convergences above held. Now from the
orthogonality of the eigenfunctions in L?(0€) we have that

0= / Uj elk,e — Ujup = 0 (5.21)
N 0N

Now we want to prove the orthogonality of the gradient of the eigenfunctions. We can
use the concept of compensated compactness (see [85]), indeed we have that div(Vu;,) =
Auj = 0 and rot(Vuy,) = 0, in particular, from the convergences (5.20]), we can conclude
that

0= / Vuy e - Vujde — / Vuy, - Vujdr = 0. (5.22)
Q Q

From the convergence of the eigenfunctions w; ., with i = 1, ..., k we can conclude that,
up to a subsequence

k k
Zuie — Zuf a. e. in  0Q. (5.23)
i=1 i=1
We define the following set
k
I'={zcd|> ux)’ >0} (5.24)
i=1

We can use the test subspace V' = span|uj,ug,...,u;] in the variational characterization
(5.2) for the eigenvalue A\;(€2,T"). Recalling the orthogonality conditions (5.21), (5.22]), the
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normalization |[u;|[z2(a0) = 1 and the convergences (5.20) we obtain

2
A(Q,T) < max Ja ]V( i=1 azuz)\ dx
.ae[Rk fF ( i=1 aluz) derfl

SZO[?/ |Vug|?dx
, Q
< hmlnfz / Vi o|*dx

<liminf Y @2\ (Q,Ts,)
e—0 im1

< liminf A\ (Q, Tg).
e—0 ’

From the definition (5.24]), the convergence ([5.23) and from Fatou Lemma we have:

HIH(T )<hm1nf7-[d Yz € 09| Zu” 2> 0}) = mHTL(09).
=1

Now if H¥~ (') = mH 1 (99Q) the proof is finished. If instead HI~1(I') < mHI~1(99Q),
we define a new set I'y such that H?1(I'}) = mHY1(9Q) and T C Ty, from Lemma
we know that A\g(Q,T'1) < Ag(2,T). This concludes the proof. O

Remark 5. We actually proved the existence of a minimizer in a relazed framework.
Indeed the minimizing set I' C 0S) that we defined is not a relative open set, but we can
still define the Steklov-Dirichlet eigenvalue A\ (Q2,T'). Indeed by construction we have that
OON\T = Ur_{z € 9Q | u;(x) = 0}, with u; € HY(Q) for all i = 1,...,k, and in particular
the space HY(Q,T) is a well defined Hilbert space. We can define the eigenvalues \(,T)
via the variational characterization .

We now study the maximization problem, in particular we prove Theorem In order
to prove that a maximizer does not exists it is enough to construct a sequence of domains
[sn C 09 such that H¥1(Tg,) = mHIH(0Q) for all n and A\;(Q,Tg,) — +oo. The
following geometric Lemma is crucial for the construction of the maximizing sequence.
This Lemma is classical (see [58]), for this reason we will give only a sketch of the proof.

Lemma 5.9. Let Q be a Lipschitz domain and let 0 < m < 1 be a constant, then there
exists a sequence of domains I'yy C 02 such that

HEUT,) = mHETH0Q) Vn,
Xrni\mxag in  L%(00Q).

Sketch of the Proof. In order to give a more clear idea of the construction of the set I',,,
we assume that there exists ¢ € N such that m = 1.

Without loss of generality we can assume that H?~1(0Q) = 1. Let (99,9) be the
manifold given by the boundary of {2 endowed with the metric g induced by the euclidean
metric on R%. We denote by By(z,7) C 09 the ball with respect to the metric g, with

center = and radius r. We fix n € N and we consider a set of points {a:k}i:ll and a set of
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radii {rkn}g;l such that z; ¢ By(zk, k) if o # x; and Hd_l(Bg(azk,rkvn)) = Cn%l for
all k=1,2,...,c"'. We define the following set

Cn—l

Fn = U Bg(xkark,n)a
k=1

now we have that H? Y(I',) = m for all n. Let s € L'(09) be a step function, it is
straightforward to check that [y, xr,s = m [, s and we conclude by density (see [58]).

In the more general case where ¢ ¢ N we must define the radii {Tk,n}i:f in such a way

that:
[cnt)

> HTY(By(@r, i) = c.

k=1

We are now ready to prove Theorem

Proof of Theorem[5.3. Let T';, be the sequence of subdomains defined in Lemma [5.9] and
we define I'g,, = I',,. Let uy, be a first Steklov-Dirichlet eigenfunction associated to
A1 (Q,Tsn) and we assume that [[u1,||r200) = 1.

Suppose by contradiction that there exists a constant C such that:

sup A\ (Q,T's,) < C.
neN

Now we know that A(Q,I'sy,) = HVuLnH%Q(Q) < C and, from from Poincaré-Friedrichs
inequality, we also know the following bound

1
2 2 2 d—1
uj pdr < / Vuin dl‘+/ uj ,dH ,
/Q b )\1,1(9)[ Q‘ Lol oo }

where A 1(€) is the first Robin eigenvalue with parameter 1. We conclude that the
functions uy ,, are bounded in H!(Q2) and, from the fact that (2 is a Lipschitz domain, we
can conclude also that there exists u € L?(99) such that, up to a subsequence

ur, —u in L*(09).

Now we reach a contradiction, indeed we know that [[u1,||z2(s0) = 1 for all n, this implies
1= / ul, dH = [ WPdHT =1,
o e}
but from Lemma [5.9 we have that
1= / u%nd’)'-[d*l = / er’nuind’;'-ldfl —m wrdHT =m < 1,
o0 o0N o0

this is a contradiction. O

We want now to construct an explicit example in the plane where we can understand
more deeply the divergence of the sequence A1(€2,I's ). This example actually show that
the divergence of the sequence A;(£2,T'g,,) is linked to the unboundedness of the number
of connected components of the sequence Isn.
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Figure 5.1: Example of the domain constructed in Example

Example 5.4.1. We consider the unit disk D in the plane and let n € N be an even
number. We define I's , in the following way

21

: 2 2
_ i¢ -C
Lsn = kl_lo {e'” | (2k) < o< (Zk+1)— |2

and, for all k =0,...,n — 1, we define

Dk,nz{re’¢|0<r<1, kzi+z<¢<(k+1)l+z}.
n n n n

Let uy 4, be the eigenfunction associated to A\1(D,T'sy,), it is easy to check that there
exists an index j such that the following holds

-1 2
B le \VuLn]de B > k=0 f[D,w ‘Vul,n|2d$ - f[DE,n |Vug ,|“dx

M(D,Tgpn) = 5 e —— > . (5.25)
Jop 4 nds 2k=0 Jopron,.,, 1 nds faumaua;m Ui s

Now by induction we define a new function u,, in D, we define u, to be equal to w1, on

D on D= we define U, in the following way

jm J+ln

mmwzmm6+ng+%PW)vm@€%ﬂm

n
and, for all k, we will define @, on Di41,, knowing the function on Dy, in the following

way
T(r, ) = (r, (6 4+ 1)+ 25— ) ¥(r,9) € D

From the definition we know that u, € H*(Q), for all 0 < 7o < 1 the function Uy, (ro, ¢)
is periodic in [0, 27| with period %’T and also, from (5.25)), we know that
f[Df |Vu1,n|2da: lef. |Vﬂn|2dﬂs v, 12d
M(D,Tsp) > T2 _ i _ o[Vl dr.

> = = _ (5.26)
fa[DﬂalD;m ui ,ds f(‘?[DﬁHID;’n Upds Jop Unds

)
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The inequality above prove that the function @y, is an eigenfunction associated to A\1(D,T's ),
in particular is an harmonic function on D.
Finally we know that W, is harmonic in D and Uy|ap is periodic in [0, 2] with period

2t 5o let ¢; be the Fourier coefficients for the function Ty|op, the following equalities holds

n
[e.e]
=2 2
Upds = g c,
/8[D

=1
oo
/ Vi, |2dx = an Ic3.
D =1

From the inequalities above and (5.26)) we finally conclude that:

o |V, | dz
M(D, gy, = =—7F5—
l( y LS, ) faDﬂngS =

so we finally have that lim,, oo A\1(D,I's ;) = +00.

Now let Q) be a simply connected domain and let f : Q0 — D be a conformal map.
Suppose that  is regular enough so that min,cpq |f'(2)] > 0, for instance Q is a inner
domain of a Dini-Jordan curve (see [90]). We define Us,, := f~(Ds.n), let vi, be the
etgenfunction associated to )q(Q,f‘S,n) and let ¥, = v1 0 71, using the test function oy,
in the variational characterization of \i(D,T's,) we obtain that

le |V, |%dx B fQ |Vv17n|2da:

M. Tsp) < fau) vads B faQ /U%,n|f/|d8.
So we have that
min | f/(2)|A\(D, Tgp) < JolVoLnldz _ AM(Q,Ts,)
2€0Q B 9 v}, ds e

and finally we obtain that lim,, oo A1 (2, fS,n) = 4o00.

5.4.2 Continuity of eigenvalues under topological constraints

Motivated by the Example and also by the explicit construction that we use to prove
Theorem it is natural to ask what happened if we put some topological constraint
that prevent the phenomenon of the diffusion of I's,, over all the boundary. In dimension
d = 2 it is natural to put the constraint on the maximal number of connected components.

With this constraint in dimension d = 2 we can compare the L' distance of two sets
in Q) with the Hausdorff distance. This comparison, in general without any topological
constraint, is not possible (see [58]). Due to this comparison, that is now possible thanks
to the topological constraint, we also have a nice control on the constant Cs in Theorem
and we can prove a continuity result for the Steklov-Dirichlet eigenvalues.

A similar continuity result for Dirichlet eigenvalues was proved by V. Sverdk in [96].
More precisely he proved the following result: let Ag(2) the k—th Dirichlet eigenvalue of
the set 2 and we define the following

#(€Q) = number of connected components of 2

Theorem 5.10 (V. Sverak [58, 96]). Let 0, C R? be a sequence of bounded open sets
converging for the Hausdorff metric to an open set ). Assume that there exists a constant
C such that #(R?>\ Q,,) < C for all n, then, for all k, the Dirichlet eigenvalues converge
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We prove now Theorem that is a result in the same spirit of Theorem in the
context of Steklov-Dirichlet eigenvalues.

Proof of Theorem[5.4 Let M be a constant such that #(I'p ) < M for all n, let (99, s)
be the 1—dimensional manifold endowed with the length distance s and let d(sq ) be
the Hausdorff distance with respect to the length distance. From the boundedness of
the connected components and from the regularity assumption on  (the boundary is
parametrized by smooth functions with uniform bounded derivatives, see Definition
we conclude that there exists a constant Cy (M) that depends only on M and a constant
C2(€2) that depends only on €2, such that

H' (T p AT p) < C1(M)d(pg,5) (T Dy I'n) < C1(M)C2(Q)d(T pn, I'p)
and in particular

H' (Tp,ATp) — 0, (5.27)
H! (Fsmﬁrs) — 0.

From Theorem @ we have that there exists a sequence of constants Cy,, such that

N

M (2, Tsn) — A(R,Tg)| < Co (H (T50ATs)2 +d(Tp,,Tp)?). (5.28)

the function constructed in Theorem when we consider Iy = I'g ,. From the proof of
Theorem it is clear that Cy, < L for all n if and only if there exist a constant C' > 0
such that, the three following estimates hold

1

2 1
v dH > =,
/m & C

[Vl 1) < C

Now we prove that there exists a constant L such that Cs, < L for all n. We call vy,

and
max{ (2, I'sn), \(Q,T's)} < C.

Suppose by contradiction that

lim inf / vi, dH' = 0. (5.29)
o

n—0o0

Let wuy, be the Steklov-Dirichlet eigenfunction associated to Ag(€2,I's). From Theorem 4
in [92], and using similar arguments as in (5.19)), we have that:

D=

l[uk = venllm1(Q) < C(’HI(FS,nAFS)% +dTpn.I'p)

)

in particular

Vk,n — U in Hl(Q),
V,n — Uk in LQ((?Q).
From (5.29) we conclude that [,,uZdH' = 0 that is a contradiction, because uy, is a

Steklov-Dirichlet eigenfunction. From the convergence above it is also clear that ||vg || g1(q)
is bounded.
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Now we prove an upper bound for the quantity max{A;(Q,I's.), A\e(©2,I's)}. From
we know that there exist a set T' such that #!(T') > 0 and a natural number N such
that

rcls,Nl's Vn>N.

Now by Lemma [5.8 we conclude that:
max{A\;(2,Tsp), \e(2,Tg)} < A(,T) Vn>N.

We finally proved that Cy, < L for all n. From the boundedness of Cs,, from (5.28),
from (5.27) and from the assumption that I'p ¢ Hausdorff converge to I'p we conclude
that

lim sup [A1 (€2, T's.) — A1 (92, T'g)| < limsup Copy (K (TsnATs)2 + d(Tp,, Tp)?) = 0.

n—o0 n—o0

This concludes the proof ]

Using this continuity result we can now prove the following existence Theorem:
Theorem 5.11. Let Q C R? be a C' open domain, let 0 < mq < 1 and my € N be two
constants, then the following problem

sup{\i(Q,Tg) | HY (L) = miH(9Q) and #(T's) < ma}
has a solution.

Proof. We define A = {I's C Q| H'(T's) = m1H(09) and #(T's) < ma} and we consider
a maximizing sequence I'g,,, we define also the following compact sets I'p , = 0Q \ I'g .
For all n we know that I's ,, € A, so from the constraint on the measure and the constraint
on the number of connected components we have that

Ixrs.llBven) = H (Dsn) + HO(Ts,p) < miH (OQ) +2ms V.

From the compactness property of the space BV (92) we have that there exists a set
I's € 09 such that, up to a subsequence

XTs, = Xpg in LY(09).

We define the set T’ p =002\ r D, from the convergence above we conclude that:

HY (5, AT's) — 0, (5.30)

HY(Tp,ATp) — 0.
Let s be the length distance on 992, for all 1 € 99 and z9 € 92 we have that |z — xa| <
s(x1,x2) and in particular

d(Tpn,Tp) < dos (T In). (5.31)

Where we denoted by dsq ) (I'1,T2) the Hausdorff distance with respect the length dis-
tance on 9€). The boundary 912 is a 1—dimensional manifold, so it is clear that

d(o0,s)Tpn, I'p) < H (T pnATp), (5.32)

so from ([5.30) we conclude that I'p ; Hausdorff converge to I'p. From Theorem H we
conclude that

)\k(Qa FS,TL) - )‘k(Qa FS)
The fact that I's € A is straightforward, the measure constraint comes directly from (/5.30)

and the bounds on the number of connected components is preserved by the Hausdorff
distance (see [58]). O
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