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Extended Abstract

Subsurface modeling is a way to predict the structure and the connectivity of
stratigraphic units by honoring subsurface observations. These observations are
commonly sampled along wells at a large and sparse horizontal scale (kilometer-
scale) but at a fine vertical scale (meter-scale). There are several types of well
data:

- Well logs correspond to quasi-continuous (regular sampling) physical /
geophysical measurements along the well path (e.g., gamma ray, sonic, neu-
tron porosity) (e.g., Serra and Serra, 2003).

- Well cores correspond to vertical pieces of subsurface extracted during
the drilling. These subsurface samples are generally analyzed in labora-
tory to generate additional physical / geophysical measurements, to give
information about the structure and the nature of the subsurface.

⇒ Well sections correspond to intervals within which the reservoir properties
(interpreted from wells logs and core samples) are homogeneous and char-
acteristic of the depositional condition. These intervals are labeled (e.g.,
biozones, structural zones, sedimentary facies), and defined by their top
and bottom depths along the well path.

Well markers are interpreted along the well path. They can also be associated in
order to generate a consistent set of well-marker associations called well correla-
tions.

Stratigraphic well correlations may be achieved manually by experts based on
well - log and core sample - interpretations (e.g., Bourquin et al., 1998; Knaust
and Hoth, 2021; Shiers et al., 2017). The resulting scenario is a correlation set.
A geologist generally proposes the “best correlation set” or sometimes more (two
to five) scenarios on a careful data analysis and prior experience, reflecting some
interpretation uncertainties. Increasing the number of interpreters may help to
gain confidence about a particular interpretation, or conversely to produce more
scenarios (Bond et al., 2007; Borgomano et al., 2008).
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Ideally, a quantification of correlation uncertainties would call for generating every
topologically possible scenario (Figure 2.A) and evaluating its likelihood. How-
ever, the very large number of topologically possible scenarios makes their manual
validation almost impossible (Lallier et al., 2016). To overcome this limitation,
numerical methods to provide automatically multiple stratigraphic scenarios have
been proposed (e.g., Baville et al., 2022; Edwards et al., 2018; Lallier et al., 2016;
Pels et al., 1996).

Similar to the work of Edwards (2017); Lallier (2012); Smith and Waterman
(1980), the algorithm used in this PhD work to simulate a large number of well
stratigraphic correlation scenarios and rank them by their likelihood is the Dy-
namic Time Warping algorithm (Needleman and Wunsch, 1970; Sakoe and Chiba,
1978).

The Dynamic Time Warping algorithm uses a conceptual multi-dimensional cor-
relation cost matrix whose axis correspond to the input wells. Using a correlation
cost function, each well-marker association is defined by a correlation cost c, and
each transition between two well-marker associations are defined by a transition
cost t.

Finally the sum of all the costs along a correlation path (within the cost matrix)
gives the cumulative correlation cost of the correlation set, and the Dynamic Time
Warping algorithm returns the best or the n-best correlation sets thanks to the
correlation cost function.

Scenarios are consistent with the input data and with some explicitly defined
correlation rules which enable to discern the most likely solutions. Therefore,
correlation rules must be carefully chosen to produce solutions which are geolog-
ically acceptable.

Principles of correlation and applications

This PhD work introduces two principles of correlation, which tend to reproduce
the chronostratigraphy and the depositional processes at the parasequence scale :

Principle 1: Sedimentary facies versus Well distality

The purpose of this first proposed correlation cost function is to generate strati-
graphic well correlations based on the principle stating that “a marker (described
by facies and distality taken at the center of an interval having a constant facies
and a constant distality) cannot be associated with another marker described by
a depositionally deeper facies at a more proximal position, or a depositionally
shallower facies at a more distal position” (Baville et al., 2022).
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This method requires sedimentary facies interpretations along well paths, and the
distality of all wells computed from the well position along a distal-to-proximal
transect, to compute a correlation cost for each possible well-marker correlation.
This method has been applied on the Middle Jurassic Hugin Formation in the
Gudrun-Sigrun Field area in order to evaluate the consistency of the paleogeo-
graphic interpretation with respect to biostratigraphic data (Chapter 5).

It has also been applied to model the stratigraphic layering of the Early Callovian
Hugin Formation in the Sigrun Field area (Chapter 6). In both applications, the
distality rule of correlation leads to promising outcomes which are consistent with
respect to biostratigraphic interpretations.

Principle 2: Depositional profile versus Dip data

The purpose of this second proposed correlation cost function method is to gen-
erate stratigraphic well correlation based on the principle stating that “the lower
the difference between a chronostratigraphic interpolation (in between markers)
and a conceptual depositional profile, the higher the likelihood of the marker
association” (Baville et al., 2021a).

This method requires dipmeter data and depositional facies interpretations along
wells to interpolate stratigraphic horizons, and a theoretical depositional profile
defined by a principal sediment transport direction and a deltaic vertical and
lateral extension, to compute a correlation cost for each possible well-marker
correlation.

The proposed method has only be tested on a synthetic data set, and the first
results are promising but may be biased by the construction of the synthetic data
set. This method must be improved by being applied on more complex synthetic
data set and the main goal of this method is to be applied on a real data set
to generate a chronostratigraphic models from sparse well data and evaluate the
uncertainties on these models.

These two principles of computer-assisted well correlation are first benchmarked
with analytical solutions and applied on synthetic cases in two different purposes :

Application 1: Depositional consistency

The uncertainties on the depositional system are high : well correlation simu-
lations are used to compare the proposed depositional context with additional
subsurface data such as biostratigraphic interpretations. In this case, well corre-
lations are simulated using specific correlation rules adapted from the proposed
depositional context (e.g., Baville et al., 2019, 2021b).
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Application 2: Stratigraphic subsurface prediction

The uncertainties on the depositional system are low : well correlation simulations
are used to predict the subsurface structure. In this other case, the geometry and
the connectivity of the stratigraphic units are simulated from well data and prior
knowledge on sedimentary rock depositional processes and depositional systems
(e.g., Baville et al., 2021a, 2022).

The methods are applied on a siliciclastic coastal deltaic system targeting the
Middle Jurassic Hugin Formation in the Gudrun-Sigrun Field area, North Sea.

Conclusions and Perspectives

This work enables to define two specific principles of correlation defined by a few
parameters. They can be used to generate automatically well correlations within
coastal deltaic systems.

The results obtained on the synthetic data sets based on the correlation principles
enable to validate the correlation cost functions implemented during this PhD
work. Finally, the results obtained by applying these correlation rules to real data
sets are promising and allow to generate stratigraphic models of the subsurface
using automatic stratigraphic well correlations.

The Dynamic Time Warping algorithm also enables to combine different correla-
tion principles, by combining correlation costs. Thus new correlation principles
could be added and combined with the two correlation principles proposed in this
PhD work. For example, the correlation cost could be weighted by the lateral
variation of facies in stratigraphic units. Another example would be to take into
account structural fault interpretations between and along wells to constrain the
geometric interpolation of stratigraphic horizons between wells.

Furthermore, the Dynamic Time Warping algorithm can be used in a determin-
istic way, but also in a stochastic way. The stochastic version of the algorithm
ensures the reproducibility of the results and allows the assessment and the quan-
tification of uncertainties on well correlations, and thus on the characterization
of coastal deltaic sedimentary systems.

Finally, the evaluation and quantification of uncertainties in stratigraphic corre-
lation models can be integrated and propagated in the general workflow of static
and dynamic reservoir modeling. Indeed, several stratigraphic correlation models
could lead to different geological models and thus to different reservoir proper-
ties simulations (porosity, facies, etc.) and flow simulations within these different
models. Thus the quantification of uncertainties on reservoir models could take
into account the step of stratigraphic well correlation.

xxiv







Résumé étendu

La modélisation du sous-sol est un moyen de prédire la structure et la connectiv-
ité des unités stratigraphiques en honorant les observations de subsurface. Ces
observations sont généralement échantillonnées le long de puits de manière éparse
à une large échelle horizontale (échelle kilométrique) mais à une fine échelle ver-
ticale (échelle métrique). Il existe plusieurs types de données de puits :

- Les diagraphies de puits correspondent à des mesures physiques / géo-
physiques quasi-continues (échantillonnage régulier) le long de la trajectoire
du puits (e.g., porosité gamma, sonique, porosité neutron) (e.g., Serra and
Serra, 2003).

- Les carottes de puits correspondent à des échantillons du sous-sol extraits
lors du forage. Ces échantillons de subsurface sont généralement analysés
en laboratoire afin de générer des mesures physiques / géophysiques sup-
plémentaires, pour donner des informations sur la structure et la nature du
sous-sol.

⇒ Les sections de puits correspondent à des intervalles au sein desquels les
propriétés réservoir (interprétées à partir des diagraphies de puits et des
carottes) sont homogènes et caractéristiques des conditions de dépôt. Ces
intervalles sont labellisés (e.g., biozones, zones structurales, faciès sédimen-
taires) et définis par leurs profondeurs supérieure et inférieure le long de la
trajectoire du puits.

Les marqueurs de puits sont interprétés le long de la trajectoire du puits. Ils
peuvent être aussi associés afin de générer un ensemble cohérent d’associations
de marqueurs appelé corrélations de puits.

Les corrélations stratigraphiques des puits peuvent être réalisées manuellement
par des experts sur la base d’interprétations des diagraphies et des carottes de
puits (e.g., Bourquin et al., 1998; Knaust and Hoth, 2021; Shiers et al., 2017). Le
scénario résultant est un ensemble de corrélations. Un géologue propose générale-
ment le “meilleur ensemble de corrélations” ou parfois plusieurs (deux à cinq)
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scénarios sur la base d’une analyse minutieuse des données et de sa propre ex-
périence, en tenant compte de certaines incertitudes d’interprétation. Augmenter
le nombre d’interprètes peut aider à gagner en confiance sur une interprétation
particulière, ou inversement à produire plus de scénarios (Bond et al., 2007; Bor-
gomano et al., 2008).

Idéalement, une quantification des incertitudes de corrélation nécessiterait de
générer chaque scénario topologiquement possible et d’évaluer sa vraisemblance.
Cependant, le très grand nombre de scénarios topologiquement possibles rend leur
validation manuelle presque impossible (Lallier et al., 2016). Pour surmonter cette
limitation, des méthodes numériques permettant de fournir automatiquement de
multiples scénarios stratigraphiques ont été proposées (e.g., Baville et al., 2022;
Edwards et al., 2018; Lallier et al., 2016; Pels et al., 1996).

À l’instar des travaux de Edwards (2017); Lallier (2012); Smith and Waterman
(1980), l’algorithme utilisé dans ces travaux de thèse pour simuler un grand nom-
bre de scénarios de corrélations stratigraphiques de puits et les classer en fonction
de leur vraisemblance est l’algorithme de Déformation Temporelle Dynamique
(Needleman and Wunsch, 1970; Sakoe and Chiba, 1978).

L’algorithme de Déformation Temporelle Dynamique utilise une matrice de coûts
de corrélation conceptuelle multi-dimensionnelle dont les axes correspondent aux
différents puits. En utilisant une fonction de coût de corrélation, chaque associ-
ation de marqueurs de puits est définie par un coût de corrélation c, et chaque
transition entre deux associations de marqueurs de puits est définie par un coût
de transition t.

Enfin, la somme de tous les coûts le long d’un chemin de corrélation (dans la
matrice de coûts) donne le coût de corrélation cumulé de l’ensemble de corrélation,
et l’algorithme de Déformation Temporelle Dynamique retourne le meilleur ou
les n meilleurs ensembles de corrélation en fonction de la fonction de coût de
corrélation.

Les scénarios sont cohérents avec les données d’entrée et avec certaines règles
de corrélation explicitement définies qui permettent de discerner les solutions les
plus probables. Par conséquent, les règles de corrélation doivent être choisies avec
soin pour produire des solutions qui soient géologiquement acceptables.

Principes de corrélation et applications

Ce travail de thèse introduit deux fonction de coût de corrélation automatiques,
fondées sur deux principes de corrélation, qui tendent à reproduire le plus possible
la chronostratigraphie et les processus de dépôt à l’échelle de la paraséquence.
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Principe 1 : Faciès sédimentaires versus Distalité relative

L’objectif de cette première fonction de coût de corrélation proposée est de générer
des corrélations de puits stratigraphiques basées sur le principe selon lequel “un
marqueur de puits (décrit par un faciès et une distalité pris au centre d’un inter-
valle ayant un faciès constant et une distalité constante) ne peut pas être associé
à un autre marqueur de puits décrit par un faciès plus profond d’un point du vue
du dépôt à une position plus proximale, ou un faciès moins profond d’un point
de vue du dépôt à une position plus distale” (Baville et al., 2022).

Cette méthode nécessite des interprétations de faciès sédimentaires le long des
trajectoires de puits, et la distalité de tous les puits calculée à partir de la position
du puits le long de la direction entre le pôle distal et le pôle proximal, afin de
calculer un coût de corrélation entre chaque association de marqueurs.

Cette méthode a été appliquée à la Formation Hugin du Jurassique moyen dans
la champ Gudrun-Sigrun situé en Mer du Nord afin d’évaluer la cohérence de
l’interprétation paléogéographique par rapport aux données biostratigraphiques.
Elle a également été appliquée pour modéliser la stratigraphie de la Formation
Hugin du Callovien Inférieur dans le champ Sigrun. Dans les deux applications,
la règle de corrélation de la distalité conduit à des résultats prometteurs qui sont
cohérents par rapport aux interprétations biostratigraphiques.

Principe 2 : Profile de dépôt versus Données de pendage

L’objectif de cette deuxième méthode de fonction de coût de corrélation proposée
est de générer une corrélation stratigraphique des puits basée sur le principe selon
lequel “plus la différence entre une interpolation chronostratigraphique (entre les
marqueurs de puits) et un profil de dépôt conceptuel est faible, plus la vraisem-
blance de l’association des marqueurs de puits est élevée” (Baville et al., 2021a).

Cette méthode nécessite des données de pendage et des interprétations de faciès de
dépôt le long des puits pour interpoler la géométrie des horizons stratigraphiques,
et un profil de dépôt théorique défini par une direction principale de transport de
sédiments et une extension verticale et latérale du delta, afin de calculer un coût
de corrélation entre chaque association de marqueurs.

La méthode proposée n’a été testée que sur un jeu de données synthétique, et les
premiers résultats sont prometteurs mais peuvent être biaisés par la construction
du jeu de données synthétique. Cette méthode doit être améliorée en l’appliquant
à des jeux de données synthétiques plus complexes et l’objectif principal de cette
méthode est d’être appliquée sur un jeu de données réel pour générer des mod-
èles chronostratigraphiques à partir de données de puits éparses et évaluer les
incertitudes sur ces modèles.
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Ces deux principes de corrélation stratigraphique de puits assistée par ordina-
teur sont d’abord comparés à des solutions analytiques et appliqués à des cas
synthétiques dans deux buts différents :

Application 1 : Cohérence du système de dépôt

Les incertitudes sur le système de dépôt sont élevées : les simulations de cor-
rélation de puits sont utilisées pour comparer le système de dépôt proposé avec
des données de subsurface supplémentaires telles que les interprétations bios-
tratigraphiques. Dans ce cas, les corrélations de puits sont simulées en utilisant
des règles de corrélation spécifiques adaptées au contexte de dépôt proposé (e.g.,
Baville et al., 2019, 2021b).

Application 2 : Prédiction stratigraphique du sous-sol

Les incertitudes sur le système de dépôt sont faibles : des simulations de corréla-
tion de puits sont utilisées pour prédire la structure du sous-sol. Dans cet autre
cas, la géométrie et la connectivité des unités stratigraphiques sont simulées à
partir des données de puits et des connaissances préalables sur les processus de
dépôt des roches sédimentaires et les systèmes de dépôt. (e.g., Baville et al.,
2021a, 2022).

Les méthodes sont ensuite appliquées sur un jeu de donnée d’un système deltaïque
côtier silicoclastique daté du Jurassique Moyen correspondant à la Formation de
Hugin dans la région de Gudrun-Sigrun en Mer du Nord.

Conclusions et perspectives

Ce travail permet de définir deux principes spécifiques de corrélation strati-
graphique de puits, définis par quelques paramètres. Ils peuvent être utilisés pour
générer automatiquement des corrélations de puits dans les systèmes deltaïques
côtiers.

Les résultats obtenus sur les jeux de données synthétiques à partir des principes
de corrélation ont permi de valider les fonctions de coût de corrélation implé-
mentées durant ces travaux. Enfin les résultats obtenus en applicant ces règles
de corrélations à des jeux de données réels sont prometteurs et permettent de
générer des modèles stratigraphiques du sous-sol à partir de corrélations de puits
automatiques.

L’algorithme de Déformation Temporelle Dynamique permet aussi de combiner
les différents principes de corrélation, en combinant les coûts de corrélation. Ainsi
de nouveaux principes de corrélation pourraient être ajoutés et combinés aux
deux principes de corrélation proposés dans ces travaux. Par exemple, le coût
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de corrélation pourrait être pondéré par la variation latérale de faciès dans les
unités stratigraphiques. Un autre exemple serait de prendre en compte les in-
terprétations de failles structurales entre et le long des puits pour contraindre
l’interpolation géométrique des horizons stratigraphiques entre les puits.

De plus, l’algorithme de Déformation Temporelle Dynamique peut être utilisé de
manière déterministe, mais aussi de manière stochastique. La version stochastique
de l’algorithme assure la reproductibilité des résultats et permet l’évaluation et
la quantification des incertitudes sur les corrélations de puits, et donc sur la
caractérisation des systèmes sédimentaires deltaïques côtiers.

Enfin, l’évaluation et la quantification des incertitudes des modèles de corrélations
stratigraphiques peuvent être intégrées et propagées dans le processus général de
modélisation statique et dynamique des réservoirs. En effet, plusieurs modèles
de corrélation stratigraphiques pourraient mener à différents modèles géologiques
et donc à différents résultats de simulation de propriétés réservoir (e.g., porosité,
faciès, etc.) et de simulations d’écoulements au sein de ces différents modèles.
Ainsi la quantification d’incertitudes sur les modèles réservoirs pourrait prendre
en compte l’étape de corrélation stratigraphique de puits.
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Introduction

It is impossible to see what lies underground, or to get a full view at a fine scale
of the subsurface. However, geologists have defined concepts (e.g., stratigraphy
by Steno (1669)), have postulated principles, and have made assumptions about
the subsurface structures and sedimentary rock depositional processes. These hy-
potheses enable the conception of multi-dimensional numerical subsurface models
in space and time, also called geomodels, of a zone of interest.

These geomodels are usually built from sparse data or low resolution data, and
are usually used as the support of numerical simulations such as static properties
simulations (e.g., Journel, 1974; Matheron, 1963, 1969) or dynamic physical pro-
cess simulations (e.g., Durlofsky, 2005; Eaton, 2006; King and Mansfield, 1999).

How geologically true are these geomodels?

The answer to this question is not easy because a model is by definition geo-
logically inaccurate and imprecise. Indeed, geomodel building is constrained by
geological principles which are based on observations and interpretations. The
geological likelihood of these geomodels is therefore evaluated with respect to
these principles.

The consistency of principles may be evaluated without taking into account the
quality of a model, but based on prior knowledge about the depositional context.
The previous question now becomes:

How consistent are the principles used to model the subsurface?

Steno (1669) has proposed the concept of stratigraphy defined by Rey (1983)
as “the study of the arrangement in space and time of geological formations and
the events they materialize, in order to reconstruct the history of the Earth and
its various states at different moments in time”.

The stratigraphy enables the understanding of the subsurface organization of
geobodies in space and time through field data descriptions and interpretations
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(Steno, 1669). In the case of sedimentary subsurface basins, the understanding
of their structure and the prediction of available resources within these areas is a
key element in several applied fields of the Geosciences:

- A first application is the study of the underground to help the prediction and
the management of natural risks (earthquakes, landslides, etc.) (e.g., Chung
and Fabbri, 1999; Chéneau and Risser, 2019; Scheidegger, 1973; Scholz et al.,
1973).

- Another application is the exploitation of subsurface raw materials (hydro-
carbons, groundwater, ores, etc.), which are crucial for the energy tran-
sition. The good understanding of the subsurface structure and the po-
sition of the targeted resources enables the generation of fine-scale multi-
dimensional models (e.g., three-dimensional space + time). The subsurface
structure has a strong impact on the understanding and the production
of these resources (e.g., Baville et al., 2019; Fredman et al., 2007; Vincent
et al., 1999).

Geomodels are built to numerically represent the subsurface (e.g., to visualize
stratigraphic units, to compute their volumes and their inter-connectivity, to test
multiple resource recovery scenarios, etc.). They are useful, for example, to test
multiple facies distributions (Homewood et al., 1992) and to assess their impact
on subsurface flow simulations (e.g., Cavero et al., 2016; Jackson et al., 2009;
Lallier, 2012).

A first approach to generate stratigraphic models is the use of direct modeling
methods. These methods are based on physical laws constraining sediment trans-
port and sedimentation, and iteratively compute deposited sediments at each time
step (e.g., Burgess et al., 2012; Granjeon, 1997; Kendall et al., 1991; Lawrence
et al., 1990; Tetzlaff and Harbaugh, 1989). However, these methods make it diffi-
cult to match observation data (well data, outcrops, seismic data, etc.), and the
tuning of settings controlling sediment transport and deposition is limited.

Another approach to build geomodels is the use of the geometric interpolation
methods (e.g., Frank et al., 2007; Mallet, 1992, 2002; Tertois, 2007). The geom-
etry of the subsurface units is interpolated between observation data (well data,
outcrops, seismic data, etc.).

Both approaches are used to generate stratigraphic models of the subsurface.
However, stratigraphic units may be thinner than the seismic resolution, mak-
ing their interpretation from the seismic data difficult (e.g., Baville et al., 2022;
Knaust and Hoth, 2021). The interpretation of stratigraphic units, which are
thinner than the seismic resolution, may thus be performed at small vertical
meter-scale and large horizontal kilometer-scale from well data:
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- Well logs correspond to quasi-continuous (regular sampling) physical /
geophysical measurements along the well path (e.g., gamma ray, sonic, neu-
tron porosity) (e.g., Serra and Serra, 2003).

- Well cores correspond to vertical pieces of subsurface extracted during
the drilling. These subsurface samples are generally analyzed in labora-
tory to generate additional physical / geophysical measurements, to give
information about the structure and the nature of the subsurface.

⇒ Well sections correspond to intervals within which the reservoir properties
(interpreted from well logs and cores) are homogeneous and characteristic
of the depositional condition. These intervals are labeled (e.g., biozones,
structural zones, sedimentary facies) and defined by their top and bottom
depths along the well path.

In this PhD work, well data are used as input data to build and constrain models.
The generation of geomodels from well data using geometrical methods may be
separated into four successive steps (Figure 1):

- Stratigraphic well correlation (Figure 1.A). Well markers correspond-
ing to stratigraphic heterogeneities interpreted along well paths from well
data (e.g., stratigraphic unit interface, structural fault, etc.), are associated
according to correlation rules (e.g., Baville et al., 2021a, 2022; Edwards,
2017; Lallier, 2012). Their associations return correlation lines (between
two wells) and surfaces (between more than two wells), whose corners cor-
respond to well markers.

- Stratigraphic unit interpolation (Figure 1.B). Correlation lines / sur-
faces represent stratigraphic unit interfaces and their geometries can be
interpolated / extrapolated from well markers, e.g., using dipmeter data
(e.g., Baville et al., 2021a; Mallet, 2002).

- Stratigraphic unit conformity (Figure 1.C). The conformity, which have
been interpreted from well data, and the substratigraphic sedimentation
structures are represented within each stratigraphic unit (e.g., Allen, 1963).

- Subsurface property prediction (Figure 1.D). Stratigraphic units are
populated by reservoir properties (sedimentary facies, porosity, permeabil-
ity, etc.) using geostatistical estimations or simulations (e.g., Journel, 1974;
Matheron, 1963, 1969).

Stratigraphic well correlations may be achieved manually by experts based on
well - log and core sample - interpretations (e.g., Bourquin et al., 1998; Knaust
and Hoth, 2021; Shiers et al., 2017). The resulting scenario is a correlation set.

3



Introduction

Figure 1: The four successive steps of the geometrical interpolation approach
of geomodel building: (A) stratigraphic well correlation, (B) stratigraphic unit
geometry interpolation/extrapolation, (C) stratigraphic unit conformity, and (D)
subsurface property estimation/simulation. Redrawn from Edwards (2017).

A geologist generally proposes the “best correlation set” or sometimes more (two
to five) scenarios on a careful data analysis and prior experience, reflecting some
interpretation uncertainties. Increasing the number of interpreters may help to
gain confidence about a particular interpretation, or conversely to produce more
scenarios (Bond et al., 2007; Borgomano et al., 2008).

Ideally, a quantification of correlation uncertainties would call for generating every
topologically possible scenario (Figure 2.A) and evaluating its likelihood. How-
ever, the very large number of topologically possible scenarios makes their manual
validation almost impossible (Lallier et al., 2016).

To overcome this limitation, numerical methods to provide automatically multiple
stratigraphic scenarios have been proposed (e.g., Edwards et al., 2018; Lallier
et al., 2016; Pels et al., 1996). Scenarios are consistent with the input data and
with some explicitly defined correlation rules which enable to discern the most
likely solutions. Therefore, correlation rules must be carefully chosen to produce
solutions which are geologically acceptable (Figure 1.B-C).

This PhD work proposes two new principles of correlation based on chronostrati-
graphic concepts, and two correlation rules that can be integrated in automated
well correlation simulation processes:
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Figure 2: (A) Every topologically possible well-marker association. (B) Inte-
gration of prior knowledge on depositional context (e.g., sediment transport di-
rection) to quantify the likelihood of each well-marker association (e.g., Baville
et al., 2022; Lallier et al., 2016). (C) Integration of the depositional geometry
(e.g., dipmeter data) to quantify the likelihood of of each well-marker association
(e.g., Baville et al., 2021a).

- Sedimentary facies versus well distality. “A well marker (described
by a facies and a well distality taken at the center of an interval having
a constant facies and a constant well distality) cannot be associated with
another well marker described by a depositionally deeper facies at a more
proximal well position, or a depositionally shallower facies at a more dis-
tal well position” (Baville et al., 2021b, 2022). Well-marker associations
which go against this principle of correlation are excluded and cannot be
simulated.

- Depositional profile versus dipmeter data: “The lower the difference
between a chronostratigraphic interpolation (in between well markers) and a
conceptual depositional profile, the higher the likelihood of the well marker
association” (Baville et al., 2021a).
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These two principles of correlation enable the generation of multiple correlation
sets computed from the same input data set. All these generated scenarios may
be ranked according to their likelihood, which is given by the principles of cor-
relation. However, it is important to note that these principles of correlation are
chosen according to the prior knowledge of the depositional system. Therefore,
the uncertainties on the prior knowledge must be taken into account within the
subsurface modeling process.

The main purpose of this PhD work is to generate computer-assisted stratigraphic
well correlations. These well correlations may be used in two different ways:

- Depositional system consistency. The uncertainties on the depositional
system are high: well correlation simulations are used to compare the pro-
posed depositional context with additional subsurface data such as bios-
tratigraphic interpretations. In this case, well correlations are simulated
using specific correlation rules adapted from the proposed depositional con-
text (e.g., Baville et al., 2019, 2021b).

- Stratigraphic subsurface prediction. The uncertainties on the deposi-
tional system are low: well correlation simulations are used to predict the
subsurface structure. In this other case, the geometry and the connectivity
of the stratigraphic units are simulated from well data and prior knowledge
on sedimentary rock depositional processes and depositional systems (e.g.,
Baville et al., 2021a, 2022).

Structure of the manuscript

Part I provides an overview of the concepts of chronostratigraphy and introduces
the main principles of stratigraphic well correlation (Chapter 1). It presents
different approaches to automatically compute and stochastically simulate well
correlations in order to assess the uncertainties (Chapter 2).

Part II presents the two principles of correlation based on sedimentary rock de-
positional processes by taking into account the relative well position within the
depositional system (Chapter 3), and by reproducing the geometry of the depo-
sitional profile from dipmeter data (Chapter 4).

Part III reports on the application of the rule of correlation proposed in Chapter 3
on a data set provided by Equninor ASA targeting the Middle Jurassic Hugin
Formation in the Gudrun-Sigrun Field area (Block 15/3), Norwegian North Sea
(Appendix A). Chapter 5 compares the simulated stratigraphic well correlations
based on two different paleogeographic depositional environment interpretations
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with biostratigraphic data. Chapter 6 proposes to predict the depositional pale-
ogeography from stratigraphic well correlation simulations based on a consistent
depositional context with respect to biostratigraphy.

General context of the PhD

This PhD work was carried out for nearly three years (January 2019 - April 2022)
in the RING Team (https://www.ring-team.org) within the GeoResources labo-
ratory (CNRS / Université de Lorraine) in Vandœuvre-lès-Nancy, France. This
PhD work has been supervised by Guillaume Caumon (Université de Lorraine),
Cédric Carpentier (Université de Lorraine) and Marcus Apel (Equinor ASA).

RING Consortium

This PhD work has been co-funded by the RING Consortium (Research for Inte-
grative Numerical Geology) managed by ASGA (Association Scientifique pour la
Géologie et ses Applications). RING is currently funded by a worldwide consor-
tium of universities and companies comprising both international and national
oil companies and service providers.

This PhD position co-funded by the RING Consortium has led to the publication
of scientific proceedings, to the realization of technical trainings, and to poster or
oral presentations for industrial sponsors of the RING Consortium during annual
meetings.

Equinor ASA

This PhD work as also been co-funded by Equinor ASA. This collaboration with
Equinor enabled three missions to Stavanger, Norway, to study core and logging
data directly on site. The application of correlation rules on the digitized data
could also be directly compared to on-site data.

The data set used to calibrate the correlation rules developed during this PhD
is a Middle Jurassic data set from the Norwegian North Sea (Part III), and the
publication of all results obtained on it have been authorized by Equinor ASA.

Moreover, a presentation of the possible application of this PhD work on real
data set have been presented at the NPS Reservoir Characterization 2019.
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RING Team

The purpose of the RING Team is to develop numerical technologies to model the
subsurface by integrating the uncertainty assessment during the modeling process.
The purpose of this PhD is to generate stratigraphic model of the subsurface by
simulating well correlations.

The principal contribution of this PhD work is the development of numerical rules
of correlation to constrain computer-assisted stratigraphic well correlation. The
two correlation rules developed during this PhD have been implemented in WeCo,
a C++ and Python library which simulates several sets of possible correlations
between multiple wells (https://www.ring-team.org/technologies/WeCo).

The scientific contributions of this PhD work have been presented in international
conferences such as the 81st EAGE ACE and the AAPG 2020 ACE. One of the
two correlation rules developed during this PhD has been published in the peer-
reviewed scientific journal Marine & Petroleum Geology.

Finally, being part of the RING Team has allowed me to teach numerical ap-
proaches in geosciences, and to co-supervise students’ laboratory projects at the
ENSG (Ecole Nationale Supérieure de Géologie de Nancy).
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Scientific publications

Notations: (r)peer-reviewed article, (a)proceeding article, (e)extended abstract,
(o)oral presentation, (p)poster presentation, (w)online webinar, *presenter.

Peer-reviewed article
(r) P. Baville*, M. Apel, D. Knaust, S. Hoth, C. Antoine, C. Carpentier,

and G. Caumon (2022). Computer-assisted stochastic multi-well correla-
tion: Sedimentary facies versus Well distality. In: Marine and Petroleum
Geology. doi:10.1016/j.marpetgeo.2021.105371.

International conferences
(o) P. Baville*, Apel M, C. Carpentier, G. Caumon, S. Hoth, D. Knaust, and

C. Antoine (2020). Assisted chronostratigraphic multi-well correlation using
the Dynamic Time Warping algorithm. In: AAPG 2020 Annual Convention
and Exhibition. American Association of Petroleum Geologists.

(o,e) P. Baville*, J. Peisker, and G. Caumon (2019). From well logs to strati-
graphic layering: Automation, uncertainties and impact on reservoir behav-
ior. In: 81st EAGE Conference and Exhibition 2019. European Association
of Geoscientists and Engineers. doi:10.3997/2214-4609.201901293.

Annual RING Meeting
(o,a) P. Baville*, M. Apel, D. Knaust, S. Hoth, C. Antoine, C. Carpentier, and

G. Caumon (2021). Computer-assisted stochastic multi-well correlation:
Surface simulation versus Depositional profile. In: 2021 RING Meeting.
ASGA.

(p,a) P. Baville*, M. Apel, D. Knaust, S. Hoth, and G. Caumon (2021). Ap-
plication of the Distality rule of WeCo on the Gudrun-Sigrun Field Middle
Jurassic data set, North Sea. In: 2021 RING Meeting. ASGA.

(o,a) P. Baville*, G. Caumon, C. Carpentier, M. Apel, S. Hoth, and D. Knaust
(2020). Computer-assisted multi-well stochastic correlations: Chronostrati-
graphic surface simulation using Bézier cubic interpolations. In: 2020 RING
Meeting. ASGA.

(o,a) P. Baville*, G. Caumon, M. Apel, D. Knaust, S. Hoth, C. Carpentier, and
C. Antoine (2019). Stochastic well correlation based on facies and sequence
interpretations using the hierarchical algorithm WeCo. In: 2019 RING
Meeting. ASGA.
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RING Webinars
(w) P. Baville* (2021). Computer-assisted stochastic well correlation: Well

distality versus Sedimentary facies. RING Consortium. url: Online RING
Webinar.

Other contributions result from parallel works
(p,a) G. Caumon*, C. Antoine, P. Baville, S. Hoth, and J. Charreau (2021).

Magnetostratigraphic data and assisted well correlation: Some thoughts
and first results, Triassic North Sea. In: 2021 RING Meeting. ASGA.

(o,a) J. Herrero*, P. Baville, and G. Caumon (2021). GeosteeRING: A Bayesian
methodology for real-time updating of well trajectory in depositional space.
In: 2021 RING Meeting. ASGA.

(o,a) Y. Perrier*, P. Baville, and G. Caumon (2021). Stochastic simulation
of stratigraphic sequences from well log data using Continuous Wavelet
Transforms. In: 2021 RING Meeting. ASGA.

(o) G. Caumon*, C. Antoine, P. Baville, M. Apel, S. Hoth, and D. Knaust
(2021). Assisted Stratigraphic Correlation for integrating seismic images,
wells and geology: achievements and challenges. In: Decision based inte-
grated reservoir modeling. Workshop AAPG.

(o) G. Caumon*, C. Antoine, S. Hoth, P. Baville, J. Charreau, and D. Knaust
(2021). Using magnetostratigraphic data in assisted well correlation to
reduce uncertainty: Some thoughts and first results. In: Stratigraphic and
Reservoir Challenges with Triassic Plays in the North Sea Central Graben.
Workshop AAPG.

(o) D. Knaust*, M. Apel*, S. Hoth, and P. Baville (2019). The Middle Jurassic
Hugin Formation in Block 15/3 of the South Viking Graben, North Sea,
Norway. Reservoir Characterization 2019. Norwegian Petroleum Society.

Algorithmic contributions

B3D (Bézier 3D interpolations) is a Python/C++ stand-alone algorithm
which interpolates Bézier curves and patches between well markers to rep-
resent depositional profiles. © RING Consortium.

WeCo (Well Correlation) is a Python/C++ stand-alone algorithm which
simulates stochastic multi-well correlations using a graph-based version of
the Dynamic Time Warping algorithm. © RING Consortium.
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Academic contributions

Teaching

Year Lecture Description Level

2021/22 Geostatistics Geostatistical kriging and simulation ENSG - M1
Categorical approaches (18h)

2020/21 Geostatistics Spatial data analysis ENSG - M1
Spatial variability characterization (36h)
Geostatistical kriging and simulation
Categorical approaches

2019/20 Geostatistics Spatial variability characterization ENSG - M1
Geostatistical kriging and simulation (18h)

2019/20 Algorithmic Python object-oriented programing ENSG - M1
Multi-module project development (32h)

2018/19 Reservoir Seismic interpretation ENSG - M1
modeling Static and dynamic reservoir modeling (18h)

Supervision

Year Student Project Level

2020/21 J. Herrero GeosteeRING: A Bayesian methodol-
ogy for real-time updating of well tra-
jectory in depositional space

ENSG - M2

2020/21 Y. Perrier Stochastic simulation of stratigraphic
sequences from well log data using
Continuous Wavelet Transforms

ENSG - M2

2020/21 B. Thebault Erosion line simulation from strati-
graphic multi-well correlations

ENSG - M1

2019/20 G. Peyssard Directional drill trajectory correction
according to a prior stratigraphic
model

ENSG - M2

2019/20 K. Souhy Integration of hard depositional age in-
terpretation in time-to-depth correla-
tion stochastic simulations

ENSG - M2

2019/20 Q. Capillon Dipmeter data simulation from 4-
directional resistivity logs using the
Dynamic Time Warping algorithm

ENSG - M1

2019/20 A. Fratani Integration of a minimal thickness
constraint on stratigraphic sequence
stochastic simulations for wells’ inter-
pretation

ENSG - M1
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Chapter 1

Stratigraphic well correlation
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1.1 Subsurface stratigraphic data . . . . . . . . . . . . . . 17

1.1.1 Direct observations . . . . . . . . . . . . . . . . . . . . 20

1.1.2 Geophysical measurements . . . . . . . . . . . . . . . . 21

1.1.3 Depositional information . . . . . . . . . . . . . . . . . 22

1.2 Sequence Stratigraphy . . . . . . . . . . . . . . . . . . 23

1.2.1 Accommodation rate & Sedimentation rate . . . . . . 25

1.2.2 Sequence Stratigraphy: Nomenclature & Definitions . 28

1.2.2.1 Stratigraphic surfaces . . . . . . . . . . . . . 29

1.2.2.2 Stratigraphic system tracts . . . . . . . . . . 29

1.2.2.3 Prograding parasequences / Clinoforms . . . 31

1.2.2.4 Stratigraphic conformity . . . . . . . . . . . . 32

1.2.3 Lithostratigraphy versus chronostratigraphy . . . . . . 33

1.3 Stratigraphic well correlation . . . . . . . . . . . . . . 35

1.3.1 From stratigraphic data to well markers . . . . . . . . 35

1.3.2 Principles of chronostratigraphic well correlation . . . 37

1.3.3 Uncertainties in stratigraphic well correlation . . . . . 39

This chapter first presents the acquisition and interpretation of one-dimensional
well data (Section 1.1). It then presents the mechanisms and concepts of Sequence
Stratigraphy (Section 1.2) that are used to interpret well data as well markers
(Section 1.3.1). Finally, it presents the methods used to correlate these well
markers (Sections 1.3.2 and 1.3.3).

N.B.: This chapter contains paragraphs which are modified or partially/entirely
taken from Baville et al. (2022).
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Chapter 1. Stratigraphic well correlation

Introduction

Subsurface modeling is a very challenging task: it enables to foresee the structure
of geological units where human are not able to go. Moreover, the geological
likelihood of these subsurface geomodels is directly linked to the geological con-
cepts used to build them. As introduced previously, a very challenging question
to answer is:

How consistent are the principles used to model the subsurface?

Subsurface stratigraphic description depends on the paradigm used to define geo-
logical structures and objects. The simplest way to define the subsurface stratig-
raphy is to assume the three principles formulated by Steno (1669):

- Principle of superposition: “Strata have been deposited above older
strata than themselves”.

- Principle of lateral continuity: “Strata have continuously been laterally
deposited in space”.

- Principle of original horizontality: “Strata have been deposited hor-
izontally or sub-horizontally”. However, this last principle is questioned
since the layers are not necessarily deposited horizontally but they can be
deposited on sedimentary slopes (e.g., Dade et al., 1994).

Moreover, in cases these three configurations are not strictly observed, Steno
(1669) postulated that post-deposition events may have had an impact on the
sedimentary deposits and that their structures should have been modified.

Hutton (1788) has been the first to formalize that the structure of current, or
recent, sedimentary deposits is highly similar to the structure of sediments that
have been deposited in the past. Hutton (1788) has then been the first to consider
that events which have structured the past deposits are identical to the events
which are currently structuring the sedimentary deposits.

This assumption, also supported by Lyell (1830), went therefore against the ex-
planations given in the Bible explaining that the past sedimentary deposits are
the results of the Flood, and has finally been defined as the principle of uni-
formitarianism by Whewell (1837) (Bushman, 1983).

The concept of stratigraphy has led to the concept of stratigraphic column.
A stratigraphic column corresponds to the superposition of each stratigraphic
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unit with respect to their depositional ages. However, it is not always complete
because of lack of information and hiatus, and may be updated if intermediate
stratigraphic units are discovered within the depositional system.

Gressly (1838) proposed the concept of facies, which describes the petrographical
and paleontological characteristics of a stratigraphic unit (Cross and Homewood,
1997). Gressly (1838) also observed that these characteristics may laterally vary
according to changes of depositional environments. Moreover, the same facies
may be observed in different depositional units since facies are not just linked to
specific stratigraphic units, but to specific depositional conditions.

Based on the concept of facies proposed by Gressly (1838), Walther (1894) has
specified that the succession of facies in the stratigraphic column is logical. The
Walther’s law of the correlation of facies states that “the various deposits
of the same facies-area and similarly the sum of the rocks of different facies-areas
are formed beside each other in space, though in a cross-section we see them lying
on top of each other. As with biotypes, it is a basic statement of far reaching
significance that only those facies and facies-areas can be superimposed primarily
which can be observed beside each other at the present time” (Middleton, 1973).

The purpose of this chapter is to review different ways to laterally correlate these
stratigraphic units observations along vertical wells or sections (Section 1.3). The
association of stratigraphic units is called stratigraphic correlation, and can
be achieved using different stratigraphic concepts constrained by stratigraphic
properties and prior knowledge about depositional environments (e.g., Baville
et al., 2022; Edwards et al., 2018; Gani and Bhattacharya, 2005; Lallier, 2012;
Lallier et al., 2016; Miall, 1991; Vail et al., 1987; van Wagoner et al., 1990; Wheeler
and Hale, 2014).

The prior uncertainties on these stratigraphic properties (Section 1.1) and the
prior uncertainties on the depositional environment (Section 1.2) must be taken
into account in the choice of geological concept of correlation in order to generate
the most likely stratigraphic correlations.

1.1 Subsurface stratigraphic data

The stratigraphic study of a zone of interest is based on the different data acquired
within this zone. These data may correspond to different scales of observation
and different resolutions of measurements (Figure 1.1):

- Seismic imaging (seismic reflection) uses the acoustic waves, whose echos
propagate in the subsurface and are recorded and processed to build a multi-
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Figure 1.1: Illustration of the vertical and lateral resolutions of seismic imaging
(background) and subvertical wells (well path: gray lines, and well logs: black
lines). These data correspond to the Malampaya gas reservoir interior reflectors
located offshore western Palawan island, Philippines. Modified from Fournier and
Borgomano (2007); Grötsch and Mercadier (1999); Lallier et al. (2012).

dimensional model of subsurface heterogeneities (Yilmaz, 2001). Seismic
data have low vertical resolution (approximately 10 m) but sample the
subsurface at high lateral resolution (decametric scale).

- Geological wells (subvertical wells) are drilled in the subsurface after which
reservoir properties (e.g., neutron porosity in Figure 1.1) may be acquired
in situ (Serra and Serra, 2003), and core samples may be extracted to be
analyzed in laboratory. Well data are sparse vertical one-dimensional data
(approximately kilometric lateral spacing) with a high vertical resolution
(approximately 1/2 feet).

Moreover, Figure 1.2 illustrates that the coverage of the zone of interest depends
on the type of subsurface data:

- Seismic imaging often cover the zone of interest, but the lateral and vertical
resolution limit the interpretation of stratigraphic units, whose thickness or
width are lower than the seismic resolution (e.g., Baville et al., 2022; Knaust
and Hoth, 2021).

- Well data have a very high vertical resolution and enable to interpret strati-
graphic units whose thickness is lower than the seismic resolution. However,
the lateral behavior of these stratigraphic units cannot be captured by sub-
vertical wells which are sparsely sampled within the zone of interest (Knaust
and Hoth, 2021; Nagy and Bjørlykke, 2015) but can be used to match facies
and petrophysical properties to seismic profile (Figure 1.1).
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Figure 1.2: Proportion of the zone of interest corresponding to the type of data as
a function of the scale of measurements. Well data (well logs and core samples)
capture geobodies which have a thickness under the seismic resolution (Ringrose
and Bentley, 2016) but correspond to less than 10−5% of the zone of interest. Red
boxes correspond to vertical dimensions, green boxes correspond to horizontal
dimensions, and blue boxes correspond to vertical and horizontal dimensions.
Modified from Howell et al. (2014); Raguenel (2019).

- Moreover, petrographical and micropaleontological analyses may be per-
formed in laboratory at a very small scale from core samples.

The purpose of this PhD work is to predict or to reproduce the subsurface strati-
graphic unit structures corresponding to fourth to fifth order stratigraphic units
(see Section 1.2 and Figure 1.4 for more details on multi-scale Sequence Stratigra-
phy). Unlike well data, seismic data do not enable the interpretation of fourth to
fifth order stratigraphic units whose size is generally under the seismic resolution
(Ringrose and Bentley, 2016).
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Vertically, well data intercept fourth to fifth order sequences (Figure 1.3). These
stratigraphic observations may be manually interpreted (e.g., Bourquin et al.,
1998; Serra and Serra, 2003) or automatically simulated (e.g., Baville et al., 2019;
Pan et al., 2008; Perrier et al., 2021; Ruiz and Le Nir, 1999).

Laterally, vertical wells are sparsely sampled and the fourth to fifth order se-
quences should be correlated to predict or reproduce the subsurface stratigraphic
architecture by interpolating their boundaries between wells. These correlation
may be manually interpreted (e.g., Bourquin et al., 1998; Knaust and Hoth, 2021)
or automatically simulated (e.g., Borgomano et al., 2008; Edwards, 2017; Lallier,
2012).

Usually, the outer limits of the studied stratigraphic units are given by strati-
graphic markers. For example, first to third order stratigraphic unit interfaces
may be interpreted directly on seismic images (e.g., Hoth et al., 2018; Knaust
and Hoth, 2021), so they constrain higher-order correlations.

Figure 1.3: Examples of several data acquired along a vertical well: (left) core
photographs, gamma ray, log porosity, facies interpretation, T-R sequence inter-
pretation, biozone interpretation (right). Data courtesy of Equninor ASA.

1.1.1 Direct observations

The first type of data are direct observations. These observations correspond
to the description of units (lithology, facies, etc.), and the description of the
relationships between units (connectivity, conformity, etc.).

These direct observations may be directly made on the field (landscapes, outcrops,
photographs, rock samples) or on subsurface core samples, which are extracted
during the drilling (core photographs in Figure 1.3):
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- Outcrops and core samples enable the global observation and the study of
rocks. The study of rocks may lead to information such as their miner-
alogical or petrophysical composition, their depositional environment, their
alteration, etc.. However, outcrops may provide information on geometries
that cannot be obtained from core samples.

The global observation of outcrops and top views may lead to the under-
standing of the stratigraphic structure of deposits (e.g., apparent orientation
and inclination), and the connectivity between the different units.

However, outcrops and landscapes are limited to the topography and their
accessibility, and give information which are not always easy to vertically
interpret.

- Vertical wells enable to punctually sample the subsurface (e.g., true strike
and true dip, unit successions, etc.) along kilometric scale well paths. Along
these vertical wells, core samples may be extracted allowing direct observa-
tions at a very high resolution.

Microscopic core sample analyses may be done in laboratory to determine
the composition of rocks, and potentially their depositional age thanks to
biostratigraphic elements (sedimentary facies interpretation from core pho-
tographs and biozone interpretations in Figure 1.3).

As illustrated in Figure 1.2, direct observations are observed at different scales
from outcrops and landscapes (metric scale to kilometric scale) and from core
samples (millimetric scale to metric scale).

1.1.2 Geophysical measurements

The second type of data are geophysical measurements. These measurements
correspond to reservoir properties which cannot be directly determined from out-
crops or core samples without a measurement device:

- Seismic imaging are multi-dimensional geophysical measurements (Yilmaz,
2001), which are acquired at the scale of the zone of interest, i.e., usually
at a kilometric scale (Figures 1.1 and 1.2).

However, as discussed previously, seismic data are able to intercept first to
third order stratigraphic sequence interfaces but not to capture fourth to
fifth order stratigraphic sequences (Ringrose and Bentley, 2016).
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- Along well paths, geophysical measurements may be acquired after the
drilling (Serra and Serra, 2003). These measurements are called well logs
and give local information about the subsurface geophysics (e.g., gamma
ray and neutron porosity as illustrated in Figure 1.3).

Well logs enable a vertical sampling at the centimetric scale, but may be
analyzed at several scales (Baville et al., 2019; Pan et al., 2008; Perrier
et al., 2021; Serra and Serra, 2003).

- Core samples may also be analyzed in laboratory to measure additional
geophysical properties. These properties may be similar to those obtained
by well logging.

Moreover, geophysical properties measured in laboratory may be done in-
cluding the time dimension, which is not enabled during the drilling, in
order to get more information about the subsurface (e.g., the capillarity by
monitoring the water through the connected porosity as a function of time).

1.1.3 Depositional information

Direct observations and geophysical measurements may be combined to interpret
a lot of additional subsurface data along wells and within the zone of interest.

In this PhD work, the principal depositional information that are interpreted
from seismic imaging, well logs, core samples and regional syntheses are:

- The general depositional environment (e.g., siliciclastic coastal sedimentary
margin, siliciclastic coastal bay-head deltas) may be interpreted from seis-
mic data and from well log and core sample interpretations (e.g., Knaust
and Hoth, 2021; Serra and Serra, 2003).

- The stratigraphic unit interpretations, i.e., T-R sequences (Figure 1.3), are
interpreted from well logs (gamma ray and porosity) and core sample inter-
pretation (facies successions) (e.g., Baville et al., 2019; Knaust and Hoth,
2021; Perrier et al., 2021).

- The principal sediment transport directions within a sedimentary basin may
be interpreted from dipmeter data (strike and dip data) measured in the
different interpreted sedimentary facies (e.g., Knaust and Hoth, 2021).

- The proximal pole (most internal depositional conditions) and the distal
pole (most external depositional condition) of a sedimentary basin are based
on stratigraphic surfaces interpretation (maximum flooding and maximum
regressive surfaces) and on sedimentary facies and well logs interpretations.
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Moreover, these depositional information about the zone of interest (e.g., the
depositional environment, the vertical stratigraphic unit succession) are not di-
rectly obtained from seismic imaging, well log and core sample but are the result
of several loops between data and the interpretations (e.g., Knaust et al., 2019).

1.2 Sequence Stratigraphy

Sequence Stratigraphy provides several concepts and methods to analyze,
characterize and predict stratigraphic and sedimentary architectures in the sub-
surface. Sedimentary strata may be subdivided into several stratigraphic units
based on genetic considerations (Sloss et al., 1949).

The succession of these stratigraphic units is called a stratigraphic sequence,
and is defined as “relatively conformable successions of genetically related strata
bounded by unconformities or their correlative conformities" by Mitchum et al.
(1977a) (Miall, 1997; Sloss, 1988; van Wagoner et al., 1988).

Stratigraphic subsurface corresponds to multi-frequency recording with the inter-
locking of different orders according to the duration of the stratigraphic sequences.
Low order stratigraphic sequences are observed at a low time / space resolution,
and may be subdivided into several stratigraphic subsequences observed at higher
time / space resolutions as illustrated in Figure 1.4 (Guillocheau, 1991; Haq et al.,
1988; Mitchum and Van Wagoner, 1991; Vail et al., 1977).

Figure 1.4: Diagrammatic representation of cyclicities of stratigraphic units.
Each stratigraphic order corresponds approximately to a frequency time-window.
Stratigraphic units (second to fifth order) may occur at more than one frequency.
Inspired from Catuneanu et al. (2011) and Mitchum and Van Wagoner (1991).
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As illustrated in Figure 1.4, stratigraphic sequences are defined according to their
duration. The lowest order (second order) corresponds to stratigraphic units
presenting a cyclicity of approximately ten millions of years (supercycles), and
are called stacked sequences (Mitchum and Van Wagoner, 1991). The following
order (third order) corresponds to stratigraphic units presenting a cyclicity of
approximately one million of years (fundamental cycles), and are called compos-
ite sequences (Mitchum and Van Wagoner, 1991). The highest orders (fourth,
fifth, and sometimes sixth orders) correspond to stratigraphic units presenting a
cyclicity lower than one million years (paracycles), and are called parasequences
(Mitchum and Van Wagoner, 1991).

Fourth to fifth order stratigraphic units (i.e., parasequences) belong to composite
sequences (third order), whose stratigraphic boundaries are usually observable
or interpretable at the seismic resolution. Then parasequences are usually not
observable at the seismic imaging resolution.

Figure 1.5 illustrates the multi-scale behavior of stratigraphic sequences. Within a
stratigraphic sequence at a fixed order, stratigraphic sequences may be interpreted
at higher orders. These higher-order stratigraphic sequences are bounded by time
lines. This multi-scale interpretation may lead to several stratigraphic sequences
subdividing lower-order stratigraphic sequences at different scales of depth and
time (Posamentier et al., 1992).

Figure 1.5: Successive transgressive and regressive parasequences corresponding
to intervals observed at different scale ot depth and time (Posamentier and Vail,
1988b; van Wagoner et al., 1990). Inspired by Kedzierski et al. (2008). (A) Depth
cross-section and (B) time cross-section (Wheeler diagram; Wheeler (1958)). Re-
draw from Baville et al. (2022).
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Wheeler (1958) proposed combined diagrams, which show the same stratigraphic
section using two different representations: (1) a stratigraphic section as a func-
tion of depth (Figure 1.5.A), and (2) a stratigraphic section as a function of
geological age (Figure 1.5.B) (Amosu and Sun, 2017; Driscoll and Karner, 1999;
Holbrook and Bhattacharya, 2012; Mallet, 2004; Qayyum et al., 2017).

1.2.1 Accommodation rate & Sedimentation rate

The objective of Sequence Stratigraphy is to relate stratigraphic units to cycles.
These cycles are given by cyclicity of accommodation and sedimentation rate,
which are controlled by four main parameters including global (eustatic) seal-level
changes, climate, sediment supply, and basement subsidence or uplift (Catuneanu
et al., 2011; Galloway, 1989a; Johnson and Murphy, 1984; Posamentier and Vail,
1988a; Ruiz and Le Nir, 1999).

Figure 1.6 illustrates the relationship between the rate of relative sea-level change,
the rate of subsidence (tectonics), and the rate of eustatic changes (Posamentier
and Vail, 1988a). The rate of relative sea-level change, corresponds to the rate
of variation of available space for sediment deposition (Homewood et al., 2000;
Kedzierski et al., 2007; Posamentier and Vail, 1988a).

This rate is calculated as the time derivative of the accommodation, which corre-
sponds to the space (full or empty) available for potential sedimentation (Jervey,
1988). The accommodation may be considered as a proxy for the relative sea-
level (Homewood et al., 2000; Robin, 1995). The rate of relative sea-level change
is also called accommodation rate A.

The sediment flow describes the sediment supply and the production of sediments.
In siliciclastic depositional systems, the sediment flow only corresponds to the
amount of sediment which arrives in the basin. However, the preservation of the
sediments is highly sensitive to the erosion, to the reuse of sediments already
deposited, and to the sediment compaction which may modify the thickness and
hence the volume of preserved sediments (Kedzierski, 2007). The sedimentation
rate S is calculated as the time derivative of the sediment flow, and describes
variation in the thickness of the not-compacted sediment (Kedzierski, 2007).

The accommodation is not directly related to the sediment flow, because it only
refers to the space available for the sediment. The ratio A/S, which compares the
accommodation rate A and the sedimentation rate S, controls the filling or not
of the potential depositional space, and have an impact on the architecture of the
stratigraphic units (Borgomano et al., 2020; Homewood et al., 2000; Kedzierski,
2007; Muto and Steel, 1997).
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Figure 1.6: Relationship between the rate of eustatic change, the rate of subsi-
dence, and the rate of relative sea-level change. In this example, the subsidence
is constant. It means that if the eustatic level rises, or the amplitude of the eu-
static fall is lower than the subsidence, the accommodation stays positive. At the
opposite, if the amplitude of the eustatic fall is higher than the subsidence rate,
the accommodation becomes negative. Modified from Edwards (2017); Kedzier-
ski (2007); Posamentier and Vail (1988a).

Figure 1.7 illustrates the five possible configurations given by the ratio A/S,
assuming that the sedimentation rate is strictly positive:

- A/S > 1: retrogradation. The accommodation rate is positive and larger
than the sedimentation rate (creation of depositional space). The result is
a backstepping of the coastline to the proximal pole (Figure 1.7.A).

- A/S = 1: aggradation. The accommodation rate is positive and equal to
the sedimentation rate (creation of depositional space). The result is a rise
of the coastline at the same position within the basin (Figure 1.7.B).

- 0 < A/S < 1: normal regression. The accommodation rate is positive
but lower than the sedimentation rate (creation of depositional space). The
result is a migration of the coastline to the distal pole (Figure 1.7.C). Nor-
mal regression corresponds to simultaneous progradation and aggradation
(Catuneanu, 2006).

- A/S = 0: progradation. The accommodation rate is null (no creation
or removal of depositional space). The impact is a horizontal move of the
coastline towards the distal pole (Figure 1.7.D).
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Figure 1.7: Impact of the ratio A/S (accommodation rate / sedimentation rate)
on the coastline migration (illustrated by bold arrows), and on the stratigraphic
unit geometries. (A-C) positive accommodation rate, (D) null accommodation
rate, and (E) negative accommodation rate. Modified from Edwards (2017);
Homewood et al. (2000); Kedzierski (2007).

- A/S < 0: forced regression. The accommodation rate is negative (re-
moval of depositional space). The impact is a topographic fall of the coast-
line towards the distal pole (Figure 1.7.E).
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Considering these five configurations, there are two main behaviors of the coast-
line that may be highlighted:

- The coastline retreats towards the proximal pole of the depositional system
(Figure 1.7.A). The cause of this migration is a rise of the water depth.
This depositional event is called transgression (e.g., Catuneanu, 2006).

- The coastline migrates towards the distal pole of the depositional system
(Figure 1.7.C-E). The cause of this migration is a fall of the water depth.
This depositional event is called regression (e.g., Catuneanu, 2006).

All the configurations given by the ratio A/S lead to different geometries of the de-
posited stratigraphic units, and may be associated to a depositional event (trans-
gression or regression). According to the depositional event, their geometries,
and their induced connectivity, stratigraphic sequences may be defined following
different nomenclatures (Catuneanu, 2006; Catuneanu et al., 2011).

1.2.2 Sequence Stratigraphy: Nomenclature & Definitions

Sequence Stratigraphy has been accepted for decades to describe the subsur-
face stratigraphy. The ratio A/S has enabled to characterize the geometry of
the deposited stratigraphic units but many terminologies have been proposed to
identify various stages and objects associated with stratigraphic sequences based
on their signature and chronological significance (Catuneanu, 2006; Catuneanu
et al., 2011).

Initially, a stratigraphic sequence is a succession of a regression (fall of the rel-
ative sea-level) and a transgression (rise of the relative sea-level) (Catuneanu,
2002, 2006; Catuneanu et al., 2011). However, the definition of the stratigraphic
sequence boundaries and the terminology of the system tracts in between may
vary from a model to another (Figure 1.8).

The purpose of this PhD work is not to use a sophisticated definition of strati-
graphic sequences to model the subsurface. The objective of this chapter is then
to propose a simple definition of stratigraphic sequences from all existing models
(Figure 1.8) to easily determine the position of core samples and well markers
within these stratigraphic sequences.

Among all these definitions and variations of Sequence Stratigraphy, this PhD
work uses a mixture of Genetic Sequences (Frazier, 1974; Galloway, 1989b) and
T-R sequences (Embry and Johannessen, 1992; Johnson and Murphy, 1984) to
define the main stratigraphic surfaces and the sedimentary system tracts between
these characteristic stratigraphic surfaces (Figure 1.9).
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Figure 1.8: Evolution of stratigraphic sequence definitions since Sloss et al. (1949)
have defined the concept of “Sequence Stratigraphy”. Chronologically, the concept
of genetic sequences (Frazier, 1974; Galloway, 1989b), the concept of depositional
sequence I (Mitchum et al., 1977b), the concept of T-R sequence (Embry and
Johannessen, 1992; Johnson and Murphy, 1984), the concept of depositional se-
quence II (Haq et al., 1987; Posamentier et al., 1988), the concept of depositional
sequence III (Christie-Blick, 1991; van Wagoner et al., 1988, 1990), and the con-
cept of depositional sequence IV (Helland-Hansen and Gjelberg, 1994; Hunt and
Tucker, 1992). Modified from Catuneanu (2006).

1.2.2.1 Stratigraphic surfaces

- Genetic sequences (Frazier, 1974; Galloway, 1989b) are bounded by max-
imum flooding surfaces (Figure 1.9). The maximum flooding surface is
identified as the surface, within each stratigraphic sequence, which corre-
sponds to the maximum landward backstepping of the shoreline.

- T-R sequences (Embry and Johannessen, 1992; Johnson and Murphy, 1984)
are bounded by maximum regressive surfaces (Figure 1.9). The maxi-
mum regressive surface is identified as the surface, within each stratigraphic
sequence, which corresponds to the maximum of basinward progradation of
the shoreline.

1.2.2.2 Stratigraphic system tracts

- The lowstand system tract (Genetic sequences) is formed at the begin-
ning of the sea-level rise, when the sedimentation rate S is larger than the
accommodation rate A and corresponds to a lowstand normal regression
(progradation + aggradation), i.e., 0 < A/S < 1 (Figure 1.7.C).
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Figure 1.9: Definition of stratigraphic surfaces and system tracks considering the
Genetic Sequence (Frazier, 1974; Galloway, 1989b) and the T-R Sequence (Embry
and Johannessen, 1992; Johnson and Murphy, 1984) concepts. Triangles repre-
sent the sediment grain-size according to the depositional conditions. HNR: High-
stand Normal Regression; LNR: Lowstand Normal Regression; T: Transgression;
FR: Forced Regression; MFS: Maximum Flooding Surface; MRS: Maximum re-
gressive Surface; RSL: Relative Sea-Level. Inspired from Catuneanu et al. (2010).

This system tract stops just below the maximum regressive surface and in-
cludes, in marine settings, coarsening-upward (prograding) deposits. How-
ever, these marine deposits are not always preserved due the erosion by the
transgression occuring just above the maximum regressive surface.

- The transgressive system tract (Genetic sequences and T-R sequences)
corresponds to a rapid rise of the sea-level (positive accommodation rate
A) which is not compensated by the sedimentation rate S and corresponds
to a transgression (retrogradation), i.e., A/S > 1 (Figure 1.7.A).

It is globally characterized by a fining-upward trend in marine and allu-
vial deposits (not a systematic rule), and is bounded at the bottom by
the maximum regressive surface, and at the top by the maximum flooding
surface.

- The highstand system tract (Genetic sequences) is formed after the
maximum flooding when the sedimentation rate S becomes larger than the
accommodation rate A and corresponds to a highstand normal regression
(progradation + aggradation), i.e., 0 < A/S < 1 (Figure 1.7.C).

This system tract starts just above the maximum flooding surface and in-
cludes, in marine settings, coarsening-upward (prograding) deposits.
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- The regressive system tract (T-R sequences) regroups all regressive de-
posits corresponding to the lowstand system track and highstand system
tract.

This system track starts just above the maximum flooding surface and
stops just below the maximum regressive surface. It generally corresponds
to coarsening-upward deposits.

1.2.2.3 Prograding parasequences / Clinoforms

Prograding system tracts (Figure 1.7.C-E) may be subdivided in prograding sub-
stratigraphic units, i.e., prograding parasequences. Rich (1951) has defined these
prograding parasequences as clinoforms (Patruno and Helland-Hansen, 2018;
Patruno et al., 2015; Steel and Olsen, 2002).

Prograding sedimentary depositional systems are defined by the principal sed-
iment transport direction, also called dip direction in this manuscript, and
the direction orthogonal to the dip direction is called the strike direction in
this manuscript.

However, there are two types of sedimentary depositional systems corresponding
to two types of dip and strike directions:

- The dip direction is unidirectional and generally orthogonal to the coastline
(i.e., sedimentary margin).

In this configuration, clinoforms have a sigmoidal geometry along the dip
direction (Figure 1.10.A), and have a monoclinal geometry along the strike
direction (Figure 1.10.B).

- The dip direction stays unidirectional on the continental part until a punc-
tual coastal position (sediment source), from which the dip direction be-
comes radial (i.e., sedimentary delta).

In this other configuration, clinoforms have a sigmoidal geometry on the
deltaic part along the dip direction (Figure 1.11.A), and a bell-shaped ge-
ometry along the strike direction (Figure 1.11.B).

The main difference between these two types is the fact of having a point source of
sediment entry (e.g., bay-head delta) and its redistribution or not by the dynamics
of the basin (Figures 1.10 and 1.11).
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Figure 1.10: Geometry of clinoforms along a shoreline with redistribution by wave
action or tidal currents (laterally to the river mouth). (A) Dip direction cross-
section. (B) Strike direction cross-section. Modified from Baville et al. (2022).

Figure 1.11: Geometry of clinoforms in the axis of the deltaic system (vertical
scale exaggerated). (A) Dip direction cross-section. (B) Strike direction cross-
section. Modified from Baville et al. (2022); Gani and Bhattacharya (2005).

1.2.2.4 Stratigraphic conformity

At each stratigraphic order (Figure 1.4), the conformity of the stratigraphic
units corresponds to the way structures, within a stratigraphic sequence, be-
have at the interface of the other stratigraphic sequences surrounding them (Fig-
ure 1.12) (Christie-Blick, 1991; Mitchum et al., 1977a).

Allen (1963) presents the possible conformities that can be observed at strati-
graphic sequence interfaces and has described their geometries in four configura-
tions (Figure 1.12.A-D):

- Both top and base of the stratigraphic sequence are conformable, i.e., sub-
stratigraphic lines are parallel to the stratigraphic sequence interfaces (Fig-
ure 1.12.A).

- The top is not conformable (erosional unconformity) and the base is con-
formable, i.e., substratigraphic lines may intersect the top interface, and are
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Figure 1.12: (A-D) Different stratigraphic sequence conformities: conformable,
erosional unconformity (top) and angular unconformity (base). (E) An exam-
ple of conformity interpretation along well path: (1) erosional unconformity or
pure progradation, (2) conformable, and (3) angular unconformity. Bold lines are
stratigraphic sequence interface, and fine lines are substratigraphic lines. Modi-
fied from Edwards (2017).

parallel to the base interface (Figure 1.12.B). It can also be due to toplaps
during a pure progradation (A/S = 0) without erosion (Figure 1.12.E).

- The top is conformable and the base is not conformable (angular unconfor-
mity), i.e., substratigraphic lines are parallel to the top interface, and may
intersect the base interface (Figure 1.12.C).

- Both top and base of the stratigraphic sequence are not conformable, i.e.,
substratigraphic lines may intersect the stratigraphic sequence boundaries
(Figure 1.12.D).

However, the conformity observed at stratigraphic sequence interfaces may vary
according to the lateral position (e.g., from one well to another) within a single
stratigraphic sequence, as illustrated in Figure 1.12.E (Edwards, 2017).

The conformity of the stratigraphic units gives information about the depositional
processes and about post-depositional events.

1.2.3 Lithostratigraphy versus chronostratigraphy

Stratigraphic units are bounded by stratigraphic surfaces which correspond to
global depositional conditions, e.g., maximum flooding surfaces correspond to the
most distal depositional condition at a location along the profile (e.g., Embry and
Johannessen, 1992; Galloway, 1989b). Stratigraphic sequence boundaries may be
interpreted as time lines (absolute chronostratigraphy) from biostratigraphic
data and other dating methods which usually intercepts first to third order strati-
graphic sequences (e.g., Knaust and Hoth, 2021; van Gorsel, 1988).
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The problem is now to recover strata from fourth to fifth order stratigraphic
sections and vertical wells within lower order absolute chronostratigraphic se-
quences. This recovering can be performed using two different principles of Se-
quence Stratigraphy (Figure 1.13):

- Lithostratigraphy aims to associate strata by comparing their composi-
tion or rock type. Well markers are correlated if they are similar (or, even
better, identical) to generate sedimentary units containing the same facies
(characteristics). However, this method does not consider possible lateral
shifts of facies along a proximal-to-distal direction in the basin, so it cannot
correlate sequences which are too far away.

- Relative chronostratigraphy (referred to as chronostratigraphy in
this manuscript) aims to associate strata by comparing their geological age,
i.e., when they are deemed to correspond to the same depositional time-
window. This generates layers bounded by isochronous horizons, which
may have lateral facies variations depending on depositional environments
tending to produce realistic facies connectivity. Chronostratigraphy con-
sider lateral shifts of facies to be possible along time lines.

These two principles of Sequence Stratigraphy may lead to very distinct subsur-
face models with direct implication for paleogeography and reservoir connectivity.

The difference between lithostratigraphy and chronostratigraphy is illustrated
with an example in Figure 1.13. In this example, the lithology is interpreted
along two wells of the depositional system. Stratigraphic units are interpolated
between the two wells following the concept of lithostratigraphy (Figure 1.13.A),
and following the concept of chronostratigraphy (Figure 1.13.B).

Figure 1.13: An example of lithology interpretation along two wells and their (A)
lithostratigraphic and (B) chronostratigraphic geological layer interpolation and
extrapolation from the same data set. Modified from Ainsworth et al. (1999);
Baville et al. (2022).
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Chronostratigraphy takes into account the depositional environments, which are
not the same at each position of the depositional system. It means that the facies,
which describes the petrophysical and paleontological properties within a strati-
graphic unit (Cross and Homewood, 1997; Gressly, 1838), may vary along the
depositional profile. For example, a stratigraphic sequence may be characterized
by a marine facies on the distal part of the system and a continental facies on
the proximal part of the depositional system.

The objective of chronostratigraphy is to identify the chronostratigraphic sur-
faces, i.e., stratigraphic surfaces along which deposits are considered to have
the same depositional age. From these chronostratigraphic surfaces, and from
the conformity of adjacent units observed at these surface, the chronostratig-
raphy may identify chronostratigraphic system tracts, and chronostratigraphic
sequences at different orders.

1.3 Stratigraphic well correlation

The purpose of this PhD work is to predict or to reproduce the subsurface strati-
graphic unit structures corresponding to fourth to fifth order chronostratigraphic
units (Section 1.2) from subsurface stratigraphic data (Section 1.1) which are able
to interpret fourth to fifth order stratigraphic sequences.

1.3.1 From stratigraphic data to well markers

The three-dimensional subsurface modeling is based on geological principles and
need conditioning data as input. The direct observations, geophysical measure-
ments, and depositional information about the subsurface are the conditioning
data which constrain the building of geomodels.

Seismic data are usually preliminary used to define the zone of interest at the
coarsest scale, i.e., first to third stratigraphic sequences are vertically and laterally
interpreted in seismic data and from outcrop and landscape observations.

Fourth to fifth seismic units (Ringrose and Bentley, 2016), are vertically sampled
along wells and should be laterally correlated from one well to the other.

The lateral correlation of stratigraphic observations along vertical wells is called
stratigraphic well correlation. The stratigraphic well correlation is, first of
all, based on facies interpretations and on stratigraphy concepts (Section 1.2).
Several properties can be interpreted or measured during and after drilling, and
these properties are sampled along the well path in well markers.
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These well markers are defined by their position along the well path and the value
of the property. There are two types of properties which lead to two types of well
markers (Figure 1.14):

- Well logs correspond to quasi-continuous (regular sampling) geophysical
measurements along the well path (e.g., gamma ray, sonic, neutron poros-
ity). If the well data is a well log, the well markers are points and are
regularly sampled along the well path (Figure 1.14.A).

- Well sections correspond to piecewise constant reservoir properties (e.g.,
petrophysical property, petrography, facies, and depositional environment)
and are defined by their top and bottom depths along the well path (e.g.,
coarsening-up intervals, biozones, structural zones, sedimentary facies). If
the well data is a well section, the well markers are intervals and are irreg-
ularly distributed along well paths (Figure 1.14.B).

Moreover, measurement gaps may exist and may lead to discontinuous well
logs and to disjoint well sections.

The purpose of the stratigraphic well correlation is to associate well markers
from one well with well markers from other wells. In this manuscript, the set of
well-marker associations is called a correlation set.

Figure 1.15.A illustrates all the topologically possible well-marker associations.
Every complete set of non-crossing well-marker associations correspond to a cor-
relation set. Indeed, a correlation set cannot be composed of two correlation
lines (i.e., well-marker associations) which cross (e.g., red correlation lines in Fig-
ure 1.15.B), and all well markers must be associated to another well marker. Ad-
ditionally, top and bottom markers, which are high-order stratigraphic markers,
are considered as correlated well markers (e.g., red well markers in Figure 1.15.C).

Figure 1.14: Illustration of the two types of well data and their associated well
markers: (A) well logs (gamma ray and porosity) and regularly sampled well
markers and (B) well regions (lithology and biozones) and irregularly sampled
well markers.
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Figure 1.15: (A) Every topologically possible well-marker associations. Two ex-
amples of topologically inconsistent correlation sets: (B) two well-marker associ-
ations intersect, and (C) all the well marker are not associated.

1.3.2 Principles of chronostratigraphic well correlation

There are a lot of possibilities of well-marker associations (Figure 1.15.A) (Lallier
et al., 2016). The use of one or several principles of correlation may enable to
sort well-marker associations by their likelihoods with respect to the principles of
correlation.

However, the principle of correlation used to associate well markers should be
consistent with the depositional system. Finally, the choice of the principle of
correlation may vary according the type of well data.

Walther’s law of the correlation of facies

Chronostratigraphic correlation consists of correlating markers according to their
depositional age, i.e., markers are correlated if they correspond to the same de-
positional age or period (Figure 1.13.B). However the high number of various
depositional environments and sedimentary facies which may be deposited at the
same time and the complexity of depositional systems make it difficult to return
likely chronostratigraphic well correlations.

Considering the Walther’s law of the correlation of facies, i.e., lithofacies may
vary along the dip direction on the same depositional profile, Collins and Doveton
(1993) propose to constrain the correlation of lithofacies using vertical and lateral
lithofacies succession probabilities.

Moreover, along the strike direction, sedimentary facies may not vary within a
chronostratigraphic unit (e.g., Figure 1.10 and Chapter 3). In this configuration,
use of the concept of lithostratigraphy may be a good way to correlate sedimentary
facies (e.g., Baville et al., 2022).
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Stratigraphic sequence well correlation

Sequence Stratigraphy may be used to interpret T-R sequences along well paths
(Section 1.1). Edwards (2017) has essentially used the principle of Sequence
Stratigraphy to constrain the correlation of transgressive and regressive sequences
(well regions). Assuming that variations of subsidence are mild laterally, trans-
gressive (respectively regressive) sequences cannot be correlated with regressive
(respectively transgressive) sequences.

Edwards (2017) has also proposed to minimize the lateral thickness variation
and the lateral dip variation along correlation lines. However, stratigraphic units
usually correspond to sigmoidal geobodies (Figures 1.7, 1.10 and 1.11), which
means that the thickness and the dip value may laterally vary within a T-R
sequence.

Stratigraphic model-based well correlation

Lallier et al. (2016) propose to use paleobathymetry and depositional slope to
constrain the carbonate facies correlation. Correlation lines correspond to de-
positional lines and the lower the facies variation between well markers and the
theoretical depositional profile, the most likely the correlation line.

Chapter 4 presents an adaptation of this principle of correlation to the siliciclastic
depositional systems by adding dipmeter data to the correlation and being driven
by the following principle: “the lower the difference between a chronostratigraphic
interpolation (in between markers) and a conceptual depositional profile, the
higher the likelihood of the marker association” (Baville et al., 2021a).

Biostratigraphic well correlation

The analysis of the biological elements (e.g., fossils, pollens) in the cores can lead
to biostratigraphic interpretations, also called biozones (e.g., Hay and Southam,
1978; Melo and Loboziak, 2000; Nøhr-Hansen et al., 2017; van Gorsel, 1988).
Core data may then be analyzed to determine, more or less approximately, their
period of deposition.

These biostratigraphic interpretations are subject to uncertainty, but essentially
identify well sections whose depositional age is known. Within these biozones,
well markers are labeled and cannot be associated with well markers in a different
biozone. On the other hand, markers within unidentified areas are not attached
to a biozone and can be associated with labeled or unlabeled well markers.
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Thus well correlations, constrained by biostratigraphic data, follow only one rule
that constrains correlation lines to not completely intersect an area between two
identified biozones (e.g., Knaust and Hoth, 2021).

Chemostratigraphic well correlation

Chemostratigraphy is used on chemical fingerprints recorded in sediments and
sedimentary rocks. It is based on stable isotope signatures fixed in sedimentary
matter which are good proxies for depositional period (e.g., Rodrigues, 2005;
Weissert et al., 2008).

Chemostratigraphy involves the geochemical characterization and correlation of
strata by using major and trace elements. It is generally used in chronostrati-
graphic correlation with poor biostratigraphic control (e.g., Pearce et al., 1999).

Magnetostratigraphic well correlation

Lallier et al. (2013); Man (2008, 2011) propose a time-to-depth correlation of
magnetostratigraphic data acquired along the well paths to the geomagnetic po-
larity time scale, which includes almost all the magnetic inversions as a function
of time. Magnetostratigraphic logs are successions of positive and negative sec-
tions. The basic constraint is to correlate positive (respectively negative) zones
in a signal with positive (respectively negative) zones in the other signals. Lal-
lier et al. (2013) also constrain the correlation by the sedimentation rate which
is computed from the thickness of sections along the well, and the duration of
sections in the geomagnetic polarity time scale.

1.3.3 Uncertainties in stratigraphic well correlation

As shown previously, input data are subject to uncertainties (e.g., geophysi-
cal measurement uncertainties directly linked to the measurement device). The
stratigraphic correlation process introduces additional uncertainties which com-
pound with data prior uncertainties. These additional uncertainties on strati-
graphic well correlations are mainly due to the dissemination of one-dimensional
borehole data and to the fact that fourth to fifth order cycles are below the seismic
resolution and cannot be visually correlated (e.g., Ringrose and Bentley, 2016).
There is therefore a multitude of possible correlations (Figure 1.15.A).

Following the example of stratigraphic interpretations, manual stratigraphic well
correlations are highly sensitive to the expert (e.g., Baville et al., 2019; Dewan,
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1983; Koehrer et al., 2011). This sensitivity leads to uncertainties which are dif-
ficult to assess on manual well correlations. Indeed, the geologist generate the
“best” well correlation (or the several best correlations) according to his under-
standing of the zone of interest: the higher the number of interpreters, the higher
the number of stratigraphic interpretations (Bond et al., 2007; Borgomano et al.,
2008; Dewan, 1983). Moreover, loops between well data stratigraphic interpreta-
tions and well correlation are necessary to build the most consistent stratigraphic
well correlation.

Finally, stratigraphic well correlations are highly sensitive to the structural in-
terpretations and structural uncertainties. Structural faults may lead to local
repetitions of stratigraphic units (normal faults) or to lack of stratigraphic units
(inverse faults) according to their nature. Additionally, tectonic events such as
folding or bedrock tilting can lead to modeling inconsistencies (e.g., depositional
dip versus apparent dip) and must be corrected or taken into consideration when
interpreting and correlating subsurface data. In this PhD work, stratigraphic well
correlations are preferentially provided within unfaulted areas in order to avoid
these situations.

Conclusion

Sequence Stratigraphy is a way to interpret and model the subsurface which
may reproduce the paleogeographic depositional conditions. Stratigraphic inter-
pretations may be performed at several scales (Figure 1.4) and are interpreted
and combined in order to generate subsurface models (manual interpretation or
computer-assisted generation) at these different scales. For example, first to third
stratigraphic units may be interpreted on seismic data and on well data at large
scale, whereas fourth to fifth stratigraphic units are interpreted from well data
below the seismic resolution.

In addition to the multi-scale approach, the subsurface stratigraphic well corre-
lation is directly based on several principles of correlation (Chapters 3 and 4).
Additionally, the same input data set may lead to different subsurface geomod-
els according to the principle of correlation (Figure 1.13) (e.g., Ainsworth et al.,
1999; Baville et al., 2022).

Moreover, manual well correlation are highly sensible to the expert which generate
the best correlation according to his field of expertise and his knowledge about
the depositional system. Moreover, from the same input data set, the higher
the number of interpreters, the higher the number of well correlation (Borgo-
mano et al., 2008; Dewan, 1983). The high sensitivity of the well correlation to
the geologist reflects the uncertainties which are difficult to quantify. Therefore,
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Chapter 2 introduces the computer-assisted well correlation which enable the au-
tomatic stratigraphic well correlations (e.g., Borgomano et al., 2008; Lallier, 2012;
Waterman and Raymond, 1987), and which enable the uncertainties assessment
by generating a high number of possible well correlations and classifying them
according to their likelihood with respect to the principle of correlation (e.g.,
Edwards et al., 2018; Pels et al., 1996).
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Computer-assisted well correlation

Contents
2.1 Computer-assisted well correlation algorithms . . . . 45

2.1.1 Frequency space approaches and multi-scale analysis . 45
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This chapter first presents the different approaches to automatically compute and
stochastically simulate stratigraphic well correlations to assess the uncertainties
(Section 2.1). This chapter presents then the Dynamic Time Warping algorithm.
The Dynamic Time Warping algorithm is the algorithm used in this PhD work
to automatically compute stratigraphic well correlations based on the compu-
tation of well-marker correlation costs and correlation-to-correlation transition
costs (Section 2.2).

N.B.: This chapter contains paragraphs which are modified or partially/entirely
taken from Baville et al. (2022).
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Introduction

Stratigraphic well correlation is a challenging way to model stratigraphic layers
in the subsurface from sparse well data (Nagy and Bjørlykke, 2015). As discussed
in Chapter 1, stratigraphic well correlations enable the interpolation of the strati-
graphic units between well markers, and give information about the connectivity
between these units.

Subsurface data measurement errors are a first source of uncertainties and their
interpretations based on geological concepts are a second source of uncertainties.
Moreover, the stratigraphic correlation of these subsurface data is a third source of
uncertainties, i.e., several likely stratigraphic well correlations may be generated
from one input data set (Borgomano et al., 2008; Koehrer et al., 2011).

As discussed in Chapter 1, well marker correlations are sensitive to the interpreter
and the concept of interpretation (Baville et al., 2019; Borgomano et al., 2008;
Koehrer et al., 2011). The assessment of these well correlation uncertainties may
be achieved by stochastically computing a high number of realizations, exactly
like in other stochastic modeling methods which generate realizations of the sub-
surface parameters (e.g., Caumon, 2010; Colombera et al., 2012; Eide et al., 1996;
Haldorsen and Damsleth, 1990; Massonnat, 1997; Wellmann and Caumon, 2018).

Manual stratigraphic well correlation is not a quick step of the subsurface mod-
eling workflow (Doveton, 1994). Indeed, manual stratigraphic well correlation
needs loops between well data interpretations and their correlation following a
stratigraphic concept (e.g., Knaust et al., 2019). Moreover, the number of pos-
sible well correlations is very sensitive to the number of stratigraphic units to
correlate, and to the number of wells, and the identification of the most likely
realization is not an easy computational task (Edwards et al., 2018; Lallier et al.,
2016).

In addition, the quality of well data interpretations, based on complex transport
and depositional processes (e.g., Vermaas et al., 2016) or on the geological knowl-
edge of the interpreter (Bond et al., 2007), may have an impact on the generated
well correlations (e.g., Baville et al., 2019).

In the 1990’s, the growth of computational and numerical technologies leads to the
development of new software packages especially dedicated to geosciences. These
software packages allow geologists to numerically generate subsurface geological
models and to visualize these models in three dimensions (e.g., Mallet, 1992).

The purpose of this chapter is to presents and briefly describe the different ap-
proaches to automatically compute and stochastically simulate stratigraphic well
correlations to assess the uncertainties (Section 2.1). Among these approaches,
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this PhD work uses the Dynamic Time Warping algorithm to automatically com-
pute stratigraphic well correlations based on the computation of well-marker cor-
relation costs and correlation-to-correlation transition costs (Section 2.2).

2.1 Computer-assisted well correlation algorithms

Several algorithms have been developed to generate automatically stratigraphic
well correlations. The use of these algorithms is a way to discriminate the most
likely scenarios in stratigraphic well correlations (Baville et al., 2019). Indeed,
computer-assisted well correlations are no further based on manual interpretation
but on automatic associations based on numerical rules (e.g., Edwards, 2017;
Lallier, 2012).

Some algorithms enable to generate deterministic stratigraphic well correlations
(e.g., Wheeler and Hale, 2014). However, improvements of these algorithms have
led to the generation of stochastic well correlation scenarios (Lallier et al., 2013).
This stochasticity has enabled geologists to generate not one but several well
correlation scenarios from the same input data set in order to assess the uncer-
tainties. It is also possible to evaluate their differences, and to rank them by their
likelihood (e.g., Baville et al., 2019; Lallier, 2012; Lallier et al., 2016; Pels et al.,
1996).

2.1.1 Frequency space approaches and multi-scale analysis

Preston and Henderson (1964) first proposed to correlate sedimentary forma-
tions from resistivity logs processed using Fourier analysis. The one-dimensional
Fourier analysis consists of the decomposition of a one-dimensional signal into
trigonometric functions (Fourier, 1822). These trigonometric functions are char-
acterized by their frequencies, which lead to a spectrum containing the frequencies
of all the trigonometric function decomposing the initial signal. Fourier analysis
has been used in computer-assisted well correlation until the 1980’s (e.g., Mar-
tinson et al., 1982).

Mann and Dowell (1978) also proposed to correlate electrical well logs using
spectral analysis. The multi-scale approach enables to transform signals and to
correlate sections at different scales.

Clark and Thompson (1979) propose to use the least squares method to correlate
well logs from cubic splines. This method enables to deform the one-dimensional
regularly sampled well logs (compression and stretching) to correlate them.
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These methods of multi-scale well-log analyses and correlations are only applied
on well logs, i.e., the generated correlation correspond to lithostratigraphic cor-
relations. Indeed, the purpose of these methods is to associate similar sections of
well logs. Moreover, these methods are not able to generate hiatuses, which may
correspond to erosional or non deposition surfaces during the correlation process.

2.1.2 Well-log cross-correlation

The cross-correlation is a statistical approach which enables the computation of
the similarity between two one-dimensional signals which generally have differ-
ent sizes by moving one series relative to the other. At the opposite of Fourier
analyses, cross-correlation takes into account the spatial variations of the signals.

Holgate (1960) proposes to align core data and well logs from the same well and
find a linear relation in between to evaluate the information of the cores (porosity)
from the logs (sonic). Moran et al. (1962) also propose to correlate microresistivity
logs during dip measurements in the same well using cross-correlation.

The cross-correlation algorithm has also been applied to the well-to-well corre-
lation (Matuszak, 1972). The principal purpose of the application of the cross-
correlation is the comparison of stratigraphic unit successions based on well logs
(e.g., Davis, 1973; Dean and Anderson, 1974; Harbaugh and Merriam, 1968; Mer-
riam, 1971; Sackin, 1965).

The above methods only work on well logs treated as continuous signals, whereas
geological interpretations may be categorical variables (e.g., facies, T-R sequences,
biozones). In these configurations, the cross-correlation approaches has been
modified to be applied to categorical data (Sackin and Merriam, 1969).

As cross-correlation calls for moving windows of fixed size, Neidell (1969) proposes
to improve the cross-correlation by using the covariance between two signals to
create the “ambiguity function” (a stretching function). Southam and Hay (1978)
propose to combine the cross-correlation and Fourier analysis in order to optimize
stretches and compressions of stratigraphic units which are punctually correlated
by their horizons. Despite these improvements, hiatuses are not managed.

Cross-correlation have been the most used algorithm to correlate wells until the
1980’s (Waterman and Raymond, 1987). However, these methods of well-log
cross-correlations are only applied on well logs, i.e., the generated correlation cor-
respond to lithostratigraphic correlations. Indeed, the purpose of these methods
is to associate similar sections of well logs. Moreover, the stretching / compression
approaches do not take into account the sedimentation rate, and by extension are
not able to generate hiatuses.
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2.1.3 Well-log section correlation

Testerman (1962) proposes a variant of the cross-correlation method, that takes
as input not whole signals and a fixed cross-correlation window size, but sections
of variable length of these signals. These sections are constructed to minimize
the variation of the analyzed property within these sections. Then the algorithm
computes the difference between the average value of the property within the
sections and associates two sections if the variation of the average values is similar
to the variation of the property within these sections.

Kemp (1982) has proposed an algorithm to correlate well-log intervals. However,
this algorithm do not subdivide well logs themselves and takes only well-log in-
tervals already subdivided by a geologist as input parameters. Moreover, the
purpose of this algorithm is not to find the best correlation set, but only to
correlate intervals two-by-two without taking account to the rest.

The main difference between these two approach and the other presented earlier
states in the simulation of hiatuses. Indeed, if an interval is correlated with no
other interval in the other wells, a stratigraphic hiatus is directly simulated. How-
ever, these methods ask for the user to subdivide the well logs in intervals, and
are only applied on well logs, i.e., the generated correlation correspond to lithos-
tratigraphic correlations. Indeed, the purpose of these methods is to associate
similar sections of well logs.

2.1.4 Dynamic well correlation algorithms

The concept of dynamic correlation is based on the principle of optimality for-
mulated by Bellman and Kalaba (1957). The principle of optimality consists of
decomposing a problem into subproblems, solving these subproblems, storing the
results, and finally solving the initial problem from these intermediate results
(Dreyfus, 2002).

Gordon (1980); Gordon and Reyment (1979) propose an adaptation of the slotting
method (Delcoigne and Hansen, 1975) to the well-log correlation. The purpose
of this method is to embed the logs to form a single sequence. This amounts
to consider that each element has no temporal equivalent on the other sequence,
that it has been eroded or that it has not been deposited, i.e., the correlation is
a series of hiatuses. Thompson and Clark (1990) propose an improvement to this
approach by enabling to constrain the thickness of the embed well-log parts.

Again, these methods of dynamic well-log correlations applied on well logs cor-
respond to lithostratigraphic correlations. As discussed in Chapter 1, the lithos-
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tratigraphic well correlation does not take into account the lateral variation of
facies along a depositional profile (Walther’s Law of the Correlation of Facies),
whereas chronostratigraphic well correlation aims to associate well markers ac-
cording to their depositional ages.

Cross-correlation has been presented to be applied on well logs but, it also can
be applied on categorical data to generate outcomes which are consistent with
the concept of sequence stratigraphy (Sackin and Merriam, 1969). However, well
cross-correlation algorithms are not able to simulate or to reproduce hiatuses
during the correlation process, whereas hiatuses correspond to the main part of
sedimentary recordings (Ager, 1981, 1993; Miall, 2016).

The Levenshtein distance corresponds to the minimum number of modifications
required to move from one sequence of elements to another, i.e., insertions, dele-
tions, substitutions (Levenshtein, 1966). Several algorithms of Dynamic Time
Warping are based on the Levenshtein distance. These algorithms are efficient
to compare two sequences and correlate them computing a correlation cost using
rules of correlations.

Dynamic Time Warping algorithms are used for different purposes, such as bioin-
formatics (e.g., Higgins and Sharp, 1988; Needleman and Wunsch, 1970), speech
recognition (e.g., Myers and Rabiner, 1981; Sakoe and Chiba, 1978), and sub-
surface modeling (e.g., Edwards et al., 2018; Hale, 2013; Lallier et al., 2013;
Waterman and Raymond, 1987).

The Dynamic Time Warping algorithm enables the correlation of two sequences
of elements which may be regularly sampled, such as well logs and seismograms
(e.g., Hale, 2013), but also two sequences of elements which may be irregularly
sampled, such as geological interpretations (e.g., Lallier et al., 2016; Smith and
Waterman, 1980). Furthermore, the number of elements in the two sequences may
be different and the Dynamic Time Warping algorithm may generate correlations
with stratigraphic hiatuses.

In this PhD work, the two correlation rules described in Chapters 3 and 4 define
correlation costs which are used to compute all possible marker combinations
aggregated by the Dynamic Time Warping algorithm.

2.2 Dynamic Time Warping algorithm

The correlation of n series by computing a n-dimensional correlation matrix and
by evaluating of the maximum match has been first proposed by Needleman and
Wunsch (1970) for the comparison of similarities in amino acid sequences. The
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Dynamic Time Warping algorithm has been first developed by Sakoe and Chiba
(1978) for speech recognition in order to associate two time series as likely as
possible. The main idea was to minimize the squared difference between each
association corresponding to the best correlation.

The Dynamic Time Warping algorithm has been first adapted to the stratigraphic
well correlation by Smith and Waterman (1980), in order to associate the most
likely lithologies interpreted along two vertical wells.

2.2.1 Well-to-well correlation

In the case of stratigraphic well correlation, the purpose of the Dynamic Time
Warping algorithm is to return the best correlation sets from two vertical wells.
A correlation set is a set of well marker associations.

A correlation set is admissible only if there are no correlation lines which intersect,
and is conformable if each well marker on one well is correlated to other well
markers on the other well (Figure 1.15). Moreover, the two well markers at the
top (and the two well markers at the bottom) of the two correlated wells are
automatically correlated together.

The Dynamic Time Warping algorithm uses a conceptual two-dimensional cor-
relation cost matrix whose axis correspond to the two input wells, i.e., lines cor-
respond to well markers in the first well and column correspond to well markers
in the other well (Figure 2.1). Moreover, vertical (respectively horizontal) tran-
sitions represent hiatuses simulated in the well corresponding to the horizontal
axis (respectively vertical axis).

Within the conceptual correlation cost matrix, a correlation set corresponds to
a correlation path, i.e., a succession of transitions (arrows) between well marker
associations (cells). In order to be conformable, the correlation path must respect
three rules:

- The correlation path must start at the top left corner.

- The correlation can only go right, bottom or bottom right.

- The correlation path must finish at the bottom right corner.

Each well-marker association is defined by a correlation cost c. Each transition
between two well-marker associations are defined by a transition cost t. Finally
the sum of all the costs along a correlation path gives the cumulative correlation
cost of the correlation set.
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Figure 2.1: Illustration of the two-dimensional version of the Dynamic Time
Warping algorithm at step [i, j] with two wells containing I and J markers.

The purpose of Dynamic Time Warping algorithm is to minimize the cumulative
correlation cost and to return the correlation path having the minimum correla-
tion cost among all the possible correlation sets using

Cab[i, j] = cab[i, j] + min

 tab[i, j
−][i, j] + Cab[i, j

−]

tab[i
−, j−][i, j] + Cab[i

−, j−]

tab[i
−, j][i, j] + Cab[i

−, j]

 . (2.1)

Equation (2.1) is deterministic and return the correlation path having the lowest
cumulative among all the possible correlation sets. However, the Dynamic Time
Warping algorithm may be adapted to return the n-best correlation sets corre-
sponding to the n-lowest cumulative correlation costs (e.g., Caumon and Antoine,
2019; Pels et al., 1996).

To assess uncertainties on the correlation generation, Lallier et al. (2016) also
propose a stochastic version of the two-dimensional Dynamic Time Warping al-
gorithm given by

Cab[i, j] = min


1 / α1 if p ∈

[
0, α1

α1+α2+α3

[
1 / α2 if p ∈

[
α1

α1+α2+α3
, α1+α2

α1+α2+α3

[
1 / α3 if p ∈

[
α1+α2

α1+α2+α3
, 1
]

 . (2.2)
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where p is a random value simulated from a uniform distribution U [0, 1], and
α1, α2 and α3 correspond respectively to the likelihood of making a vertical, an
oblique, or a horizontal transition and are given by

α1 =
1

(cab[i, j] + tab[i, j−][i, j] + Cab[i, j−])
, (2.3)

α2 =
1

(cab[i, j] + tab[i−, j−][i, j] + Cab[i−, j−])
, (2.4)

and

α3 =
1

(cab[i, j] + tab[i−, j][i, j] + Cab[i−, j])
. (2.5)

2.2.2 Multi-well correlation

The two-dimensional equation of the Dynamic Time Warping algorithm enable
the correlation of only two wells. However, subsurface modeling is generally based
on more than two wells.

Simultaneous multi-well correlation

The two-dimensional version of the Dynamic Time Warping algorithm may be
adapted to an n-dimensional version in order to simultaneously correlate n wells
(Brown, 1997). In the n-dimensional version of the algorithm, the conceptual
correlation cost matrix becomes a n-dimensional matrix whose cells correspond
to the correlation between n well markers.

For example, the three-dimensional version of the Dynamic Time Warping algo-
rithm is based on a three-dimensional conceptual correlation cost matrix whose
cells correspond to triplets of well markers, and each well-marker association is
preceded by seven triplets of well markers (Figure 2.2). The correlation path
must start from the cell corresponding to the triplet of top well markers, and
finish in the cell corresponding to the triplet of bottom well markers. Moreover,
within the conceptual correlation cost matrix, the correlation path has only seven
possible directions at each step in order to generate admissible correlation sets
(Figure 2.2).

A correlation cost c can be computed for each triplet of well markers, and a
transition cost t can be computed for each succession of triplets. Finally the cor-
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Figure 2.2: Illustration of the three-dimensional version of the Dynamic Time
Warping algorithm at step [i, j, k] with three wells containing I, J and K mark-
ers. Cells correspond to triplets of well markers (correlation cost c), and arrows
correspond to transitions between two triplets (transition cost t).

relation set having the lowest cumulative cost among all the possible correlation
sets is given by

Cabc[i, j, k] = cabc[i, j, k] + min



tabc[i, j, k
−][i, j, k] + Cabc[i, j, k

−]

tabc[i
−, j, k−][i, j, k] + Cabc[i

−, j, k−]

tabc[i, j
−, k−][i, j, k] + Cabc[i, j

−, k−]

tabc[i
−, j−, k−][i, j, k] + Cabc[i

−, j−, k−]

tabc[i
−, j, k][i, j, k] + Cabc[i

−, j, k]

tabc[i
−, j−, k][i, j, k] + Cabc[i

−, j−, k]

tabc[i, j
−, k][i, j, k] + Cabc[i, j

−, k]


. (2.6)

However, the higher the number of wells, the higher the dimension of the system,
and the higher the computational time. Indeed, the n-dimensional version of the
Dynamic Time Warping algorithm is not efficient and the computational time
(O(nd) with n the number of wells and d the number of markers per well) make
its application prohibitive (Fuellen, 1997).

Iterative multi-well correlation

Another way to automatically generate multi-well correlations is to keep the two-
dimensional version of the Dynamic Time Warping algorithm, but to add itera-
tively wells to the multi-well correlation process (Figure 2.3).

52



Section 2.2. Dynamic Time Warping algorithm

Figure 2.3: Illustration of the three-dimensional version of the Dynamic Time
Warping algorithm at step [i, j, k] with three wells containing I, J and K mark-
ers. Cells correspond to triplets of well markers (correlation cost c), and arrows
correspond to transitions between two triplets (transition cost t).

Figure 2.3 illustrates two possible configurations for the iterative addition of wells
to the multi-well correlation process:

- Figure 2.3.A illustrates the linear configuration. A lonely well (Well 3) is
added to the group of correlated wells. The addition is linear, and the
automated correlation is computed between one well of the group of wells
(Well 2) and the lonely well (Well 3).

- Figure 2.3.B illustrates the pyramidal configuration. In this configuration,
to group of wells are gathered through one well-to-well correlation. The ad-
dition is pyramidal because the automated correlation is computed between
one well of the first group of wells (Well 2) and one well of the other group
of wells (Well 3).

In both configurations, the Dynamic Time Warping algorithm computes the low-
est cumulative correlation set between the two wells cost using Equation (2.1).
Lallier et al. (2016) also proposed to redraw randomly correlation set between
two successive wells along the correlation edge and to update the model until
the convergence of the model, i.e., a stable minimum correlation cost. However,
this approach do not always converge and the order of correlation may have an
impact on the outcomes.

During the correlation process, the existing well marker correlation on both sides
of the current correlation may be included in the correlation cost computation by
modifying Equation (2.1) to

Cab[i, j] = cab[i, j] + min

 tab[i, j
−][i, j] + Cab[i, j

−]

tab[i
−, j−][i, j] + Cab[i

−, j−]

tab[i
−, j][i, j] + Cab[i

−, j]

+ Ca[i] + Cb[j], (2.7)

53



Chapter 2. Computer-assisted well correlation

where Ca[i] (respectively Cb[j]) is the aggregated correlation cost computed at the
previous steps corresponding to the association of the well marker i (respectively
the well marker j) in the well a (respectively in the well b) with the other well
markers in its group of wells:

- In the linear configuration (Figure 2.3.A), Ca[i] corresponds to the sum of
all correlation costs c linked to the well marker i, and Cb[j] is null because
the well marker j is not correlated to any other well marker.

- In the pyramidal configuration (Figure 2.3.B), Ca[i] corresponds to the sum
of all correlation costs c linked to the well marker i, and Ca[i] corresponds
to the sum of all correlation costs c linked to the well marker j.

The iterative multi-well correlation enable to solve the problem of computa-
tional time, which is to high with simultaneous multi-well correlation algorithms
(Brown, 1997). However, the iterative multi-well correlation is efficient if there
is no loop in the correlation path, i.e., each well is considered at most twice,
excepted for the two extreme wells which are considered once during the process.
Indeed, loops in the correlation path may lead to the correlation of two different
well markers from one single well, i.e., loops may lead to inconsistent correlation
sets (Lallier et al., 2016; Wheeler, 2015).

Edwards et al. (2018) proposed to propagate a stratigraphic column during the
multi-well correlation process. The purpose of this stratigraphic column is to
keep a memory of all the well markers which belong to the same correlation
line (Figure 2.4). Using the stratigraphic column, it is possible to compute a
stratigraphic model during the correlation process and to assess uncertainties on
this stratigraphic model by simulating stochastic well correlation.

Moreover, keeping in memory every well marker corresponding to the same corre-
lation line, i.e., the same stratigraphic unit in the stratigraphic column, enable the
computation of correlation costs based on more than two well markers (Antoine
and Caumon, 2018, 2020; Caumon and Antoine, 2019). The other advantage of
maintaining the stratigraphic column during the correlation computation is for
gaps which correspond to erosion or non deposition (baselap).

Conclusion

For decades, algorithms have been developed to generate stratigraphic well cor-
relations. The first approach was able to correlate wells following the concept of
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Figure 2.4: Illustration of three possible the stratigraphic column propagations
during the well correlation computation. LSCi:j is the local stratigraphic column
between wells i and j; GSCi:j is the global stratigraphic column between wells i
and j. U i:j

n is to the stratigraphic unit n interpreted between wells i and j. Gi:j

is a stratigraphic gap interpreted between wells i and j. ∪ is the union of two
units or gaps. Redrawn from Edwards et al. (2018).

lithostratigraphy by correlating well logs. However, lithostratigraphic well cor-
relation do not take into account the possible variation of subsurface properties
along a depositional profile, leading to inconsistent stratigraphic models.

Other approach have been developed to take into account this possible variation
of properties along depositional profile, i.e., along correlation lines. Dynamic
Time Warping algorithms have been adapted to stratigraphic well correlation
to constrain the well marker associations by correlation costs consistent with
depositional principles. Moreover, the Dynamic Time Warping algorithm can be
applied on well log and is able to automatically stretch or squeeze.

These computer-assisted well correlations have a potential to reduce the inter-
pretation bias and to assess uncertainties in stratigraphic modeling. In this PhD
work, two principles of correlation have been developed (Chapters 3 and 4) to
compute correlation and transition costs which are aggregated by the Dynamic
Time Warping algorithm, and to assess uncertainties on stratigraphic subsurface
models.
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Sedimentary facies vs Well distality
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This chapter presents the distality rule of correlation. It defines the principle
of correlation (Section 3.1), describes the computation of the correlation likeli-
hood (Section 3.2), presents the first results obtained on a synthetic data set
(Section 3.3), and discusses the impact of each parameter (Section 3.4).

N.B.: This chapter contains paragraphs which are modified or partially/entirely
taken from Baville et al. (2022).
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Abstract

Computer-assisted stratigraphic correlation can help to produce several scenarios
reflecting interpretation uncertainties. The first method proposed in this work
translates some sedimentary concepts into a correlation cost for each possible
stratigaphic correlation lines. All these correlation costs are used to populate
a cost matrix in order to apply the Dynamic Time Warping algorithm and to
compute the n-best correlation sets having the n-least cumulative costs. The
proposed cost function reflects prior knowledge about sediment transport direc-
tion, and it is illustrated on simple synthetic data sets. Well markers are described
by two parameters: (1) the sedimentary facies corresponding to a depositional
environment, and (2) the relative distality of the well computed from its position
along the sediment transport direction. The main principle of correlation used
in this method assumes that “a well marker (described by a facies index f and
a distality value d) cannot be correlated with another well marker described by
a depositionally deeper facies at a more proximal position, or a depositionally
shallower facies at a more distal position”. This approach produces consistent
stratigraphic well correlations, and highlights the sensitivity of the solution to
the order of wells in the correlation process. Therefore, the proposed rule offers
a way to coherently consider chronostratigraphic correlation and the associated
uncertainties at the parasequence scale, i.e., at a smaller scale than generally
considered in deterministic correlation.

Introduction

Ideally, a quantification of correlation uncertainties would call for generating every
topologically possible scenario and evaluating their likelihood. However, the very
large number of topologically possible scenarios (number of Delannoy; Dellanoy
(1886)) makes their manual validation almost impossible (e.g., Lallier et al., 2016).
To overcome this limitation, numerical methods to provide automatically multiple
stratigraphic scenarios have been proposed (e.g., Edwards et al., 2018; Lallier
et al., 2016; Pels et al., 1996). These scenarios are consistent with the input data
and with some explicitly defined correlation rules which allow to discern the most
likely solutions. Therefore, correlation rules must be carefully chosen to produce
solutions which are geologically acceptable.

As discussed in Chapter 1, the following chapters consider well correlations based
on relative chronostratigraphic principles (Section 3.1), as they are considered
as the most predictive to model the subsurface. Among chronostratigraphic ap-
proaches, sequence stratigraphy describes the stratigraphic structure of sedimen-
tary basins based on depositional sequences (e.g., Catuneanu, 2006; Catuneanu
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et al., 2011; Galloway, 1989a; Mitchum, 1977). Depending on the relative well
distality (relative well position along a proximal-to-distal transect), depositional
processes vary and lead to different isochronous sedimentary facies and vertical
stacking patterns (e.g., Bhattacharya, 2011; Borgomano et al., 2008; Knaust and
Hoth, 2021; Lallier et al., 2016).

The Dynamic Time Warping algorithm (Sakoe and Chiba, 1978) is used to re-
trieve such isochronous surfaces from the stratigraphy sections. As described in
Chapter 2, this algorithm computes the likelihood of a correlation set among all
possible correlation sets and returns the best correlation set, i.e., the most likely
correlation set (e.g., Hale, 2013; Sakoe and Chiba, 1978; Waterman and Raymond,
1987; Wheeler and Hale, 2014) or the n-best correlation sets (e.g., Edwards et al.,
2018; Pels et al., 1996) among all the computed realizations. Lallier et al. (2016)
proposed a stochastic version of the Dynamic Time Warping algorithm to assess
the uncertainties on the well correlations. The likelihood of one correlation set is
computed by minimizing the sum of elementary correlation costs and transition
costs between correlations.

In this chapter, the proposed significant methodological contribution is the ex-
plicit integration of distality in the elementary correlation cost of the Dynamic
Time Warping algorithm (Section 3.2). This new rule enables to compute global
correlation set likelihood and to rule out impossible lateral facies variations along
the generated isochronous layers, assuming a prior sediment direction.

In this correlation cost function, all input data (well logs and core samples of the
interval of interest) must be given within unfaulted stratigraphic parasequence
successions. This condition can be ensured by using a few regional seismic mark-
ers corresponding to lower order cycles or by using dip analysis (see Chapters 5
and 6). The focus is set on relative chronostratigraphic well marker correlation
based on (1) the sedimentary facies that correspond to the depositional environ-
ment interpreted as zones along the well paths, and (2) the relative distality of the
well along the sediment transport direction. The proposed method is illustrated
and validated with three simple synthetic data sets (Section 3.3). It will then be
applied to real data in Chapters 5 and 6.

3.1 Principle of correlation

In this PhD work, relative chronostratigraphy is used to associate well mark-
ers. The objective of this PhD work is to propose correlation rule to correlate
time-windows. Assuming that over a given area, some deposition events are
quasi-synchronous depending on basin geometry, subsidence, distribution and
depositional system. Therefore, along a given isochronous surface, all deposits
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have (approximately) the same geological age (Figure 3.1). In this case, correlat-
ing these isochronous deposits is the same as correlating time windows and vice
versa.

A sedimentary domain can be characterized by two main directions: proximal-
to-distal direction (dip), given by the regional sediment transport direction, and
the direction perpendicular to it (depositional strike). In practice, these two
directions may change laterally (e.g., in fan-shaped deltas), but, for simplicity
the case of a Cartesian geometry is considered here to schematize the internal
structure of a sedimentary basin margin (Figure 3.1). In the direction of sediment
transport (BB’), there is a superposition of sigmoidal bodies whereas along the
depositional strike direction (AA’), a superposition of monoclinal bodies occurs.

These sedimentary bodies are defined as clinoforms (Driscoll and Karner, 1999;
Hampson, 2000; Patruno and Helland-Hansen, 2018; Patruno et al., 2015; Rich,
1951) and are characterized by a lateral transition of facies (from the most proxi-
mal to the most distal region) during the same depositional event. Depending on
the context (distance to fluvial sediment source, dominance of waves / tides in
the depositional process), clinoforms are observed in every direction, even though
they have different shapes along depositional dip and strike.

Figure 3.1 illustrates two successive clinoforms formed during a regressive sys-
tem tract and bounded by isochronous surfaces (black bold lines). These two
clinoforms may be divided into four sedimentary facies classified by their relative
depositional depth. These clinoforms may be defined at a large time interval

Figure 3.1: Three-dimensional illustration of a simplified sedimentary basin mar-
gin geometry along the depositional strike direction (AA’) and the principal sed-
iment transport direction (BB’). Parasequence boundaries (black bold lines) are
isochronous lines separating clinoforms. Modified from Baville et al. (2022).
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(fourth order - parasequences), being in the range of 150,000 to 200,000 years
(Knaust and Hoth, 2021), and at a lower temporal scale, clinoforms can be sub-
divided in several stratigraphic system tracts.

A clinoform may be subdivided into several sequences and the purpose of this
work is to correlate well markers in order to reproduce these subdivisions and to
generate a chronostratigraphic model of the subsurface.

Figure 3.2 illustrates that along the two principal directions, well marker cor-
relation likelihood may be qualitatively evaluated using the clinoform internal
geometry as the reference.

This leads to several configurations which are not geologically plausible if it is
assumed that the depositional depth increases with the distality:

- A sedimentary facies in a well cannot be associated with a depositionally
shallower facies in a more distal well.

- A sedimentary facies in a well cannot be associated with a depositionally
deeper facies in a more proximal well.

Considering these two configurations of exclusion, it is possible to postulate a
principle of correlation stating that “a well marker (described by facies and dis-
tality taken at the center of an interval having a constant facies and a constant

Figure 3.2: Well-marker correlation likelihood based on facies association within a
sedimentary basin along (A) the depositional strike direction and (B) the principal
sediment transport direction. Facies association likelihood is represented by a
dashed or full green or red line. Modified from Baville et al. (2022).
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distality) cannot be correlated with another well marker described by a deposi-
tionally deeper facies at a more proximal position, or a depositionally shallower
facies at a more distal position”.

This principle allows us to evaluate every single well marker correlation line inde-
pendently and not the entire correlation set. Therefore, the next section focuses
on the computation of likely correlation sets.

3.2 Correlation likelihood computation

For relative chronostratigraphy, the main difficulty is to define appropriate corre-
lation costs. For example, Lallier et al. (2016) used paleobathymetry and deposi-
tional slope constraints to define carbonate facies correlation rules. Edwards et al.
(2018) derived correlation and transition costs by scanning three-dimensional
models obtained by process-based stratigraphic simulation. These approaches
can incorporate depositional concepts into automatic correlation, but they call
for determining quantitative parameters which may be difficult to infer in some
depositional environments. In the next subsection, the more qualitative notion
of distality discussed in Section 3.1 is used to define new correlation costs cab[i, j]
and transition costs tab[i, j][k, l].

3.2.1 Correlation cost computation

If Figure 3.1 is considered as a simple approximation for a sedimentary basin mar-
gin geometry along the depositional strike direction (AA’) and depositional dip
direction (BB’), it is possible to qualitatively estimate the well marker correlation
likelihood as illustrated in Figure 3.2.

The proposed method may be applied on two wells, referred to as wells a and b.
Input data are (1) sedimentary facies interpretation f defined along the entire well
by their top and bottom depths, and (2) well distality d defined by a piecewise
constant function of the depth according to the depositional context.

These two parameters must be preprocessed as follows:

- Well markers are taken at the center of each sedimentary facies, and assigned
to f directly given by the sedimentary facies encoding (facies codes increase
from the deepest, i.e., f = 1, to the shallowest sedimentary facies).

- Well distality may vary along a vertical well, but is assumed to be constant
within a clinoform (distality is increasingly defined from the most distal well
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position within the basin, i.e., d = 1, to the most proximal well position
within the basin), i.e., a parasequence.

Note that this ordering can be reversed as long as facies depositional depth
and distality are encoded consistently.

Considering that well a is composed of I markers ma(i), i ∈ I = J1, IK and well
b is composed of J markers mb(j), j ∈ J = J1, JK, each marker ma(i) and mb(j)

can be expressed as:

ma(i) =
(
fa(i), da(i)

)
and mb(j) =

(
fb(j), db(j)

)
. (3.1)

3.2.1.1 Contribution of the sedimentary facies

Sedimentary facies are interpreted along a paleogeographic depositional profile
(i.e., deep-to-shallow paleogeographic depositional conditions), and are encoded
according to their relative position along this profile as illustrated for example in
Figure 3.3.A.

The sedimentary facies normalization term f0 is computed from the entire data
set (N wells) and corresponds to the maximal variation between two interpreted
sedimentary facies (i.e., the variation between the deepest facies and the shallow-
est facies):

f0 =

∣∣∣∣max
i,n

(
fn(i)

)
−min

i,n

(
fn(i)

)∣∣∣∣ , (3.2)

with 1 ≤ n ≤ N .

Between wells a and b, considering the facies normalization term f0, an adimen-
sional term ∆fab(i, j) can be computed for each pair of sedimentary facies fa(i)

and fb(j) by

∆fab(i, j) =
|fa(i)− fb(j)|

f0
. (3.3)

By construction, 0 ≤ ∆fab(i, j) ≤ 1 and the number of values that ∆fab(i, j)

may take is finite and values are not necessarily regularly sampled (e.g., Fig-
ure 3.3). The finite number of values may be plotted along an axis representing
the sedimentary facies variation ∆fab(i, j).
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Figure 3.3: (A) Sedimentary facies f interpreted along a typical paleogeographic
depositional profile and encoded from the most deep (f = 1) to the most shallow
(f = 15). (B-C-D) ∆fλ

ab(i, j) is the relative facies variation ∆fab(i, j) composed
by the discretization function λ which characterizes possible relationship between
several values of facies variations (Equation (3.4)).

The first assumption that may be made, is to consider each facies variation value
independently (Figure 3.3.B-C). The second assumption that may be made, is
to consider that some facies variation values are equivalent and that their values
should be the same (Figure 3.3.D).

In both cases, ∆fλ
ab(i, j) is the facies variation ∆fab(i, j) composed by a monotonic

normalized function function λ such as

∆fλ
ab : I × J → [0, 1]

(i, j) 7→ λ
(
∆fab(i, j)

)
= λ

(
|fa(i)−fb(j)|

f0

)
,

(3.4)

Figure 3.3 illustrates three examples of functions λ with the facies normalization
term f0 = 14:

- λ1 is the identity function (Figure 3.3.B), and the corresponding facies vari-
ation ∆fλ1

ab (i, j) is given by

∆fλ1
ab (i, j) =

|fa(i)− fb(j)|
f0

. (3.5)
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- λ2 is the p-root function (Figure 3.3.C), and the corresponding facies vari-
ation ∆fλ2

ab (i, j) is given by

∆fλ2
ab (i, j) =

(
|fa(i)− fb(j)|

f0

)p

, p ≥ 0. (3.6)

- λ3 is a disjoint normalized membership function (Figure 3.3.D), and the
corresponding facies variation ∆fλ3

ab (i, j) is given by

∆fλ3
ab (i, j) =

P⋃
p=0

[
cp × 1[f−

p ,f+
p ]

(
|fa(i)− fb(j)|

f0

)]
, (3.7)

where 1[f−
p ,f+

p ] is the indicator function which returns 1 within the interval
[f−

p , f
+
p ] and 0 outside, P is the number of disjoint intervals, f−

p and f+
p

are the lower and upper bounds of the pth interval, and cp is the value
that takes ∆fλ3

ab (i, j) in the pth interval, with 0 = c0 ≤ cp ≤ cP = 1, or
1 = c0 ≥ cp ≥ cP = 0.

Geologically, the function λ is difficult to validate or to justify because the facies
variation ∆fab(i, j) does not have a strict geological meaning. However, it may
be used to assess the impact of the sedimentary facies digitalization on the strati-
graphic well correlation, which are computed from the facies variation ∆fab(i, j).

In this PhD work, λ is always considered as the identity function (Equation (3.5)),
i.e., there is no equivalence between two different values of facies variations, and
the sampling is regular. However, there is a possibility to infer on this discretiza-
tion function in order to evaluate its impact on well correlation simulations.

3.2.1.2 Contribution of the relative well distality

Well distality may also be interpreted along a depositional profile (i.e., distal-
to-proximal depositional conditions), and is encoded according to the position of
wells within the depositional system (e.g., Figure 3.4.A).

The well distality normalization term d0 is computed from the entire data set (N
wells) and corresponds to the maximal distality variation between two wells (i.e.,
the variation between the most distal well and the most proximal well):

d0 =

∣∣∣∣max
i,n

(
dn(i)

)
−min

i,n

(
dn(i)

)∣∣∣∣ , (3.8)

with 1 ≤ n ≤ N .
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Figure 3.4: (A) Well distality d interpreted along a typical paleogeographic de-
positional profile and encoded from the most distal (d = 1) to the most proximal
(d = 15). (B-C-D) ∆dαab(i, j) is the distality variation ∆dab(i, j) weighted by
the scaling coefficient α which represents how the lateral size of the depositional
system is deemed to scale with the inter-well distance (Equation (3.10)).

Between wells a and b, considering the distality normalization term d0, an adi-
mensional term ∆dab(i, j) can be computed for each pair of well distality da(i)

and db(j) by

∆dab(i, j) =
|da(i)− db(j)|

d0
. (3.9)

By construction, 0 ≤ ∆dab(i, j) ≤ 1 and the number of values that ∆dab(i, j) may
take is finite and values are not necessarily regularly sampled (e.g., Figure 3.4).
The finite number of values may be plotted along an axis representing the distality
variation ∆dab(i, j).

The first case that may be observed, is to consider that the position of the most
distal (and, proximal) well of the data set corresponds to the most distal (and,
proximal) depositional condition observed within the depositional system, i.e., the
maximal distality variation corresponds to the global distality variation within
the depositional system (Figure 3.4.B).

The second case that may be observed, is to consider that the position of the most
distal (and, proximal) well of the data set does not correspond to the most distal
(and, proximal) depositional condition observed within the depositional system,
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i.e., the maximal distality variation does not correspond to the global distality
variation within the depositional system (Figure 3.4.C-D).

In both cases, ∆dαab(i, j) is the distality variation ∆dab(i, j) weighted by a scaling
coefficient 0 ≤ α ≤ 1 such as

∆dαab : I × J → [0, 1]

(i, j) 7→ α×∆dab(i, j) = α× |da(i)−db(j)|
d0

,
(3.10)

Figure 3.4 illustrates three examples of scaling coefficients α:

- The maximal distality variation corresponds to the global distality variation
observed within the depositional system, i.e., α1 = 1 (Figure 3.3.B), and
the corresponding facies variation ∆dα1

ab (i, j) is given by

∆dα1
ab (i, j) =

|da(i)− db(j)|
d0

. (3.11)

- The maximal distality variation is lower than the global distality variation
observed within the depositional system, and corresponds to 50% of the
global distality variation, i.e., α2 = 1/2 (Figure 3.3.C), and the correspond-
ing facies variation ∆dα2

ab (i, j) is given by

∆dα2
ab (i, j) =

1

2
× |da(i)− db(j)|

d0
. (3.12)

- The maximal distality variation correspond to no distality variation ob-
served within the depositional system, i.e., α3 = 0 (Figure 3.3.D), and the
corresponding facies variation ∆dα3

ab (i, j) is given by

∆dα3
ab (i, j) = 0. (3.13)

3.2.1.3 Correlation cost

In order to make every marker correlation [i, j] comparable, each correlation
cost cab[i, j] is based on the adimensional terms ∆fλ

ab(i, j) and ∆dαab(i, j) (Equa-
tions (3.4) and (3.10)) computed from normalization terms f0 and d0 (Equa-
tions (3.2) and (3.4)), the discretization function λ, and the scaling coefficient
α.

Based on a conceptual sedimentary basin geometry illustrated in Figure 3.1 and
on the principle of correlation considering that a facies cannot be associated with a
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depositionally shallower (respectively, deeper) facies in a more distal (respectively,
proximal) well, it is finally possible to define two possible cases:

1. Facies and distality interpretations are inconsistent with the principle of
correlation, this way the correlation cost is given by

cab[i, j] = +∞. (3.14)

2. Facies and distality interpretations are consistent with the principle of cor-
relation, then the correlation cost is given by

cab[i, j] =

(
∆dαab(i, j)−∆fλ

ab(i, j)

)2

=

(
α×∆dab(i, j)−λ

(
∆fab(i, j)

))2

, (3.15)

Figure 3.5 illustrates the correlation cost function (3.15), with 8 sedimentary
facies interpreted along a depositional profile, where the discretization function
λ is a discretized identity function and the scaling coefficient α = 1, i.e., the
maximal distality variation corresponds to the global distality variation of the
depositional system.

The two-dimensional proposed cost function illustrated in Figure 3.5 may be
geologically interpreted in three cases:

- ∆dαab(i, j) = 0 (wells are orthogonal to the transport direction). In this case,
facies are preferentially associated if their depositional depths are similar,
i.e., lithostratigraphic well correlation, and the cost function is assimilated
to the normalized facies variation given by:

cab[i, j] = ∆fλ
ab(i, j)

2 = λ

(
|fa(i)− fb(j)|

f0

)2

. (3.16)

- ∆dαab(i, j) = 1 (wells are parallel to the transport direction and have extreme
distality values). In this case, facies are preferentially associated if their
depositional depths are different, and the cost function is assimilated to the
opposite of the normalized facies variation:

cab[i, j] =
(
1−∆fλ

ab(i, j)
)2

=

(
1− λ

(
|fa(i)− fb(j)|

f0

))2

. (3.17)

- In all the other cases, the cost function (3.6) entails that the closer the
distality, the higher the correlation likelihood between facies having similar
depositional depths (Figure 3.5).
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Figure 3.5: (A) Sedimentary facies interpretations given (B) facies variations
(Equation (3.7)) and (C) distality variation (α = 1, Equation (3.11)) used to
compute (D) the correlation cost c[i, j] (Equation (3.15)) of each possible marker
correlation [i, j]. fλ(i, j) and dα(i, j) are normalized parameters given by Equa-
tions (3.4) and (3.10). The gray level corresponds to the correlation cost value
c[i, j]. Modified from Baville et al. (2022).

3.2.2 Transition cost computation

According to the cost matrix illustrated in Figure 2.1, each well marker correlation
is preceded by one well marker correlation among three possible correlations (red
arrows) and their transitions are more or less likely. Transition costs are included
within the Dynamic Time Warping algorithm to constrain the result as expressed
in Equation (2.1).

Currently, the proposed method does not compute transition costs from input
data. These vertical and horizontal transitions within the cost matrix correspond
to gaps in correlation sets. In the Dynamic Time Warping algorithm, gaps are
naturally penalized as the diagonal path in the cost matrix minimizes the number
of transitions.

However, to further penalize stratigraphic gaps, a non-zero constant gap cost has
been introduced, given by

tab[i− 1, j][i, j] = tab[i, j − 1][i, j] = 0.1 and tab[i− 1, j − 1][i, j] = 0, (3.18)
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and, in this case, 0 ≤ cab[i, j] + tab[i− 1, j − 1][i, j] ≤ 1.1, and the current cost is
no more normalized.

A new version of the correlation cost is therefore given by

cab[i, j] = 0.9×
(
∆dαab(i, j)−∆fλ

ab(i, j)
)2

, (3.19)

and, 0 ≤ cab[i, j]+ tab[i−1, j−1][i, j] ≤ 1 is attributed to admissible correlations.

3.3 First results: Synthetic data set

The proposed correlation cost function is tested on synthetic data sets. Each
scenario is composed of five wells (1,2,3,4 and 5), so the Dynamic Time Warping
algorithm is incrementally applied by defining a correlation path and comput-
ing the costs between each added well and the closest well already processed as
discussed in Section 2.2.1 (Lallier et al., 2016).

The synthetic data set is composed of three particular depositional configurations:

1. Transverse cross-section in a sedimentary basin margin (Figure 3.6).

2. Longitudinal cross-section in a sedimentary basin margin (Figure 3.7).

3. Transverse cross-section in a sedimentary bay-head delta (Figure 3.8).

Configurations 1 and 2 correspond to the two principal well sections of the block
diagram in Figure 3.1 illustrated in Figure 3.2.

In this three configurations, the five hundred best realizations (i.e., the five hun-
dred realizations having the lowest costs) are selected at each step of the Dynamic
Time Warping algorithm in order to propagate the uncertainties during the pro-
cess.

3.3.1 Sedimentary margin transverse cross-section

Along a sedimentary basin margin transverse cross-section (Figure 3.6), all the
considered wells have the same distality (∆dαab(i, j) = 0), so every possible corre-
lation cost cab[i, j] have been computed by the correlation costs (3.14) and (3.16).
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In this example (Figure 3.6), note that independently from the correlation path,
the best correlation set having the lowest cumulative cost (cost = 0.00) is the same
(green correlation lines) and corresponds to lithostratigraphic well correlation in
the strike direction (Figure 3.6).

These outcomes are both consistent, because all facies are similar along correla-
tion lines in the strike direction, the stratigraphic cost function (3.16) generates
lithostratigraphic correlations. The layer cake structure of the best stratigraphic
model explains the null value of the cummulative correlation cost and validates
the proposed method in this configuration:

- There is no gap generated by the Dynamic Time Warping algorithm during
the process, so all the transition costs t equal 0 (Equation (3.18)).

- The correlation cost c between two identical facies equals 0 in the strike
direction (Equation (3.16)).

Moreover, hypothetical parasequence boundaries may be manually interpreted as
horizontal lines and should reproduce the simple geometry and connectivity of
the depositional model.

Figure 3.6: Best scenarios generated by applying the proposed cost function on
a sedimentary basin margin transversal cross-section. (A) Wells are added to
the correlation process from the left to the right, and (B) from the right to the
left. Green lines are correlation lines, and the cost correspond to the cumulative
correlation cost (combination of both correlation costs c and transition costs t).
Blue lines are manual interpretations of lower-order parasequence boundaries.
Modified from (Baville et al., 2022).
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3.3.2 Sedimentary margin longitudinal cross-section

Along a sedimentary basin margin or deltaic longitudinal cross-section (Fig-
ure 3.7), the well distality increases along a distal-to-proximal transect (1 ≤
dn(i) ≤ 5) and samples the entirety of the depositional system (α = 1). The
correlation cost cab[i, j] is computed using the correlation costs (3.14) and (3.15).

In this example (Figure 3.7), note that independently from the correlation path,
there are the same two correlation sets which reach the lowest cumulative cost
(cost = 0.79). In order to plot simultaneously several correlation sets in the same
correlation panel, the correlation lines are colored according to their occurrence:
green correlation lines are correlation lines which occur in the two scenarios, and
red correlation lines are correlation lines that highlight well marker correlation
which differ from one realization to the other (Figure 3.7).

These outcomes are both consistent, because along a correlation line in the sedi-
ment transport direction, depositionally deep facies in distal wells are correlated
with depositionally shallower facies in less distal wells. Moreover, the cummula-
tive cost cannot be null because of the simulation of, at least, one gap between
wells 2 and 3, and one gap between wells 3 and 4, due to the different number of
well markers in these wells.

Figure 3.7: Best scenarios generated by applying the proposed cost function on
a sedimentary basin margin or deltaic longitudinal cross-section. (A) Wells are
added to the correlation process from the left to the right, and (B) from the right
to the left. Green lines are correlation lines that occur in the both scenarios,
whereas red lines are correlation lines which occur in only one of the two scenarios.
The cost corresponds to the cumulative correlation cost (combination of both
correlation costs c and transition costs t). Blue lines are manual interpretations
of the lower-order parasequence boundaries. Modified from (Baville et al., 2022).
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In both cases, these two realizations return three distinct correlation groups (con-
nected correlation lines), and hypothetical parasequence boundaries may be in-
terpreted as lines separating two successive chronostratigraphic layers. Moreover,
these parasequence boundaries have an overall geometry similar to the geometry
of the depositional model.

3.3.3 Sedimentary bay-head delta transverse cross-section

Along a sedimentary deltaic lobe transverse cross-section (Figure 3.8), the well
distality increases from the center to the borders (1 ≤ dn(i) ≤ 3) and samples
the entirety of the depositional system (α = 1). The correlation cost cab[i, j] is
computed using the correlation costs (3.14) and (3.15).

In this example (Figure 3.8), in both cases, there are eighteen correlation sets
which reach the lowest cumulative cost (cost = 2.58). It is important to note
that in this example, the realizations are not the same depending on the corre-
lation path. Green correlation lines are correlation lines which occur in all the
scenarios, and red correlation lines are correlation lines that highlight well marker
correlation which differ from one realization to the others.

Figure 3.8: Best scenarios generated by applying the proposed cost function
on a sedimentary deltaic transversal cross-section. (A) Wells are added to the
correlation process from the left to the right, and (B) from the right to the
left. Green lines are correlation lines that occur in all the scenarios, whereas
red lines are correlation lines which do not occur in all the scenarios. The cost
correspond to the cumulative correlation cost (combination of both correlation
costs c and transition costs t). Blue lines are manual interpretations of the lower-
order parasequence boundaries. Modified from (Baville et al., 2022).
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According to the correlation path, the simulated correlation sets are not identi-
cal but they are symmetric with respect to the most proximal well, so they can
be interpreted in the same way. These outcomes are consistent, because along
a correlation line, depositionally deep facies in distal wells are correlated with
depositionally shallower facies in less distal wells. As in Section 3.3.2, the cum-
mulative correlation costs cannot be null because of the simulation of, at least,
one gap between wells 1 and 2, and one gap between wells 4 and 5, due to the
different number of well markers in these wells.

3.4 Discussion

The proposed correlation cost function has been tested and validated on three
simple configurations (Sections 3.3.1 to 3.3.3). In the two first cases, the reference
correlation set is entirely (Figure 3.6) or partially (Figure 3.7) recovered. How-
ever, the more complex the model, the more difficult the recovery (Figure 3.8),
and two correlations that have the same correlation cost may generate different
connectivities, e.g., by crossing or not the interpreted parasequence boundary.
This illustrates the indeterminacy of the interpretation based solely on incom-
plete data and on the proposed correlation cost.

3.4.1 Order of wells and correlation path

Figure 3.8 illustrates the importance of the correlation path, i.e., by only inverting
the correlation path and fixing all other parameters, the simulated correlation sets
having the same correlation cost are different:

- The correlation starts between wells 1 and 2 and finishes with the integration
of well 5. In this case, the highest variability occurs between wells 1 and 2
and wells 3, 4 and 5.

- The correlation starts between wells 4 and 5 and finishes with the integration
of well 1. In this case, the highest variability occurs between wells 1, 2 and
3 and wells 4 and 5.

The variation on the correlation path enables to observe changes of the correlation
line variability location from one model to another, because “only” five hundred
correlations are propagated at once. It means that some models are not kept in
memory and cannot be simulated at the end of the process, which leads to different
stratigraphic well correlations according to the correlation path (Chapter 2).
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In both cases, the variability is high between the wells integrated at the last steps
of the process. It is easy to state that alternative correlations could be obtained
by randomizing the correlation order.

3.4.2 Number of propagated realizations

In configurations 2 and 3, and as discussed in Chapter 2, it is important to
note that the number of realizations having the lowest cost may be smaller than
expected because of the sequential nature of the correlation. Indeed, five hundred
realizations are kept at each step of the correlation process.

The proposed correlation cost function is applied on the configuration 3 (Fig-
ure 3.9). The only setting which vary between the two cases, is the number of
realizations kept at each step of the simulation:

- At each step, the fifty best correlation sets are kept (Figure 3.9.A).

- At each step, the five hundred best correlation sets are kept (Figure 3.9.B).

Figure 3.9: Best scenarios generated by applying the proposed cost function on
a sedimentary deltaic transversal cross-section. (A) the fifty best correlation
sets, and (B) the five hundred best correlation sets, are kept at each step of
the process to propagate the uncertainties. Green lines are correlation lines that
occur in all the scenarios, whereas red lines are correlation lines which do not
occur in all the scenarios. The cost correspond to the cumulative correlation cost
(combination of both correlation costs c and transition costs t). Blue lines are
manual interpretations of the lower-order parasequence boundaries.
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In the case where five hundred realizations are kept at each step of the simula-
tion, a variability, which is not recorded in the other case, is observed between
wells 3-4. As described in Section 3.4.1, the variability is higher between the
wells integrated at the last steps of the process (wells 3-4-5). It is possible that
alternative correlations could be obtained by propagating more solutions at each
step of the multi-well correlation.

3.4.3 Principal sediment transport direction

In sedimentary basins, the principal sediment transport direction may vary be-
tween two successive deltaic lobes, and the shift to several local sediment sources
may lead to a variation of the principal sediment transport direction in the de-
positional system (e.g., Bhattacharya, 2006).

The proposed correlation cost function is applied on two pairs of identical wells
whose only difference is their orientation:

- Figure 3.10.A shows the most likely correlation set considering that wells
have the same distality, i.e., they are located along the strike direction. The
associated correlation cost to every marker correlations is alway computed
by Equation (3.16) - i.e., lithostratigraphic correlation - because no well
marker correlation is excluded. Indeed, the cost matrix corresponding to
these two wells is entirely populated with correlation costs c (no transition
costs t shown in Figure 3.10), and not excluding any correlation.

- Figure 3.10.B shows one of the two most likely correlation sets simulated
from the same data set but considering that wells have different distali-
ties, in this case, well 3 is more proximal than well 4. The corresponding
correlation cost matrix illustrates that several well marker correlations are
excluded thanks to the principle of correlation (black cells).

One may want to use this rule to test the impact of different transport direc-
tion scenarios. Indeed, considering two possible principal sediment transport
directions in a circle of 360 degrees, a high number of correlation sets which are
geologically possible with one principal transport direction may become geologi-
cally not possible with another transport direction. For example, if the relative
well position along the distality axis switches, the outcomes will significantly
change because of well marker association exclusion changes thanks the principle
of correlation.

In both cases, the variation of the principal sediment transport direction may be
captured with reasonable accuracy with dip data.
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Figure 3.10: Best scenarios generated by applying the proposed cost function on
the same data set but but modifying the principal sediment transport direction.
(A) Wells are located along the depositional strike direction (i.e., the distality is
the same), and (B) wells are located along the depositional dip direction (i.e., the
distality is different).

3.4.4 Well position within the depositional system

Results are also sensitive to the distality variation along a proximal-to-distal
transect, which cannot be determined with certainty. To visualize the effects of
changing the relative well distality, two correlation cost matrices are computed:
(1) a cost matrix associated to one depositional system (Figure 3.11.A) and (2) a
cost matrix associated to the same depositional system, assuming that its lateral
size is two times larger (corresponding to a scaling parameter α = 1/2) using the
same input data set (Figure 3.11.B).

Comparing the two correlation costs (cost = 3.00 with α = 1, and cost = 0.73

with α = 1/2), the distality rule of correlation is less discriminant and tends
to generate correlation paths closer to the diagonal when the system is larger
(0 ≤ α ≤ 1), i.e., corresponding to a more steady preservation rate in each well
in the considered interval.

Both uncertainties about the variation of the principal sediment transport direc-
tion and the relative depositional system size can be addressed by changing the
scaling coefficient α in Equation (3.10):

- For a given orientation, a variation of the principal sediment transport di-
rection may be modeled by a scaling coefficient varying between α = −1

and α = 1. A scaling coefficient α = −1 corresponds to the inversion of the
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Figure 3.11: Best scenarios generated by applying the proposed cost function
on the same data set but but modifying the scaling coefficient: (A) α = 1 and
(B) α = 1/2.

principal sediment transport direction and a scaling coefficient α = 0 cor-
responds to the principal sediment transport direction being perpendicular
to the wells (Section 3.4.3).

- A variation of the depositional system size with respect to well spacing may
be modeled by a scaling coefficient varying between α = 0 and α = 1.
A scaling coefficient α = 1 corresponds to the extreme position of wells
within the positional system and a scaling coefficient α = 0 corresponds
to two wells having the same depositional position within the system (Sec-
tion 3.4.3).

3.4.5 Laterally equivalent sedimentary facies

Considering groups of lateral equivalent facies, the correlation cost matrix will
be modified because two well markers interpreted as lateral equivalent sedimen-
tary facies are allowed to be correlated. The correlation cost function takes as
input parameters the sedimentary facies variation ∆fλ

ab(i, j) and the well distality
variation ∆dαab(i, j). In the case that two sedimentary facies are laterally equiva-
lent, the variation ∆fλ

ab(i, j) is null and the correlation cost function will always
compute a correlation cost between the two given well markers.

Facies clustering allows facies belonging to the same group to be correlated even
though some individual facies correlations are originally impossible according to
the principle of correlation (Figure 3.12). The comparison between simulations
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Figure 3.12: Best scenarios generated by applying the proposed cost function on
the same data (A) without considering different laterally equivalent facies and
(B) considering two groups of laterally equivalent facies.

without facies associations (Figure 3.12.A) and simulations with facies associa-
tions ()Figure 3.12.B) may lead to the identification of the best facies association
regarding the number of gaps, the cummulative correlation cost as compared to
the reference without facies association or other auxillary considerations such as
the analysis of the sediment preservation rate.

Conclusion

The purpose of the proposed correlation cost function is to generate several plau-
sible higher-order chronostratigraphic scenarios between lower-order interpreted
time lines (e.g., from seismic imaging and biostratigraphic analysis). The ob-
tained correlation results are simulated based on sedimentary facies and well dis-
tality interpretations in several wells, and have implications in terms of detailed
paleogeography in the considered interval.

The proposed correlation rule is based on the principle of correlation: a facies
cannot be associated with a depositionally deeper (respectively shallower) facies
in a more distal (proximal) well. This method requires sedimentary facies in-
terpretations along well paths and the distality of all wells computed from the
well position along a proximal-to-distal transect, to compute a correlation cost
for each possible well marker correlation given by Equations (3.14) and (3.15).

The overall goal of the method is to generate time lines which reflect both allo
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cycles and auto cycles (Chapter 1). Given the incomplete information available to
recover such time lines, ambiguity is expected and it should not be hidden, as it
may affect the understanding and the way applied geoscientists model facies, flow
units and thin horizontal permeability barriers in subsurface reservoirs. The ap-
proach proposed in this work makes it possible to include the concept of distality
in such uncertainty quantification and to generate alternative layer connectivities
between linear stratigraphic sections.
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This chapter presents the dip data rule of correlation. It defines the principle of
correlation (Sections 4.1 and 4.2), describes the computation of the correlation
likelihood (Section 4.3), presents the first results obtained on a synthetic data set
(Section 4.4), and discusses the impact of each parameter (Section 4.5).
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Abstract

Assisted well correlation aims at complementing sedimentological expertise with
computational rigor to increase automation, improve reproducibility and assess
uncertainties during stratigraphic correlation. In this work, a computer-assisted
method is proposed to automatically generate possible well correlations based on
facies interpretation, dipmeter data and prior knowledge about depositional en-
vironments. Facies interpretation and dipmeter data may be used to interpolate
three-dimensional surfaces using the three-dimensional Bézier cubic curves be-
tween pairs of well markers and triangular Bézier cubic patches between triplets
of well markers. These curves and surfaces are compared to a theoretical deposi-
tional profile generated from depositional environment knowledge by computing
the area between the curves and the profile, or the volume between the patches
and the profile. The main principle of correlation used in this method assumes
that these areas and volumes may be linked to the likelihood of each possible
correlation: the higher the area or the volume, the lower the correlation likeli-
hood. Well correlations are computed using correlation costs between all possible
marker combinations aggregated by the Dynamic Time Warping algorithm. The
proposed method produces consistent stratigraphic well correlation with respect
to the data set. However, this approach is highly sensitive to the well order of
correlation because of the Dynamic Time Warping algorithm (Section 2.2.2).

Introduction

Stratigraphy is usually used to predict the subsurface geometry by correlating
sparse well data (e.g., Ainsworth et al., 1999; Baville et al., 2022; Bourquin et al.,
1998; Lallier et al., 2016). In subsurface studies, these well correlations are gen-
erated at a vertical meter-scale and at a horizontal kilometer-scale from well
logs and core samples. The main objective of the stratigraphic correlation is to
determine the surfaces bounding the stratigraphic units and to reconstruct sed-
imentary body geometries, which can then be predicted away from observations
(e.g. Mallet, 2002, 2014; Pyrcz and Deutsch, 2014; Ringrose and Bentley, 2015).

The stratigraphic correlation of sedimentary series observed in boreholes or out-
crops is a common procedure in basin studies. Correlations affect the understand-
ing of sedimentary deposits, the quantitative analysis of subsurface resources and
source-to-sink models. The reservoir geometry is used to generate a reservoir
grid to simulate petrophysical properties using geostatistical methods to finally
aid economic decisions (Dubrule and Damsleth, 2001; Larue and Legarre, 2004;
Mallet, 2004; Pyrcz and Deutsch, 2014). Therefore, uncertainty in correlation
has an impact on the connectivity, the petrographical model and the simulated
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physical behavior of subsurface models (Baville et al., 2019; Lallier et al., 2012).

The purpose of this work is to develop methods that help geoscientists to provide
multiple chronostratigraphic scenarios that are consistent with both data and
some explicitly defined stratigraphic concepts. The ability to generate multiple
scenarios makes it possible to consider smaller time-windows than in classical
deterministic stratigraphic interpretation practice. These stratigraphic intervals,
called clinoforms by Rich (1951), are delimited by chronostratigraphic surfaces at
their base and their top (Patruno and Helland-Hansen, 2018). These chronostrati-
graphic surfaces may represent the buried paleo-topography or paleo-bathymetry
if no deformation has occurred since deposition and by considering an uniform
compaction rate along the depositional profile.

Lallier et al. (2016) propose an automatic method to compute stratigraphic cor-
relations using prior knowledge such as theoretical chronostratigraphic profile
geometries. As suggested by Borgomano et al. (2008), the likelihood of each
possible correlation is computed from integrated paleobathymetric information.
Lallier et al. (2016) generate stochastic well correlations, which provide repro-
ducible results. Simulating and testing every possible well correlation provides
a way to assess subsurface geometry uncertainties (e.g., Lallier et al., 2016; Pels
et al., 1996).

The method proposed by Lallier et al. (2016) is based on paleo-bathymetry and
facies interpretation to correlate wells but dipmeter data (structural dips and dip
directions) are not taken into account. However, in marine and shallow marine
deposits, structural dip and dip direction measurements provide very important
information about the sediment routing. As facies do not vary along the deposi-
tional strike direction, as much as along the dip direction, determining distality
from dipmeter data is important to constrain well correlations.

In this work, only sedimentary depositional events are considered. Every tec-
tonic event observed after the sedimentation is supposed to be corrected (e.g.,
by computing dip differences with respect to major regional stratigraphic mark-
ers, or by flattening a major basal surface from seismic interpretation). In this
case, structural dip and dip directions correspond to depositional conditions such
as the basin slope and the sediment transport direction. Therefore, considering
dipmeter data which correspond to structural dip and dip direction, and not the
internal bedding dip, dipmeter data sample the depositional subsurface geometry
at markers.

The purpose of the proposed method is to generate depositional surfaces from
well data. The first step is to interpolate depositional surfaces from well data
(Section 4.1) using Bézier three-dimensional cubic interpolation (Section 4.1.3)
between well markers. These interpolations are constrained by facies interpre-
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tations (Section 4.1.1) and structural dip and dip direction (Section 4.1.2). A
paleogeographic depositional profile (Section 4.2) is also used to reflect regional
and local knowledge. This profile is either represented by surfaces interpreted by
experts (e.g., seismic analysis, manual well correlations) or by analytic equations
(Adams and Schlager, 2000; Driscoll and Karner, 1999; Lallier et al., 2016).

Each possible marker association leads to an interpolated depositional surface,
whose likelihood is computed comparing its geometry with a paleogeographic de-
positional profile (Section 4.3). Each correlation is therefore associated with a
correlation cost which is used by the Dynamic Time Warping algorithm to com-
pute the most likely set of correlations (Fang et al., 1992; Hale, 2013; Waterman
and Raymond, 1987; Wheeler, 2015) or the n-best DTW which produces sets
of correlations (Baville et al., 2022; Caumon and Antoine, 2019; Edwards, 2017;
Edwards et al., 2018; Lallier et al., 2016; Pels et al., 1996).

4.1 From well markers to depositional surfaces

In most sedimentary basins, vertical wells provide a good vertical sampling of
sedimentary strata since petrographic and biostratigraphic measurements can be
taken at regular intervals (< 1 m). However, the lateral distance between two
wells, and therefore between two well markers, is generally very large compared
to the vertical distance between two well markers within a well.

The objective of the proposed method is to correlate well markers interpreted
along the wells as the interface between two sedimentary units by taking into
account (1) the sedimentary facies interpretation along the well, and (2) the
measurement of dipmeter data at the well marker position. Therefore, a well
marker corresponds to the interface between two different units and is defined by
two parameters: (1) the sedimentary facies of the unit below the interface and
(2) the dipmeter data measured at the interface.

4.1.1 Sedimentary facies and vertical/lateral extension

Sedimentary facies characterize the paleo-environment and depositional event suc-
cessions along the well path. While the proposed method is in general applicable
to various sedimentary environments, it has been applied so far to the three-
dimensional modeling of deltaic deposits dominated by waves or tides.

As discussed in Chapter 1, well markers are correlated according to chronostrati-
graphic principles. As mentioned before, the objective is to correlate time-lines.
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It is assumed that some depositional events are quasi-synchronous over a char-
acteristic area, which depends on basin geometry, subsidence distribution and
depositional process.

Therefore, along a certain isochronous surface, all rocks have approximately the
same depositional age. Correlating these isochronous rocks is, in this case, the
same as correlating time-lines and vice versa.

Figure 4.1 roughly illustrates the internal structure of a fluvial-dominated delta.
In the direction of sediment transport, there is a superposition of sigmoidal bodies,
and along the depositional strike direction a superposition of bell-shaped bodies.
These sedimentary bodies are referred to as clinoforms by Rich (1951) and are
composed of various facies (from the most proximal to the most distal region)
along the same depositional profile.

The figure illustrates three successive clinoforms corresponding to three succes-
sive regression events. These three clinoforms are divided into three sedimentary
facies: (1) delta plain deposits (sand and mud) corresponding to the most proxi-
mal depositional conditions, (2) delta front deposits (mostly sand) corresponding
to deposits in the delta slope, and (3) prodelta deposits (mostly silty mud) cor-
responding to the most distal depositional conditions (Gani and Bhattacharya,
2005).

Figure 4.1: Generalized intra-parasequence bedding geometry and facies archi-
tecture of a prograding delta. (A) Dip section shows the seaward-dipping bedset
boundaries (clinoforms), which follow time lines and are bidirectional in (B) strike
section. Vertical and horizontal red arrows represent the vertical and lateral fa-
cies extension. Note that the drawings are not to scale. Inspired by Gani and
Bhattacharya (2005).
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Using the facies illustrated in Figure 4.1, it is easy to observe that very proximal
and very distal parts of the depositional system (i.e., delta-plain and prodelta)
have a relatively large lateral extension as compared to their thickness. Delta-
front deposits have a smaller lateral extension and a larger thickness (and preser-
vation rate) than delta-plain and prodelta (e.g., Bhattacharya, 2006; Shiers et al.,
2014). Figure 4.1 shows vertically exaggerated profiles, that make lateral exten-
sion observations easier.

Given this type of information, it is possible to build an anisotropy ellipsoid for
each facies whose horizontal radius corresponds to its lateral extension and whose
height corresponds to its thickness (Figure 4.1). In this method, these ellipsoids
will be used to constrain the stiffness of the interpolated potential isochronous
surfaces during the assisted correlation.

4.1.2 Depositional strike orientation and dip angle

The second property measured along the well path that is used in the well cor-
relation process is the structural dip and dip direction of horizons crossed by the
well. These structural dips and dip directions provide essential information on
the geometry of the strata.

In this work, the geometry of the chronostratigraphic surfaces interpolated from
these well data is therefore directly constrained by structural dip and dip direction
since they must honor the well data. As dipmeter data can be representative of
sedimentary structures, several cases are distinguished depending on the facies
overlying the dip measurement:

- Within shale facies, the dipmeter data measurements correspond to struc-
tural dipmeter data (assuming a flat sedimentation, i.e., horizontal bed-
ding).

- For sand beds, however, the shale-to-sand interface dipmeter data is as-
signed to the entire bed.

Assuming that the shale-to-sand interface dipmeter data does not vary within the
corresponding sand bed, the geometry of the depositional surface at the marker
neighborhood is directly constrained by the dipmeter data. This uniformity can
be achieved by forcing the dip at the marker within ellipsoids, whose height
corresponds to the vertical facies thickness and width corresponds to the lateral
extension.

However, wells are generally not aligned to the depositional dip direction. In these
cases, an apparent structural dipmeter data (dirapp, dipapp) must be calculated
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along each well correlation direction (dircor) to honor true structural dip (diptrue)
and strike direction (dirtrue) at each well marker position by

dipapp = arctan (tan (diptrue)× sin (dircor − dirtrue)) , (4.1)

and

dirapp = dircor − π/2. (4.2)

4.1.3 Depositional profile interpolation

As described in previous sections, paleogeographic depositional surfaces may
punctually record along wells: (1) sedimentary facies, and (2) dipmeter data,
which give information about the depositional profile geometry. Indeed, in this
approach, sedimentary facies is considered as a proxy of the stiffness, and dip-
meter data is considered as a proxy of the inclination of the three-dimensional
surface.

Note that this preliminary work does not yet take into account changes in the
depositional profile at transgressive surfaces or erosion related to lowstand system
tracts.

4.1.3.1 Depositional curve interpolation

These two parameters can be integrated within the three-dimensional Bézier cubic
curve interpolation computation between two points p30 and p03 (well markers)
to constrain the depositional depth zb (Bézier, 1977) defined by

zb : [0, 1]2 → R
∑

0≤i,j≤3
i+j=3

[(
3

ij

)
× pij × uivj

]

(u, v) 7→
∑

0≤i,j≤3
i+j=3

[(
3

ij

)
× pij × uivj

]
,R

(4.3)

with u+ v = 1 and is designed to honor inclination and stiffness at corner points
positions as illustrated in Figure 4.2.

Equation (4.3) is computed using the barycentric coordinates (u, v) defined along
the segment between the two well markers: (1, 0) corresponds to the first well
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Figure 4.2: Three-dimensional Bézier cubic curve interpolations. p30 and p03 are
corner points, defined by spatial extensions r30 and r03, and normal vectors n30

and n03. p21 and p12 are the control points constraining the inclination and the
stiffness of the interpolation computed from corner points. (A) Initial position of
corner and control points, and (B) final position of control points.

marker p30 position and (0, 1) corresponds to the other well marker p03 position.
Equation (4.3) can be developed as

zb(u, v) = p30 × u3 + 3× p21 × u2v,

+ p03 × v3 + 3× p12 × v2u,

(4.4)

and finally separated into two members:

- p30 × u3 + 3 × p21 × u2v corresponds to the contribution of the first well
marker p30 and its associated control point p21.

- p03 × v3 + 3 × p12 × v2u corresponds to the contribution of the other well
marker p03 and its associated control point p12.

The control point positions are calculated from sedimentary facies interpretations,
and apparent strike directions and apparent dip angle measurements by

pij = pi + ri ×
ni ∧ (pj − pi) ∧ ni

||ni ∧ (pj − pi) ∧ ni||
, (4.5)

and

pji = pj − rj ×
nj ∧ (pi − pj) ∧ nj

||nj ∧ (pi − pj) ∧ nj||
, (4.6)

where × is the scalar product and ∧ is the cross products.
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4.1.3.2 Depositional surface interpolation

This system of equations can be generalized to a triangular Bézier cubic patch
(Bézier, 1977) interpolating the depositional depth zb between three points p300,
p030 and p003 (well markers) by

zb : [0, 1]3 → R
∑

0≤i,j≤3
i+j=3

[(
3

ij

)
× pijk × uivjwk

]

(u, v, w) 7→
∑

0≤i,j,k≤3

i+j+k=3

[(
3

ijk

)
× pijk × uivjwk

]
,R

(4.7)

with u + v + w = 1 and is designed to honor the inclination and the stiffness at
corner points positions as illustrated in Figure 4.3.

As the three-dimensional Bézier cubic curve interpolation, Equation (4.7) is com-
puted using the barycentric coordinates (u, v, w) between the three markers:
(1, 0, 0) corresponds to the first well marker p300 position, (0, 1, 0) corresponds
to the second well marker p030 position, and (0, 0, 1) corresponds to the last well
marker p003 position. Equation (4.7) may be developed in

zb(u, v, w) = p300 × u3 + 3× (p210 × u2v + p201 × u2w)

+ p030 × v3 + 3× (p120 × v2u+ p021 × v2w)

+ p003 × w3 + 3× (p102 × w2u+ p012 × w2v)

+ 6× p111 × uvw,

(4.8)

and finally separated into four members:

- p300 × u3 + 3 × (p210 × u2v + p201 × u2w) corresponds to the corner point
p300 and its two associated control points p210 and p201.

- p030 × v3 + 3 × (p120 × v2u + p021 × v2w) corresponds to the corner point
p030 and its two associated control points p021 and p120.

- p003 × w3 + 3× (p102 × w2u+ p012 × w2v) corresponds to the corner point
p003 and its two associated control points p012 and p102.

The spatial position of these six first control points is computed from the
spatial position of the corner points using Equations (4.5) and (4.6).
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Figure 4.3: Three-dimensional Bézier cubic curve interpolations. p300, p030 and
p003 are corner points, defined by spatial extensions r300, r030 and r003, and normal
vectors n300, n030 and n003. All other pijk are the control points constraining the
inclination and the stiffness of the interpolation computed from corner points.
(A) Initial position of corner and control points, and (B) final position of control
points.

- 6×p111×uvw corresponds to the last control point, whose spatial position
is given by

p111 = 1
4
× (p210 + p201 + p021 + p120 + p012 + p102).

− 1
6
× (p300 + p030 + p003).+ p120 + p012 + p102

(4.9)

4.1.3.3 From well marker to correlation lines

Figure 4.4 illustrates several examples of chronostratigraphic line geometries in-
terpolated from well markers using Equation (4.3). These interpolations are di-
rectly constrained by the lateral extensions of each sedimentary facies and appar-
ent dips. The range of influence linked to the lateral extension relates directly
to the surface stiffness: the higher the lateral extension, the stiffer the surface at
the marker. The value of the apparent dip angle relates directly to the surface
inclination as it imposes the tangential vector at the markers.

Without prior knowledge of facies lateral extension or apparent dip, control points
are regularly placed between well markers along the well-to-well direction and in-
terpolations are straight lines as illustrated by blue control points and dashed
black lines in Figure 4.4. In this case, a correlation likelihood may be computed
using the distality cost function proposed in Chapter 3, which excludes correla-
tions if facies are not consistent with paleo-topography (Baville et al., 2022).
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Figure 4.4: several examples of marker-to-marker Bézier cubic correlation line
interpolation. Black dots are well markers. Dashed blue circles represent the
lateral and vertical extension range around well markers (depending on the facies)
and blue dots are the Bézier control point positions (for each pair of well markers)
constrained by facies lateral extension. Red lines are dipmeter data at each well
marker (apparent dip angle) and red dots are control point positions updated
using apparent dip measurements at well markers. Black lines are Bézier cubic
curve interpolations between well markers constrained by facies interpretations
and dipmeter data.

4.2 From sediment source to depositional surfaces

As illustrated in Figure 4.1, clinoforms may be defined at a coarse (third order -
system tract) time scale. Each clinoform corresponds to a depositional sequence
which can be categorized following the sequence stratigraphic nomenclature pro-
posed by Catuneanu et al. (2011), e.g., transgressive or regressive system tracks.

The proposed method correlates markers within a single system tract (fourth to
fifth order - parasequences) trying to honor the geometry of chronostratigraphic
surfaces at that scale based on:

1. Surfaces generated following prior knowledge of the local geology, such as
surfaces interpreted from seismic data or regional geological knowledge.
However, this requires a three-dimensional model of the sedimentary basin,
or at least a simplified model of a clinoform within the basin as illustrated
in Figure 4.1 (Holbrook and Miall, 2020; Kirschbaum and Hettinger, 2004;
Patruno et al., 2015; Steel and Olsen, 2002).

2. A theoretical clinoform geometry defined by analytic equations according
to several parameters based on prior knowledge such as regional sediment
sources (Adams and Schlager, 2000; Driscoll and Karner, 1999; Lallier et al.,
2016). This allows to assess uncertainties using several possible geometries.
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4.2.1 Two-dimensional analytical model

Adams and Schlager (2000) proposed to combine three types of two-dimensional
analytical equations to describe a sedimentary depositional profile slope (Fig-
ure 4.5).

Considering z as the depositional depth along the direction x, the three analytical
equations used by Adams and Schlager (2000) are:

- A linear equation representing a regular depositional slope given by

z = ax+ b, (4.10)

where a is the inclination of slope, and b is the intercept (Figure 4.5.C).

- An exponential equation representing a curved depositional slope given by

z = ae−bx + c, (4.11)

where a defines the position of coordinates system with respect to the curva-
ture, b is a measure of the curvature, and c defines the horizontal asymptotic
value of z (Figure 4.5.D).

- A Gaussian equation representing an inflected depositional slope given by

z = a+ be

(
− (x−c)2

2d2

)
, (4.12)

where a defines the horizontal asymptotic value of z, b is the height of the
slope, c is the position at the x axis where the top of the distribution is
horizontal, and d is the width from the center to the inflection point of the
distribution (Figure 4.5.E).

Figure 4.5.A plots drawing lines from seismic profile of a siliciclastic continental
submarine slope of the Antarctic Peninsula Pacific margin (Rebesco and Camer-
lenghi, 1997). The slope is measured from these lines, and the slope can be
interpreted as: (1) a planar upper slope and (2) a concave lower slope, together
with curve fits of the linear Equation (4.10) and the exponential Equation (4.11)
as illustrated in Figure 4.5.A by Adams and Schlager (2000).
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Figure 4.5: (A) Line drawings from seismic profiles, (B) seismic line interpola-
tions, of a siliciclastic continental submarine slope of the Antarctic Peninsula Pa-
cific margin (Rebesco and Camerlenghi, 1997). (C) Planar morphology described
by a linear function (Equation (4.10)). (D) Concave curvature described by an
exponential function (Equation (4.11)). (E) Sigmoidal morphology described by
a Gaussian distribution (Equation (4.12)). See text for description of parameters.
Modified from Adams and Schlager (2000).

4.2.2 Three-dimensional analytical model

Considering a sediment transport direction θ (e.g., N045), the local coordinate
system (xp, yp, zp) corresponds to the translation and the rotation of the global
coordinate system (x, y, z) defined by

xp

yp
zp

 =

 sin θ cos θ 0

− cos θ sin θ 0

0 0 1

x− xs

y − ys
z − zs

 , (4.13)

in order to be centered on the principal sediment source location (xs, ys, zs).

The two main axes of this new coordinate system correspond to the principal sed-
iment transport direction xp and the strike direction yp. Along these new direc-
tions, the lateral extension and the height of the delta are given by (δxp , δyp , δzp).

In this local coordinate system, and considering that the shape of the sedimentary
slope is a sigmoidal slope along the depositional direction xp, and is a bell-shaped
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slope along the strike direction yp (Figure 4.1). The two-dimensional analyti-
cal equations of the theoretical depositional depth zp proposed by Adams and
Schlager (2000) may be adapted to describe the paleogeographic depositional
profile in three dimensions, and this new analytical equation is divided in three
parts, corresponding each to a specific depositional zone (Figure 4.6):

Figure 4.6: (A) Depositional depth zp and (B) depositional dip divided in three
zones: (1) the lateral zone described by Equations (4.14) and (4.15), (2) the radial
zone described by Equations (4.17) and (4.19), and (3) the flat zone described by
Equation (4.20).
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- The lateral zone. The sediments are transported along a rectilinear direction
xp from the continent until the radial part (xp < 0). The paleogeographic
depositional profile in this part is a bell-shaped slope in the lateral direction
yp until the slope toe (|yp| < δyp). The theoretical depositional depth zp is
given by

zp(xp, yp) = δzp sin
2

(
π

2

|yp|
δyp

)
, (4.14)

and the depositional dip is given by the arctangent of the depositional depth
derived from the lateral direction yp

dip = arctan

(
dzp
dyp

(xp, yp)

)
= arctan

(
π

2

δzp
δyp

sin

(
π
|yp|
δyp

))
. (4.15)

- The radial zone. The transport of sediments is radial from the source of
sediments (xp > 0) along a direction α within an elliptical area correspond-
ing to the deltaic lateral extension of the system (δxp , δyp). The position of
the point within this area is given by

rα(xp, yp) =
√

x2
p + y2p, (4.16)

and the theoretical depositional depth zp is given by

zp(rα) = δzp sin
2

(
π

2

rα
δrα

)
, (4.17)

where

δrα =

√
δ2xp

δ2yp
δ2yp cos

2 α + δ2xp
sin2 α

(4.18)

is the length of the segment between the source of sediments and the bottom
of the deltaic slope in the direction α.

The depositional dip is given by the arctangent of the depositional depth
derived from the radial direction rα

dip = arctan

(
dzp
drα

(rα)

)
= arctan

(
π

2

δzp
δrα

sin

(
π
rα
δrα

))
. (4.19)

- The flat zone. Sediments are not transported with the same energy in the
flat prodelta area (|yp| > δyp and rα > δrα). The theoretical depositional
depth zp and the depositional dip are given by

zp = δzp and dip = 0. (4.20)

99



Chapter 4. Depositional profile vs Dip data

Figure 4.7 illustrates an example of a paleogeographic depositional profile in the
depositional coordinate system (xp, yp, zp) computed from a sediment source lo-
cation (xs, ys, zs) and a principal sediment transport direction θ = N090.

The depositional coordinate system is defined by two directions xp = N090 and
yp = N000, and at the origin, there is the sediment source.

The deltaic shape of the depositional system is described by the spatial extension
of the delta (δxp = 50 m, δyp = 100 m, δzp = 20 m).

This parametrization allows to compute four parameters, which are directly given
by the sediment source location and the delta spatial extension:

- The depositional depth zp can be analytically computed within all the de-
positional coordinate system using Equations (4.14), (4.17) and (4.20) ac-
cording to the position within the depositional system (Figure 4.7.A).

- The depositional dip can be analytically derived from the depositional depth
within all the depositional system using Equations (4.15), (4.19) and (4.20)
(Figure 4.7.B).

Figure 4.7: A theoretical depositional profile generated from a sediment source
(black point) being described by a deltaic extension (δxp = 50 m, δyp = 100 m,
δzp = 20 m). (A) The depositional depth (Equations (4.14), (4.17) and (4.20)).
(B) The depositional dip (Equations (4.15), (4.19) and (4.20)). (C) The azimuth
(degree) computed from the position of the sediment source. (D) The facies
repartition on the depositional profile depending on the depositional depth.
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- The azimuth, that corresponds to the orientation of the line between every
possible position within the depositional system and the sediment source,
can be analytically computed (Figure 4.7.C).

- The sedimentary facies corresponding to the depositional condition can be
interpreted using membership functions linking the depositional depth and
the sedimentary facies (e.g., Lallier et al., 2016) (Figure 4.7.D).

4.3 Correlation likelihood computation

The purpose of this method is to evaluate the likelihood of a well marker corre-
lation by comparing the depositional surface interpolated between these markers
and a theoretical profile defined by a principal sediment source and the lateral
and vertical extension of the delta.

The comparison process is divided in three steps:

1. The depositional profile is translated at each well marker position to fit the
dipmeter data and the sedimentary facies (Section 4.3.1).

2. The absolute integral is computed between the Bézier interpolation and the
depositional profile (Section 4.3.2).

3. Absolute integrals corresponding to each well marker are summed (two areas
between two wells, and three volumes between three wells) to return a
correlation cost (Section 4.3.3).

Once all the correlation costs have been computed, the Dynamic Time Warping
algorithm generates all the possible sets of marker correlations and may return
the n-most likely scenarios corresponding to the n-correlation sets having the
n-lowest cumulated correlation cost (e.g., Baville et al., 2022; Edwards, 2017;
Lallier, 2012; Waterman and Raymond, 1987).

4.3.1 Theoretical depositional profile translation

The purpose of this step is to compute, for each well marker n, the source of sed-
iments sn corresponding to the depositional profile (Section 4.2.2) which honors
the well marker data (facies, dip and azimuth) as best as possible.

The position mn of the well marker n in the spatial coordinate system (x, y, z)

and the position mpsn of the source of sediments sn in the depositional coordinate
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system (xp, yp, zp) are known. In the other side, the position mpn of the well
marker n in the depositional coordinate system (xp, yp, zp) and the position msn of
the source of sediments sn in the spatial coordinate system (x, y, z) are unknown.

The two vectors vn and vpn represent the spatial distance between the well
marker n and the source of sediment sn respectively in the spatial and the depo-
sitional coordinate systems (x, y, z) and (xp, yp, zp):

vn =

xn − xsn

yn − ysn
zn − zsn

 and vpn =

xpn − xpsn

ypn − ypsn
zpn − zpsn

 =

xpn

ypn
zpn

 (4.21)

These two vectors are linked by the coordinate system transformation matrix
defined in Equation (4.13) as follows:

xpn

ypn
zpn

 =

 sin θ cos θ 0

− cos θ sin θ 0

0 0 1

xn − xsn

yn − ysn
zn − zsn

 . (4.22)

The purpose of this step is to determine the position msn of the source of sed-
iments sn in the spatial coordinate system (x, y, z) corresponding to the well
marker n. In order to solve Equation (4.22), the position mpn of the well marker n
in the depositional coordinate system (xp, yp, zp) can be computed by using dip-
meter data and sedimentary facies interpretation:

1. The dipmeter data (azimuth θ and dip angle ϕ) gives the orientation and
the inclination of the depositional surface at the well marker position (Fig-
ure 4.8.B).

2. A radial segment starting from the sediment source position returns all the
possible positions (xp, yp) of the well marker along the axis rp corresponding
to the slope in the dip direction θ⋆ (Figure 4.8.A). This segment is sampled
by N + 1 points (xpn , ypn) is given by

∀ n ∈ J0, NK ,

(
xpn

ypn

)
=

(
rpn cos

(
π
2
− θ⋆

)
rpn sin

(
π
2
− θ⋆

)) , (4.23)

where rpn is the radius length given by

∀ n ∈ J0, NK , rpn =
n

N

√
δ2xp

δ2yp
δ2yp cos

2(π
2
− θ⋆) + δ2xp

sin2(π
2
− θ⋆)

, (4.24)

102



Section 4.3. Correlation likelihood computation

where

δrθ⋆ =

√
δ2xp

δ2yp
δ2yp cos

2(π
2
− θ⋆) + δ2xp

sin2(π
2
− θ⋆)

(4.25)

is the length of the segment between the source of sediments and the bottom
of the deltaic slope in the direction θ⋆.

3. For each point, the facies of the well marker is then compared with the
facies of the considered point (xpn , ypn) computing the depositional depth
zp (xpn , ypn) (Equations (4.14), (4.17) and (4.20) and Figures 4.6 and 4.7.A)
and the corresponding facies defined by a membership function given as
input parameter (Figure 4.7.D) (e.g., Lallier et al., 2016).

4. In the case that the facies is identical, the most likely position

mpn =

xpn

ypn
zpn

 =

rpn cos
(
π
2
− θ⋆

)
rpn sin

(
π
2
− θ⋆

)
zp (rpn)

 (4.26)

is the one which minimizes the absolute difference between the dip angle ϕ

and the depositional dip (Equations (4.15), (4.19) and (4.20) and Figure 4.8)
given by

argmin
0≤n≤N

∣∣∣∣ϕ− arctan

(
π

2

δzp
δrθ⋆

sin

(
π
rpn
δrθ⋆

))∣∣∣∣ . (4.27)

This difference can be simplified as follows, and the best position mpn is
the one which minimizes the dip difference:

argmin
0≤n≤N

∣∣∣∣ϕ− arctan

(
π

2

δzp
δrθ⋆

sin
(
π
n

N

))∣∣∣∣ . (4.28)

Once the best position mpn of the well marker n is determined in the depositional
coordinate system (xp, yp, zp), the position msn of the source of sediment so in
the spatial coordinate system (x, y, z) is given by

xsn

ysn
zsn

 =

xn

yn
zn

+

sin θ −cos θ 0

cos θ sin θ 0

0 0 1

xpn

ypn
zpn

 . (4.29)
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Figure 4.8: (A) A theoretical depositional profile generated from a sediment
source (black point) being described by a delta spatial extension (δxp = 50 m,
δyp = 100 m, δzp = 20 m). (B) A well marker interpreted along a well, described
by a strike direction θ, a dip angle ϕ (dip direction θ⋆), and a sedimentary facies.
(C) Depositional depth zp and depositional dip ranges corresponding to the sed-
imentary facies interpreted at the marker position.

4.3.2 Absolute integral computation

The three-dimensional Bézier cubic interpolation is only defined in the barycentric
space (u, v) or (u, v, w) defined by the well markers for which the correlation is
computed. As the depositional profile is defined in the depositional coordinate
system (xp, yp, zp), the barycentric coordinates between two well markers i and j

can be parametrized in this coordinate system using the following transformation

∀ (u, v) ∈ [0, 1]2 ,

(
xp(u, v)

yp(u, v)

)
=

(
xpi xpj

ypi ypj

)(
u

v

)
, (4.30)

with u + v = 1. Similarly the barycentric coordinates defined by three well
markers i, j and k (with u+ v +w = 1) can be parametrized using the following
transformation

∀ (u, v, w) ∈ [0, 1]3 ,

(
xp(u, v, w)

yp(u, v, w)

)
=

(
xpi xpj xpk

ypi ypj ypk

)u

v

w

 . (4.31)
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The depositional depth zbp can be computed from barycentric coordinates using

zbp : [0, 1]2 → Rzp(x(u, v), y(u, v))
(u, v) 7→ zp(x(u, v), y(u, v)),

(4.32)

between two wells, with u+ v = 1, and

zbp : [0, 1]3 → Rzp(x(u, v, w), y(u, v, w))
(u, v, w) 7→ zp(x(u, v, w), y(u, v, w)),

(4.33)

between three wells, with u+ v + w = 1.

In the following part, zbpi is the depositional profile translated to fit the marker
i, zbi,j is the depositional curve interpolation between markers i and j, and zbi,j,k
is the depositional surface interpolation between markers i, j and k. The abso-
lute integral between the three-dimensional Bézier interpolation (Equations (4.3)
and (4.7)) and the translated depositional profile is computed in two cases:

- The interpolation computed between two well markers i and j using Equa-
tion (4.3) is a three-dimensional Bézier cubic curve between the two well
markers. The part of the depositional profile translated to fit marker i used
to compute the absolute integral is a straight line between the two well
markers. The two parametric curves are discretized in n segments, and
n + 1 nodes having the same barycentric coordinates (u, v) in both curves
(Figure 4.9.A-B).

The absolute integral between the two discretized parametric curves is cal-
culated by computing the vertical distance between two nodes having the
same barycentric coordinates (u, v) using

Ai(i, j) =
Di,j

n

∑
0<u,v<1
u+v=1

λ(u, v)
∣∣zbi,j(u, v)− zbpi(u, v)

∣∣ , (4.34)

where Di,j is the vertical projected distance computed between well markers
i and j. (u, v) are the barycentric coordinates defined by well markers i and
j (Section 4.1.3.1 and Equation (4.3)). λ(u, v) are weights corresponding to
the occurrence of the node in the integral computation (Figure 4.9.B) given
by

λ(1, 0) = λ(0, 1) = 1/2 and ∀ (u, v) ∈ ]0, 1[2 , u+ v = 1 , λ(u, v) = 1. (4.35)
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Figure 4.9: Correlation lines and correlation surfaces discretization for the abso-
lute integral computation. (A) Absolute area between two lines (gray surface)
and (B) the line discretization based on the vertical projected barycentric coor-
dinates. (C) Absolute volume between two surfaces (gray volume) and (D) the
surface discretization based on the vertical projected barycentric coordinates.

- The interpolation computed between three well markers i, j and k using
Equation (4.7) is a three-dimensional triangular Bézier cubic patch cornered
by the three well markers. The part of the depositional profile translated
to fit marker i used to compute the absolute integral is a triangular surface
between the three well markers. The two surfaces are discretized in n2

triangles, and (n+1)(n+2)/2 nodes having the same barycentric coordinates
(u, v, w) in both triangular surfaces (Figure 4.9.C-D).

The absolute integral between the two discretized triangular surfaces is
calculated by computing the vertical distance between two nodes having
the same barycentric coordinates (u, v, w) using

Vi(i, j, k) =
Si,j,k

n2

∑
0<u,v,w<1
u+v+w=1

λ(u, v, w)
∣∣zbi,j,k(u, v, w)− zbpi(u, v, w)

∣∣ (4.36)

where Si,j,k is the vertical projected surface computed between well markers
i, j, k. u, v and w are the barycentric coordinates defined by well markers
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i, j and k (Equation (4.7)). λ(u, v, w) are weights corresponding to the
occurrence of the node in the integral computation (Figure 4.9.D) given by

λ(1, 0, 0) = λ(0, 1, 0) = λ(0, 0, 1) = 1/3, (4.37)

and

∀ (u, v) ∈ ]0, 1[2 , u+ v = 1 , λ(u, v, 0) = λ(u, 0, v) = λ(0, u, v) = 1, (4.38)

and the weight of the nodes within the triangle is given by

∀ (u, v, w) ∈ ]0, 1[3 , u+ v + w = 1 , λ(u, v, w) = 2. (4.39)

4.3.3 Correlation cost computation

As illustrated in Figure 4.10, the correlation cost cab[i, j] between two well mark-
ers i and j corresponds to the cumulative absolute areas between the translated
depositional profile (three-dimensional line) and the Bézier interpolation com-
puted between the two markers (three-dimensional line). This correlation cost is
given by

cab[i, j] =
Ai(i, j) + Aj(i, j)

2
, (4.40)

and the correlation cost cab[i, j, k] between three well markers i, j and k corre-
sponds to the cumulative absolute areas between the translated depositional pro-
file (three-dimensional surface) and the Bézier interpolation computed between
the three markers (three-dimensional surface). This correlation cost is given by

cabc[i, j, k] =
Vi(i, j, k) + Vj(i, j, k) + Vk(i, j, k)

3
. (4.41)

The cost can be integrated by the Dynamic Time Warping algorithm which is, as
discussed in Chapter 2, commonly used for automatic stratigraphic correlation
and uncertainty assessment (e.g. Baville et al., 2022; Edwards et al., 2018; Fang
et al., 1992; Hale, 2013; Lallier et al., 2016; Pels et al., 1996; Smith and Waterman,
1980; Waterman and Raymond, 1987; Wheeler and Hale, 2014).
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Figure 4.10: Likelihood computation of candidate isochronous lines obtained by
Bézier interpolation. (A) A paleogeographic depositional profile on which the
facies are drawn is translated within the model to define the paleogeographic
depositional profile for each well marker i and j to be compared to Bézier cubic
interpolations. (B-C) The two markers are located on two different theoretical
depositional profiles, the likelihood is the sum of the absolute integral between
the Bézier cubic interpolation and the two paleogeographic depositional profiles.

The proposed method takes as input parameters two wells composed of I and
J well markers and computes a correlation cost cab[i, j] for each pair of well
markers [i, j] (Equation (4.40)), and a transition cost tab[i, j][k, l] between two
correlations [i, j] and [k, l] as illustrated in Figure 2.1.

The three-dimensional version of the Dynamic Time Warping algorithm uses a
similar principle with a three-dimensional cost matrix (Figure 2.3). It is used
to compare sets of three wells, whose correlation costs cabc[i, j, k] are given by
Equation (2.6).

If the number of wells is larger than three, the n-dimensional version of the Dy-
namic Time Warping algorithm exists but is computationally challenging (Sec-
tion 2.2.2). Therefore, the correlation is successively applied on wells forming
a Delaunay triangulation (Figure 4.11). However, as the triangulation traversal
may generate loops, multi-well correlations may lead to inconsistent outcomes
(e.g., Lallier et al., 2016; Wheeler and Hale, 2014).

Currently, the issue generated by correlation loops is not taken into account, the
piecewise triangular surface generated by the wells stays hold.
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Figure 4.11: Multi-well correlation using (A) triangular surface interpolated be-
tween three markers, and (B) piece-wise triangular surface interpolated between
five markers.

4.4 First results: Synthetic data set

The proposed correlation cost function is tested on a synthetic data set (Fig-
ure 4.12.A-B) composed of nine wells located along the principal transport sed-
iment direction θ = N135 crossing six successive chronostratigraphic horizons
generated by Equations (4.14), (4.17) and (4.20) with a displacement of the sed-
iment source from the North-West to the South-East with an increasing depth
(the oldest source is located in (−90 m, 90 m, 30 m) and the youngest source is
located in (60 m,−60 m, 0 m) with a deltaic extension (100 m, 500 m, 20 m).

Every possible correlation between pairs of well markers belonging to two succes-
sive wells is computed using Equation (4.3) (Figure 4.12.C). All these chronos-
tratigraphic line interpolations are compared to paleogeographic depositional pro-
files fitting well markers in order to compute a correlation cost (Equation (4.38)).
The most likely well correlation set is illustrated in Figure 4.12.D and corresponds
to the synthetic model used to generate the well markers. Moreover, the geometry
of the chronostratigraphic lines corresponding to three-dimensional Bézier cubic
curves are very close to the synthetic model used as reference.

Finally the cost of the most likely correlation set equals 152706.88 m2 whereas the
second most likely correlation set have a larger cost which reaches 154730.97 m2.
This large difference means that the most likely correlation set is much more
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Figure 4.12: (A) Nine wells drilling six successive paleogeographic depositional
profiles generated using Equations (4.14), (4.17) and (4.20) with a deltaic exten-
sion (100 m, 500 m, 20 m) and a principal sediment transport direction θ = N135.
(B) Paleogeographic depositional lines along the principal sediment transport
direction and well markers corresponding to each paleogeographic depositional
profile. (C) Every possible well marker correlation corresponding to a three-
dimensional Bézier cubic interpolation. (D) The most likely correlation set
(cost = 152706.88 m2) generated using the proposed correlation cost function.

likely than the second.

4.5 Discussion

4.5.1 Impact of the theoretical depositional profile.

In this synthetic data set, the principal sediment transport direction is constant
but may vary from one lobe to an other (e.g., Bhattacharya, 2006; Knaust and
Hoth, 2021). Moreover, the successive sediment sources are located along the
same direction (the principal sediment transport direction) but should be not
aligned in order to generate successive overlapping deltaic lobes (e.g., Bhat-
tacharya, 2006; Knaust and Hoth, 2021).

As illustrated in Figure 4.7.A, the flat zone of the theoretical depositional profile
corresponds to a null dipmeter data, i.e., there is no true strike direction in this
area. However, the translation of the profile to fit well markers is done minimizing
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the difference between the true dip angle and the theoretical depositional dip
(Equations (4.15), (4.19) and (4.20)) along the dip direction. If the dip angle is
null, the strike direction (i.e., the dip direction) may be all the directions and the
translation of the depositional profile to fit well markers is not constrained.

The depositional profile translation presents an other limit if the dip angle is null
because all the flat zone corresponds to a null dip angle. Well markers, having
a null dip angle, give only information about the chronostratigraphic model in
the close neighborhood of the well. In this case, the position of the well marker
on the depositional profile is put on the interface between the flat zone and the
radial zone according to the dip direction randomly simulated.

4.5.2 Impact of the correlation cost computation.

As described in Section 4.3.3, the correlation cost corresponds to the sum of the
absolute area (respectively volume) between the three-dimensional Bézier curve
(respectively Bézier triangular patch) and the theoretical depositional profile at
each well marker. However, this correlation cost is not normalized, then the
cumulated correlation cost computed by the Dynamic Time Warping algorithm
(Equation (4.38)) vary a lot from one realization to an other. In this example,
the three lowest correlation set costs equal to 152706.88 m2 (one realization),
154730.97 m2 (five realizations) and 154808.684 m2 (one realization) and the dif-
ferences between the most likely scenario and the scenarios having the two closest
costs are between the two last wells (Figure 4.13). Moreover, the cost difference
is very large and the likelihood decreases a lot between the best outcome and the
following.

The main limit of these non normalized correlation costs is the combination of
several correlation cost functions within the correlation cost computation, because
the very large cost generated by the proposed correlation cost function may blind
the other correlation cost functions (e.g. Baville et al., 2022).

The correlation cost computed by the proposed correlation cost function may be
normalized by a characteristic area A0 (respectively characteristic volume V0)
computed by multiplying the vertical projected distance (respectively vertical
projected surface) between wells and the delta height, i.e., A0 = Dwells × δzp
(respectively V0 = Swells × δzp).
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Figure 4.13: (A) Paleogeographic depositional lines along the principal sed-
iment transport direction θ = N135 and well markers corresponding to
each paleogeographic depositional profile generated with a deltaic extension
(100 m, 500 m, 20 m). (B) The most likely correlation set. (C) Five realizations
having the second highest likelihood (red lines highlight the difference between
the five realizations). (D) The correlation having the third highest likelihood.

4.5.3 Impact of the order of correlation.

In multi-well correlation, the higher the number of correlated wells, the higher
the number of computable correlation sets (Figure 4.12.C). This high number of
correlation sets makes the computation longer. In order to reduce this time of
computation, the number of correlation sets generated at one step of the process is
truncated before being propagated to the next step (Antoine and Caumon, 2018;
Caumon and Antoine, 2019). This truncation is observed in the final outcomes
where the differences between the most likely correlation sets are concentrated
between the last wells added to the correlation process.

Figure 4.14.C illustrates the well marker correlations belonging to the hundred
most likely correlation set computed using the proposed method correlating wells
from Northwest to Southeast. The differences between those hundred correlation
sets are focused between the three last wells added to the correlation process. At
the opposite, Figure 4.14.D illustrates the well marker correlations belonging to
the hundred most likely correlation sets computed using the proposed method
correlating wells from the Southeast to the Northwest, and in this case, the dif-
ferences are focused between the last wells added to the correlation process.
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Figure 4.14: (A) Paleogeographic depositional lines along the principal sed-
iment transport direction θ = N135 and well markers corresponding to
each paleogeographic depositional profile generated with a deltaic extension
(100 m, 500 m, 20 m). (B) The most likely correlation set and its cost accord-
ing to the path of correlation. (C) Well marker correlations belonging to the
hundred most likely correlation sets computed using the proposed method corre-
lating wells from Northwest to Southeast. (D) Well marker correlations belonging
to the hundred most likely correlation sets computed using the proposed method
correlating wells from Southeast to Northwest.

Moreover, the correlation cost is propagated during the correlation process, and
the final correlation cost is impacted by the order of wells, i.e., two opposite
order of correlation return two different lowest correlation costs 152706.88 m2

and 131196.80 m2 even if the outcomes is identical (Figure 4.14.A-B).

Conclusion

The purpose of the proposed method is to correlate well markers with respect to
a theoretical depositional profile in order to generate likely chronostratigraphic
well correlation sets. The correlation likelihood is computed for every possible
well marker correlation by minimizing the mismatch between chronostratigraphic
Bézier interpolation constructed from dipmeter data and depositional facies (Sec-
tion 4.1.3) and a theoretical depositional profile defined by a principal sediment
transport direction and a deltaic vertical and lateral extension (Section 4.2.2).
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The proposed method has only be tested on a synthetic data set, and the first
results are promising but may be biased by the construction of the synthetic
data set. Indeed, the analytical depositional profile to compute the likelihood of
the well correlation is the same as the depositional profile used to construct the
reference model.

This method must be improved by being applied on more complex synthetic data
set and the main goal of this method is to be applied on a real data set to generate
a chronostratigraphic models from sparse well data and evaluate the uncertainties
on these models.
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Chapter 5

Middle Jurassic Hugin Formation:
Paleogeographic context
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The purpose of this chapter is to apply the distality rule of correlation proposed
in Chapter 3 on the Middle Jurassic Hugin Formation in the Gudrun-Sigrun Field
area (Section 5.1) based on two different paleogeographic contexts. The first pa-
leogeographic context proposed by Knaust et al. (2019) consists of one bay-head
delta (Section 5.2.1). The second paleogeographic context proposed by Knaust
and Hoth (2021) consists of several independent bay-head deltas (Section 5.2.2).
The distality rule of correlation proposed in Chapter 3 is based on sedimentary
facies interpretations (identical in the two configurations) and on the well rela-
tive distality (depending on the paleogeography) and leads to different outcomes
(Section 5.2). This outcomes are compared to biostratigraphic interpretations to
evaluate their consistency, and therefore the consistency of the paleogeographic
context.
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Abstract

Two different paleogeographic depositional contexts of the Middle Jurassic Hugin
Formation in the Gudrun-Sigrun Field area have been interpreted from well logs
and core samples (1) by Knaust et al. (2019) as one bay-head delta supplied
from Southeast prograding into a lagoonal depositional environment and (2) by
Knaust and Hoth (2021) as several independent bay-head deltas supplied from
two different directions prograding into a lagoonal depositional environment. The
purpose of this chapter is, for each paleogeographic depositional environment in-
terpretation, to generate stochastic chronostratigraphic well correlations at the
parasequence scale within the zone of interest using the distality rule of corre-
lation (Chapter 3), and to compare them to biostratigraphic data in order to
qualitatively evaluate their consistency with respect to the biostratigraphy. The
application of the distality rule of distality does not support the paleogeographic
interpretation proposed by Knaust et al. (2019) and does not discard and support
the alternative interpretation of Knaust and Hoth (2021) which is consistent with
respect to biostratigraphic data.

Introduction

As discussed in Chapter 1, stratigraphic well correlation consists of associating
well markers on one well with well markers on other wells. It may be manually
performed by geologists guided by their prior knowledge of the zone of interest
(e.g., Bourquin et al., 1998; Knaust and Hoth, 2021; Shiers et al., 2014) or, as dis-
cussed in Chapter 2, it may be automatically generated using computer-assisted
approaches (e.g., Edwards, 2017; Lallier, 2012; Smith and Waterman, 1980).

Both, manual and computer-assisted stratigraphic well correlations can be con-
strained by the prior definition of the regional paleogeographic depositional con-
text of the zone of interest. However, a robust knowledge of a type of depositional
environment and the habit of performing well correlations may have an impact
on the result of a well correlation performed from a random data set (e.g., Baville
et al., 2019; Borgomano et al., 2008; Koehrer et al., 2011). As discussed in previ-
ous chapters, increasing the number of interpreters may increase significantly the
number of outcomes because of the field of expertise of each interpreter (Bond
et al., 2007; Dewan, 1983; Hsieh et al., 2005; Serra and Serra, 2003).

Stratigraphic well correlation may be used to generate subsurface models based on
interpreted regional depositional systems, and the comparison of these outcomes
to additional data such as biostratigraphic interpretations may qualitatively sup-
port or discard the prior hypothesis on the regional depositional system. Indeed,
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stratigraphic well correlations, constrained by a hypothetical depositional con-
text, may lead to consistent or inconsistent outcomes with respect to additional
subsurface data (e.g., biozones):

- If the computer-assisted stratigraphic well correlations are not consistent
with additional subsurface data, the hypothetical depositional context may
be wrong, and the stratigraphic well correlations are invalidated.

- In contrast, if the stratigraphic well correlations are consistent with addi-
tional subsurface data, the hypothetical depositional context is not contra-
dicted given the principles of correlation used to compute the well correla-
tion. It can be one of the possible hypotheses given the geological rules but
cannot be completely validated.

The purpose of this chapter is to confront the distality rule of correlation to two
hypothetical paleogeographic depositional interpretations of the Middle Jurassic
Hugin Formation in the Gudrun-Sigrun Field area using additional data such as
revised biostratigraphic interpretations to discuss their consistency (Figure 5.1):

- Knaust et al. (2019) interpreted it as one bay-head delta supplied from
Southeast prograding into a lagoonal depositional environment.

- Based on two additional wells and revised biostratigraphic interpretations,
Knaust and Hoth (2021) interpreted it as several independent bay-head
deltas supplied from two different directions prograding into a lagoonal
depositional environment.

These two possible paleogeographic depositional systems can be used to constrain
the stratigraphic well correlations generated using the principle of correlation
proposed in Chapter 3. The generation of stratigraphic well correlations is based
on sedimentary facies and relative well distality interpretations.

In this application, the sedimentary facies interpretation is the same in the two
configurations (Figure 5.1) and is based on the sedimentary facies described in
Appendix A. However, the principal sediment transport direction, which may be
derived from dipmeter logs and borehole image data (e.g., Knaust and Hoth,
2021), is different in the two paleogeographic depositional interpretation. It
means that the relative well distality, which is interpreted from the principal
sediment transport direction is different in the two configurations.

Additionally, biozones were interpreted along several wells (Figure 5.1) and are
compared to the outcomes to discuss the consistency of the two hypothetical
paleogeographic depositional contexts.
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Figure 5.1: Well section: the Middle Jurassic Hugin Formation in the Gudrun-Sigrun Field area (map based on http://www.npd.no).
Facies correspond to twelve depositional environments interpreted along wells and described in Section 5.1.1 and Appendix A. Biozones
correspond to the six depositional time-periods interpreted from Early Bathonian to Late Callovian along the wells (Section 5.1.2).
Note the poor chronostratigraphic resolution and lack of interpreted biozones in the three western wells due to lack of data.
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Section 5.1. Zone of interest: Gudrun-Sigrun Field area

It is important to note that the Middle Jurassic Hugin Formation in the Gudrun-
Sigrun Field area has been studied for decades. Moreover, additional wells have
been drilled since the first interpretation (e.g., wells 09 and 11) enabling the
acquisition of additional subsurface data (e.g., core samples and biostratigraphic
data) to update and improve the database of the zone of interest.

5.1 Zone of interest: Gudrun-Sigrun Field area

As discussed in Appendix A, the Middle Jurassic Hugin Formation in the Gudrun-
Sigrun Field area is mainly interpreted as a bay-head deltaic system (Figure 5.2.B)
(e.g., Hoth et al., 2018; Kieft et al., 2010; Knaust and Hoth, 2021; Sneider et al.,
1995). This interpretation of the regional depositional system is based on analysis
of well logs and core samples acquired along seven nearly vertical wells, which
reveal the stratigraphic situation in the zone of interest (Figure 5.2.A).

Figure 5.2: (A) Map view of the Gudrun-Sigrun Field area (Block 15/3), and
spatial location of the seven wells drilled into the Middle Jurassic Hugin For-
mation. Gray areas are oil, gas and condensate reservoirs. Map based on
http://www.npd.no. (B) Middle Jurassic Hugin Formation regional depositional
system, a siliciclastic bay-head delta within a lagoonal environment. Modified
from (Baville et al., 2022).

5.1.1 Sedimentary facies interpretation

Lithofacies have been described by Knaust and Hoth (2021) and interpreted as de-
posited in various depositional environments corresponding to a regional bay-head
deltaic system (Figure 5.2.B). Figure 5.3 illustrates and Table 5.1 lists the twelve
sedimentary facies (see the full description and interpretation in Appendix A)
which have been interpreted along the seven wells (Figure 5.1).
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Figure 5.3: Twelve sedimentary facies interpreted by Knaust and Hoth (2021)
from core samples of the Middle Jurassic Hugin Formation in the Gudrun-Sigrun
Field area. Sedimentary facies are described in Appendix A. Redrawn from (Bav-
ille et al., 2022).

The indexing of these twelve sedimentary facies is based on their inferred pa-
leogeographic position of deposition (Figure 3.3.A), i.e., the lowest sedimentary
facies index f corresponds to the deepest paleogeographic depositional conditions.
It enables the computation of well marker correlation cost using Equation (3.15).
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Table 5.1: Sedimentary facies indexing for correlation cost computation and col-
oring for correlation panel interpretation.

Depositional environment Sedimentary facies Index Color

Fluvial channel f = 12

Fluvial depositional environment Fluvial overbank f = 11

Marsh f = 10

Swamp f = 09

Distributary channel f = 08

Deltaic depositional environment Mouth bar f = 07

Upper delta front f = 06

Lower delta front f = 05

Prodelta f = 04

Patch reef f = 03

Lagoonal depositional environment Open lagoon f = 02

Restricted lagoon f = 01

The coloring of these twelve sedimentary facies enables the interpretation of well-
marker associations in correlation panels by displaying colored rectangles along
the well paths (Figure 5.1). The facies corresponding to the depositionally deep-
est condition (restricted lagoon, f = 01) is coloured in blue, and the facies cor-
responding to the depositionally shallowest condition (fluvial channel, f = 12) is
coloured in red. In between, the facies are coloured using a blue to red through
yellow shading, depending on their deposition condition.

5.1.2 Biostratigraphic interpretation

The Hugin Formation has been deposited during the Middle Jurassic (e.g., Kieft
et al., 2010; Sneider et al., 1995). Biostratigraphic analyses have been performed
on core samples and cuttings, and biozones have been interpreted along the seven
wells (Figure 5.1). The biozones are intervals in which the depositional age has
been confidently determined. Table 5.2 lists the six different biozones corre-
sponding to Middle Jurassic deposition periods (from Early Bathonian to Late
Callovian) which have been identified along the seven wells.

The coloring of these six biozones enables the comparison of well correlations
with biostratigraphic interpretations in correlation panels by displaying bands
between wells (Figure 5.1). The oldest interpreted biozone (Early Bathonian, B1)
is coloured in dark blue, and the youngest interpreted biozone (Late Callovian,
C3) is coloured in light blue. In between, the biozones are coloured using a blue
shading, depending on their depositional age.
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Table 5.2: Biozone indexing and coloring for correlation panel interpretation (ages
based on the International Chronostratigraphic Chart - May 2021).

Numerical age (Ma) Depositional age (Biozone) Index Color

Late Callovian C3
166.1± 1.2 to 163.5± 1.0 Middle Callovian C2

Early Callovian C1
Late Bathonian B3

168.3± 1.3 to 166.1± 1.2 Middle Bathonian B2
Early Bathonian B1

As discussed in Section 1.3.2, the biozones correspond to confident biostrati-
graphic interpretations. However, intervals between biozones are interpreted as
uncertain biostratigraphic intervals. Sediment deposited within these intervals
cannot have a depositional age which is younger (respectively older) than the
youngest (respectively oldest) adjacent biozone, i.e., these unassigned biostrati-
graphic intervals must not be crossed by correlation lines.

5.1.3 Relative well distality interpretation

Based on seismic imaging and sparse sediment transport directions measured
in wells (e.g., Knaust et al., 2019), the Middle Jurassic Hugin Formation in the
Gudrun-Sigrun Field area appears as a faulted and highly diachronous unit (Kieft
et al., 2010; Knaust and Hoth, 2021; Sneider et al., 1995). The top and bottom
of the Middle Jurassic Hugin Formation are highlighted in seismic images by
coal bed reflectors (Hoth et al., 2018). However, the three-dimensional internal
geometry of the Hugin Formation cannot be interpreted from seismic data because
of the low seismic resolution, and can only be determined from well data (Knaust
and Hoth, 2021).

Scenario A: One single bay-head delta

N.B.: The paleogeographic depositional context interpretated by Knaust et al.
(2019) has been made before the drilling of wells 09 and 11. Therefore, it has
been made without taking into consideration sedimentary facies, sediment trans-
port direction and biostratigraphic interpretations along these two wells, and the
interpretation of the normal fault in between.

Knaust et al. (2019) propose a first interpretation of the paleogeographic Middle
Jurassic Hugin Formation depositional context in the Gudrun-Sigrun Field area,
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Figure 5.4: Middle Jurassic Hugin Formation paleogeographic depositional sys-
tem interpretation of Knaust et al. (2019): a single bay-head delta prograding
into a lagoonal depositional environment. (left) Plan view and (right) block di-
agram of the five wells in the Gudrun-Sigrun Field area (http://www.npd.no).
Gray arrows represent the sediment transport directions, derived from dipmeter
logs and borehole images, corresponding to the depositional system.

which corresponds to one single bay-head delta supplied from Southeast and
prograding into a lagoonal environment (Figure 5.4).

In this first configuration, the relative distality of the five wells may be interpreted
from the regional deltaic system. The sediment transport direction is defined
along the distributary channel axis, i.e., linearly in the fluvial zone, and radially
in the deltaic zone (gray arrows in Figure 5.4). The relative distality of the five
wells is given by

NW ⇐

W01

W03

⇐ W07 ⇐
W04 ⇐

W05 ⇐

 SE, (5.1)

where double arrows represent the hypothetical sediment transport direction from
one well to another, and parentheses represent the different deltaic systems.

Wells 04 and 05 are assumed to belong to different distributary channels, making
them having the same relative distality but disconnected from each other. The
relative well distalities within this paleogeographic depositional system interpre-
tation are given by

NW ⇐

d01 = 1

d03 = 1

⇐ d07 = 2 ⇐
d04 = 5 ⇐

d05 = 5 ⇐

 SE, (5.2)
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where distality are integer values between d = 1 and d = 5. Well 07 is geo-
graphically closer to wells 01 and 03 (d01 = d03 = 1) than to wells 04 and 05
(d04 = d05 = 5), therefore its distality is closer to wells 01’s and 03’s than to
wells 04’s and 05’s, i.e., d07 = 2.

Scenario B: Several independent bay-head deltas

Based on the additional cored wells 09 and 11, along which additional data such
as dipmeter data and revised biostratigraphic interpretation are acquired, Knaust
and Hoth (2021) propose a new interpretation of the zone of interest. This new
paleogeographic depositional environment interpretation is composed of two time-
equivalent bay-head deltas supplied from two different directions on both sides of
well 09 (Figure 5.5).

This interpretation is supported by regional seismic cross sections, which show a
pronounced westward thickening of the Hugin Formation (e.g., Hoth et al., 2018;
Knaust and Hoth, 2021). Moreover, additional biostratigraphic interpretations
along wells 09 and 11 (Figure 5.1) highlight the diachronous behavior of the par-
alic Hugin Formation with decreasing age towards the East (Knaust and Hoth,
2021). According to biostratigraphic data, the Hugin Formation have been de-
posited in two different time-periods: Bathonian East and Callovian West of the
Gudrun Øst fault Figure 5.1.

In this second configuration, the relative distality of the seven wells may be in-
terpreted for each depositional time in the zone of interest considering that the
sediment transport direction is defined within each deltaic system along the dis-
tributary channel axis. However, there is no biostratigraphic interpretation along
well 03, and only the tops of wells 01 and 07 are biostratigraphically interpreted
and correspond to Callovian deposits (Figure 5.1).

Bathonian Hugin Formation paleogeography interpretation (Figure 5.5).
The depositional position of well 09 in the Bathonian Hugin Formation is inter-
preted as a bay-head delta, whereas the other wells along which the Bathonian
biozone is interpreted (i.e., wells 04 and 11) correspond to lagoonal depositional
environment in the Hugin Formation (Figure 5.1). In this configuration, the
relative distality of the seven wells is given by

NW

W03

W07

W01

⇐

 W

W09

W

 ⇒
W11

W04

W05

SE, (5.3)

where the double arrows represent the sediment transport direction from one well
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Figure 5.5: Middle Jurassic Hugin Formation paleogeographic depositional sys-
tem interpretation of Knaust and Hoth (2021): (Bathonian) a bay-head delta
interpreted in well 09 prograding into a lagoonal depositional environment inter-
preted in wells 04 and 11, and (Callovian) several independent bay-head deltas
in both sides of well 09. (left) wells 09 and 11 along which are interpreted the
Bathonian and Callovian paleogeographic depositional systems, and (right) block
diagrams of wells in the Gudrun-Sigrun Field area.

to an other, and parentheses represent the different deltaic systems. The relative
well distalities within this paleogeographic depositional system interpretation are
given by

NW

d03 =?

d07 =?

d01 =?

⇐

 W

d09 = 5

W

 ⇒
d11 = 1

d04 = 1

d05 =?

SE, (5.4)

where gray well distalities are not very confident because of the lack of Bathonian
biostratigraphic interpretations. Indeed, there is no biostratigraphic information
about well 03 and well 05 does not penetrate the Bathonian Hugin Formation
(only Callovian deposits). Finally, the upper part of wells 01 and 07 are inter-
preted as Callovian deposits. In this configuration, the relative distality of these
gray wells in the Bathonian Hugin Formation is not defined.
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Callovian Hugin Formation paleogeography interpretation (Figure 5.5).
Sedimentary facies interpreted along well 09 in the Callovian Hugin Formation
correspond to offshore deposits, whereas the other wells along which the Callovian
biozone is interpreted correspond to deltaic environment in the Hugin Formation
Figures 5.1 and 5.5. In this configuration, the relative distality of the seven wells
is given by

NW

 W03

W07

W01

 ⇒ W09 ⇐

W11 ⇐
W04

W

W05

 SE, (5.5)

where the double arrows represent the sediment transport direction from one well
to an other, and parentheses represent the different deltaic systems.

Wells 04 and 07 have a similar position within the two separated deltas making
them having the same relative distality but they should not be connected. The
relative distalities within this depositional system are given by

NW

d03 = 3

d07 = 3

d01 = 3

 ⇒ d09 = 1 ⇐

d11 = 4 ⇐
d04 = 5

W

d05 = 5

 SE, (5.6)

where gray well position are not very confident because of the lack of Callovian
biostratigraphic interpretations. Indeed, there is no biostratigraphic information
about well 03. However, wells 01, 03 and 07 have similar sedimentary facies, which
mainly correspond to deltas prograding into lagoonal environments (Figure 5.1).
Moreover, the upper part of wells 01 and 07 corresponds to Callovian deposits.
In this configuration, deposits recorded along these three wells may belong to the
same Callovian depositional system and their distality (d = 3) is approximately
chosen between a lagoonal depositional environment (d = 1) and a proximal
depositional environment (d = 5).

5.2 Application of the distality rule of correlation

The correlation rule based on the sedimentary facies and relative well distality
defined in Chapter 3 follows the principle of correlation stating that “a well marker
(described by facies and distality taken at the center of an interval having a
constant facies and a constant distality) cannot be correlated with another well
marker described by a depositionally deeper facies at a more proximal position, or
a depositionally shallower facies at a more distal position” (i.e., Walther’s law of
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the correlation of facies, in a broader sense). This principle is applied to evaluate
the likelihood of the proposed depositional systems according to the consistency
of the generated well correlations.

5.2.1 Scenario A: One single bay-head delta

Knaust et al. (2019) interpret the depositional system of the Hugin Formation
in the Gudrun-Sigrun Field area as a single bay-head delta supplied from the
Southeast. Sedimentary facies are displayed along the seven wells in Figure 5.1
and Equation (5.3) describes the relative well distalities of the seven wells.

However, the integration of wells 09 and 11 in the database makes the scenario A
not conformable with the principle of correlation. Indeed, facies at the top of
well 09 (open lagoon in the Hugin Formation and offshore facies in the Heather
Formation; see Figure 5.5), cannot be correlated with the facies at the top of
well 07 (mouth bar) according to their relative distality within the depositional
system (Equations (5.1) and (5.2)). The same problem is observed between facies
at the bottom of wells 07 and 09 (Figure 5.1).

In this scenario, the correlation cost function proposed in Chapter 3 cannot com-
pute a correlation cost and returns no correlation set. This rule is very strict
and excludes impossible well-marker correlations according to their sedimentary
facies and their relative well distality (Equation (3.14)). The relative distality
assigned to the wells in scenario A leads to non-conformable well chronostrati-
graphic correlation.

5.2.2 Scenario B: Several independent bay-head deltas

Knaust and Hoth (2021) interpret the depositional system of the Middle Jurassic
Hugin Formation in the Gudrun-Sigrun Field area as several independent bay-
head deltas supplied from two different directions and separated by a lagoonal
depositional environment. Sedimentary facies are displayed along the seven wells
in Figure 5.1, and Equations (5.4) and (5.6) describe the relative well distalities
of the seven wells in the Bathonian and the Callovian Hugin Formation.

Unlike the scenario A, scenario B proposed by Knaust and Hoth (2021) is con-
formable with the principle of correlation defined in Chapter 3. In this case, the
correlation cost function may be applied on the entire data set. However, as
illustrated in Figure 5.5, the Middle Jurassic Hugin Formation is diachronous in
the Gudrun-Sigrun Field area:
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- The Bathonian Hugin Formation paleogeography corresponds to a delta
(interpreted in well 09) prograding into a lagoonal depositional environment
(interpreted in wells 04 and 11).

- The Callovian Hugin Formation paleogeography corresponds to two inde-
pendent deltas (wells 01, 03 and 07 to the Northwest, and wells 04, 05 and
11 to the Southeast) prograding into a lagoonal depositional environments
in both sides of the Heather Formation interpreted as offshore deposits in
well 09.

In both depositional periods, there are two independent groups of wells in both
sides of well 09: (1) the correlation cost function is first applied to the southeast
group of wells (wells 04, 05 and 11; see Figure 5.6), (2) the correlation cost
function is then applied to the northwest group of wells (wells 01, 03 and 07; see
Figure 5.7), and (3) the correlation cost function is finally applied to wells 07, 09
and 11 in order to evaluate the correlations between these three wells belonging
to different depositional systems (Figure 5.8).

5.2.2.1 Southeast bay-head delta

Wells 04 and 11 are very close (approximately 1 km) and the well correlation
between these two wells can be computed thanks to the consistency of the sed-
imentary facies interpretations with respect to the relative well distalities. Ad-
ditionally, the outcome is very consistent with respect to the biostratigraphic
interpretations. Indeed there no correlation line which crosses a biostratigraphic
interval (Figure 5.6). This outcome supports the hypothesis stating that these
two wells belong to a lagoonal depositional environment during the Bathonian,
and to the same delta during, in which well 11 is a bit more distal than well 04,
during the Callovian.

However, wells 05 and 11 are more distant than wells 04 and 11 (approximately
4 km), and between the latter two wells, the outcome returns more gaps (one facies
correlated with a group of facies). Moreover, well marker correlations (between
wells 05 and 11) are consistent with respect to the biostratigraphic interpretations,
i.e., few correlation lines which correlate Middle Callovian deposits (C2) with
Early Callovian deposits (C1) (Figure 5.6).

Consequently, the application of the correlation cost function on these three wells
supports the hypothesis stating that they belong to the same depositional system,
even if the correlation between wells 05 and 11 is less consistent than between
wells 04 and 11.
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Figure 5.6: Computer-assisted chronostratigraphic correlation computed between
wells 04, 05 and 11 using the distality rule of correlation defined in Chapter 3.
The relative well distalities correspond to the scenario B (Figure 5.5 and Equa-
tions (5.4) and (5.6)). Bathonian: wells 04 and 11 are distal (d04 = d11 = 1).
Callovian: well 04 (and d = 5 Callovian) is more proximal than well 11 (d = 3),
and well 05 (d = 5) is a bit more off-axis of the system. Red correlation lines are
inconsistent with respect to the biozones.

5.2.2.2 Northwest bay-head delta

The relative well distality of the three wells belonging to the Northwest bay-head
delta is constant and the same in the three wells (d = 3). In this configuration, the
distality rule of correlation returns lithostratigraphic well correlations. However,
the similarity of the facies interpretations along wells 01 and 07, whose distance
is approximately 2 km, is not inconsistent with the use of lithostratigraphic well
correlation. Moreover, the application of the distality rule of correlation is not
inconsistent with respect to the biostratigraphic interpretations, i.e., even without
that much biostratigraphic interpretations, there is no biostratigraphic interval
crossed by correlation lines and well markers belonging to a biozone are not
correlated with well markers belonging to an other biozone (Figure 5.7).

This outcome does not discard the hypothesis stating that these two wells belong
to the same delta and that wells have approximately the same distality. There is
no biostratigraphic interpretations along well 03, so the correlation lines between
wells 03 and 07 cannot be discussed with respect to the biostratigraphy.
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Figure 5.7: Computer-assisted chronostratigraphic correlation computed between
wells 01, 03 and 07 using the distality rule of correlation defined in Chapter 3.
The relative well distalities correspond to the scenario B (Figure 5.5 and Equa-
tions (5.4) and (5.6)). Bathonian: No information given by biostratigraphic
interpretation. Callovian: Wells 01 and 07 correspond to delta and have approxi-
mately the same relative distality (d01 = d07 = 3) and there is no biostratigraphic
interpretation along the well 03, but it mainly corresponds to deltaic depositional
environments (d0 =).

Moreover, thin coal beds are interpreted in the three wells and the correlation cost
function highlights this coal bed by correlating three coal beds together (orange
correlation band in Figure 5.7). This correlation band between the three wells is
consistent with the seismic interpretation, because the top of the Middle Jurassic
Hugin Formation in the Gudrun-Sigrun Field area is characterized by continuous
thin coal beds (Hoth et al., 2018; Knaust and Hoth, 2021; Styan and Bustin,
1983). However, there is no certainty about the time-equivalence of these coal
beds (e.g., Knaust and Hoth, 2021).

Consequently, the application of the correlation cost function on these three wells
does not disprove the hypothesis stating that they belong to the same delta,
even if these correlations are not as confident as possible because of the lack of
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biostratigraphic interpretations in these three wells.

N.B.: If the relative well distality variation between wells 01 and 07 was the same
in this configuration than in the scenario A, i.e., d01 < d07, the stratigraphic well
correlation generated by the distality rule of correlation would have been very
similar to Figure 5.7 because of the presence of one mouth bar and one coal bed
in the two wells. Indeed, in order to satisfy the principle of correlation proposed
in Chapter 3, the mouth bar in well 01 would have been correlated to the mouth
bar in well 07, the coal bed in well 01 would have been correlated to the coal
bed in well 07, and restricted lagoons in well 07 would have been correlated to
restricted lagoons in well 01.

5.2.2.3 Bay-head deltas and lagoonal environments

The scenario B is based on the hypothesis stating that well 09 corresponds to
deltaic depositional conditions in the Bathonian (d09 = 5), and to offshore de-
positional conditions in the Callovian (d09 = 1). In both depositional periods,
it does not belong to the same depositional systems as the other wells in the
Gudrun-Sigrun Field area (Figure 5.5). In this scenario, wells 04, 05 and 11 be-
long to one Callovian delta on the Southeast of well 09, and wells 01, 03 and 07
belong to another Callovian delta on the West of well 09. In order to evaluate the
consistency of this scenario, well 09 is correlated with the two closest wells from
the two other deltas, i.e., well 11 in the Southeast and well 07 in the Northwest
(Figure 5.8).

Biostratigraphic interpretations are poor in well 07, and biozones are not similar
in wells 09 and 11. Indeed, the main part of the well 09 correspond to Bathonian
deposits, whereas the main part of the well 11 corresponds to Callovian deposits,
and only the bottom of well 11 corresponds to Early Bathonian deposits. More-
over, the Middle to Late Bathonian depositional period is missing in well 11.

The diachronous behavior of the Hugin Formation is highlighted in wells 09
and 11 (Figure 5.5). However, the definition of various well distalities in the
Bathonian and Callovian and the application of the distality rule of correlation
returns promising outcomes which honor Early Bathonian interpretation (B1)
(Figure 5.8).

The correlation between wells 07, 09 and 11 generates few gaps, and the cor-
relation lines are not entirely inconsistent with respect to the biostratigraphic
interpretations. Indeed, only the upper part of well 09 (Middle to Late Batho-
nian) is correlated with the upper part of well 11 (Callovian).

Finally, the global consistency of results with respect to biostratigraphic interpre-
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Figure 5.8: Computer-assisted chronostratigraphic correlation computed between
wells 07, 09 and 11 using the distality rule of correlation defined in Chapter 3.
The relative well distalities correspond to the scenario B (Figure 5.5 and Equa-
tions (5.4) and (5.6)). Bathonian: well 11 (d11 = 1) is more distal than well 09
(d09 = 5). Callovian: wells 07 and 11 have approximately the same distality
(d07 = 3 and d11 = 4) and are more proximal than well 09 (d09 = 1). Red corre-
lation lines are inconsistent with respect to the biozones.

tations is consistent with the hypothesis stating that the three wells do not belong
to the same chronostratigraphic depositional system and that the correlation cost
function proposed in Chapter 3 can be applied to generate a chronostratigraphic
model of the subsurface between these three wells (Chapter 6).

Conclusion

The correlation cost function proposed in Chapter 3 has been applied to the
Middle Jurassic Hugin Formation in the Gudrun-Sigrun Field area in order to
to evaluate the consistency of two possible paleogeographic depositional system
interpretations:

A. A single bay-head delta supplied from the Southeast prograding into a la-
goonal depositional environment (Figure 5.4) (Knaust et al., 2019). In this
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configuration, all the wells belong to the same delta.

B. Several independent bay-head deltas supplied from different directions pro-
grading into a lagoonal depositional environment (Knaust and Hoth, 2021).
In this latter scenario, during the Bathonian, the well 09 corresponds to
a bay-head delta prograding into a lagoonal depositional environment in-
terpreted in wells 04 and 11, and during the Callovian, wells 01, 03 and
07 belong to one delta, wells 04, 05 and 11 belong to another delta, and
in between well 09 represents the most marine depositional system being
deposited at the same period (Knaust and Hoth, 2021) (Figure 5.5).

The application of the correlation cost function proposed in Chapter 3 does not
support and rejects the scenario A because of the unconformity of the sedimen-
tary facies at the top of the wells with respect to their relative distalities. On the
other hand, it does not discard the scenario B and supports it thanks to the con-
sistency of the well correlation with respect to the biostratigraphic interpretations
(Figures 5.6 to 5.8).
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The purpose of this chapter is to apply the distality rule of correlation proposed
in Chapter 3 to Wells 04 and 11 in the Early Callovian Hugin Formation in the
Sigrun Field area (Section 6.1). This approach produces consistent stratigraphic
well correlations, and highlights the sensitivity of the solution to the facies zona-
tion and to the relative well distality.

N.B.: This chapter contains paragraphs which are modified or partially/entirely
taken from Baville et al. (2022).
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Abstract

The distality rule of correlation reflects prior knowledge about sediment transport
directions (Chapter 3), and it is tested on Wells 04 and 11 penetrating the Middle
Jurassic Hugin Formation in the Sigrun Field area. Well markers are described
by two parameters: (1) the sedimentary facies corresponding to a depositional
environment, and (2) the relative distality of the well computed from its position
along the sediment transport direction. The main principle of correlation used
in this chapter assumes that a well marker (described by a facies and a distal-
ity) cannot be correlated with another well marker described by a depositionally
deeper facies at a more proximal position, or a depositionally shallower facies
at a more distal position. This approach produces promising stratigraphic well
correlations, and highlights the sensitivity of the solution to the facies zonation
and to the relative well distality. Therefore, the proposed rule offers a way to
coherently consider chronostratigraphic correlation and the associated uncertain-
ties at the parasequence scale, i.e., at a smaller scale than generally considered
in deterministic correlation.

Introduction

The distality rule of correlation defined in Chapter 3 for computing the likeli-
hood of a well-marker correlation from sedimentary facies and well distality yields
promising results on simple synthetic data sets. It has also been applied to a large
data set composed of seven wells drilled in the Middle Jurassic Hugin Formation
in the Gudrun-Sigrun Field area (Block 15/3) (Hoth et al., 2018; Kieft et al.,
2010; Knaust and Hoth, 2021; Sneider et al., 1995) to compare two regional de-
positional contexts interpretations proposed by Knaust et al. (2019) and Knaust
and Hoth (2021) with biostratigraphic data (Chapter 5).

The application of the distality rule of correlation has supported the paleogeo-
graphic interpretation of the Middle Jurassic Hugin Formation in the Gudrun-
Sigrun Field area proposed by Knaust and Hoth (2021) as two independent bay-
head deltas supplied from two different directions prograding into a lagoonal
depositional environment (Figure 5.4).

Considering this paleogeographic interpretation (Section 5.2.2), the purpose of
this chapter is to use the distality rule of correlation to simulate likely subsurface
stratigraphic models from well data and to assess the stratigraphic uncertain-
ties. The area of interest is the Early Callovian section of two wells from the
Middle Jurassic Hugin Formation in the Sigrun Field area, i.e., Wells 04 and 11
(Figure 6.1).
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Figure 6.1: (A) Map view and (B) block diagram of the Sigrun Field area (Block
15/3), and spatial location of wells 04 and 11 in the Callovian Hugin Forma-
tion (Maps based on http://www.npd.no). (C) Stratigraphic correlation between
wells 04 and 11 generated by the distality rule of correlation defined in Chapter 3
(Section 5.2.2.3).

The first objective of the distality rule of correlation is to simulate stratigraphic
subsurface models from sedimentary facies and well distalities (Sections 6.2.1
and 6.2.2). The second objective of this application is to evaluate the impact of
the sedimentary facies and well distality interpretation on the subsurface strati-
graphic models by using different groups of sedimentary facies (Section 6.2.3).

6.1 Zone of interest: Sigrun Field area

Based on dipmeter data analysis and biostratigraphic interpretation, the Hugin
Formation in the Gudrun-Sigrun Field area appears as a faulted and a highly
diachronous unit (Kieft et al., 2010; Knaust and Hoth, 2021; Sneider et al., 1995).
However, Wells 04 and 11 are about one kilometer apart one from another, no
major fault occurs in between and the well data belong to an interval of roughly
the same age based on biostratigraphic interpretations (Knaust and Hoth, 2021).

The top and bottom of the Hugin Formation are marked in seismic images by
coal bed reflectors (Hoth et al., 2018). However, the three-dimensional internal
geometry of the Hugin Formation cannot be interpreted from seismic data because
of the limited seismic resolution, and can only be determined from well data
(Knaust and Hoth, 2021).

As described in Appendix A, sedimentary facies have been interpreted from partly
cored wells in the Gudrun-Sigrun Field area. The two wells of Early Callovian
age contain eight sedimentary facies (Figure 6.2), as interpreted by Knaust and
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Figure 6.2: Eight sedimentary facies interpreted by Knaust and Hoth (2021) from
core samples of the Early Callovian Hugin Formation in the Sigrun Field area.
Sedimentary facies are described in Appendix A. Redrawn from (Baville et al.,
2022).

Hoth (2021) (Appendix A) and digitalized to compute well-marker correlation
costs using Equations (3.3) and (3.15) (Table 5.1).

6.2 Application of the distality rule of correlation

Wells 04 and 11 (Gudrun-Sigrun Field area) are fully cored in the base of the
Hugin Formation. Biostratigraphic analyses have been performed and have con-
firmed that the lower part of the Hugin Formation in both wells belong to the
same biozone, i.e., Early Callovian (Figure 6.3).
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Figure 6.3: Sedimentary facies, parasequence and biostratigraphic interpretation
of Wells 04 and 11 in the lower part of the Hugin Formation in the Sigrun Field
area. Redrawn from Baville et al. (2022).

Knaust and Hoth (2021) propose that deposits in Wells 04 and 11 were part of
the same bay-head delta supplied with Early Callovian sediments from East to
Southeast. The application of the distality rule of correlation on a large data set
supports this hypothesis (Chapter 5). Well 11 is referred to as the distal well
because of its western position and well 04 is referred to as the proximal well
because of its eastern position, in relation to an assumed direction of deposition
from roughly East to West (Figure 6.2).

In both wells, the relative distality is considered constant along the entire well
path, i.e., dW11(i) = 1 and dW04(j) = 2 in Equation (3.9). This assumption
is based on a stable direction of sediment transport during the considered time
interval, which is supported by dipmeter data (Knaust and Hoth, 2021).

Additionally, transgressive and regressive parasequences (T-R parasequences)
were interpreted along these two wells. These parasequences are supported by
biostratigraphic interpretation and by the identification of major marine flooding
events characterized by reworked sediments and scattered pebbles above these
ravinement surfaces (Knaust and Hoth, 2021).

However, it is important to note that no absolute evidence exists about how
these regressive sequences are correlated between both wells, essentially because
they are interpreted below the biostratigraphic resolution (cf. the difference be-
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tween absolute and relative chronostratigraphy in Section 1.2.3). The deepest
parasequence identified in well 11 and the shallowest parasequence identified in
well 04 (Figure 6.3) were analyzed by Knaust and Hoth (2021) and dipmeter data
acquired in these parasequences suggest a sediment transport direction towards
West-Southwest.

Applying computer-assisted correlations on this data set involves computing a
correlation cost c for each possible well-marker correlation. First, a correlation
cost minimizing the facies variation is computed from the interpreted well mark-
ers using Equation (3.16), corresponding to lithostratigraphic correlation (Sec-
tion 6.2.1). Then, the distality correlation cost function is applied on the data
using Equation (3.17) (Section 6.2.2), and on three different facies associations
defined in Section 6.2.3.

6.2.1 Lithostratigraphic subsurface model simulation

The first scenario considers the principle of lithostratigraphy (Section 1.2.3) to
generate stratigraphic well correlations, i.e., well markers are preferentially corre-
lated if sedimentary facies are similar. In order to minimize the sedimentary facies
variation (e.g., Hale, 2013), the well distality ∆d is not taken into account, i.e.,
the correlation cost function is given by Equation (3.16). In this configuration,
the outcomes correspond to lithostratigraphic well correlation sets (Figure 6.4).

Figure 6.4.A plots the best correlation set computed with Equation (3.16), i.e.,
the correlation set having the lowest cumulative correlation cost (cost = 2.39).
These outcomes are computed considering that both wells have the same distality,
and corresponds to a lithostratigraphic well correlation. Figure 6.4.B plots the
correlation path of the best correlation set within the correlation cost matrix
(black line). As expected, the correlation path goes through cells with the lowest
costs (i.e., the most likely well-marker correlations) and generally avoid cells
having the largest costs (i.e., the less likely well-marker correlations).

Following lithostratigraphic principle of correlation, the simulation outcome high-
lights inconsistent well-marker correlations which are inconsistent with the dis-
tality rule of correlation (red correlation bands on Figure 6.4.A). For example,
a well marker interpreted as a patch reef sedimentary facies in well 11 (between
17.7 m and 18.59 m) is correlated with a well marker interpreted as an open la-
goon in well 04 (between 10.91 m and 11.03 m). These inconsistent well-marker
correlations contradict the principle of correlation formulated in Chapter 3.
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Figure 6.4: (A) Correlation panel. Black lines correspond to the best correlation
set computed by Equation (3.16) (i.e., lithostratigraphic well correlation). Red
bands highlight well-marker correlations which are inconsistent with the distality
interpreted in both wells. (B) Correlation cost matrix. The black line corresponds
to the correlation path of the best correlation set minimizing the facies variation
∆f . Cells are colored by the correlation cost computed by Equation (3.16).
Modified from (Baville et al., 2022).
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6.2.2 Chronostratigraphic subsurface model simulation

As discussed in Section 6.2.1, well correlations computed by minimizing the sed-
imentary facies variation did not return convincing outcomes according to the
principle of correlation (Chapter 3). Indeed, lithostratigraphic concepts do not,
in general, yield isochronous stratigraphic surfaces (Section 1.2.3). Using Equa-
tions (3.14) and (3.15) to account for distality significantly changes the correlation
outcomes as illustrated in Figure 6.5.A.

The correlation panel illustrated in Figure 6.5.A eases the comparison between
the result of the two most likely correlation sets among the n-most likely scenarios
computed by the lithostratigraphic cost function given by Equation (3.16) (dashed
red lines) and the distality correlation rule given by Equations (3.14) and (3.15)
(full black lines).

Green correlation bands highlight that well markers which were inconsistently
correlated using the sedimentary facies variation minimization (red correlation
bands in Figure 6.4) are now consistently correlated using the proposed corre-
lation cost function. This consistency is ensured by the cost function given by
Equation (3.14), which excludes impossible well-marker correlations.

Moreover, several facies in one well are correlated with only one facies in the other
well: the computer-assisted correlation process generates a gap due to erosion or
non-deposition. The depths of these gaps are not defined a priori by the algorithm
which only considers a gap cost penalty for each transition, so they emerge from
the method in order to maximize the correlation set likelihood. However, if the
number of well markers in the wells are different, multiple correlations to one
single marker must occur, and gaps must be simulated.

Figure 6.5.B plots the correlation path of the best correlation set within the cor-
relation cost matrix (black line). This matrix highlights that a high number of
well-marker correlations are excluded thanks to the principle of correlation im-
plemented by Equation (3.14). Indeed, an infinite correlation cost means that
the well-marker correlation is not consistent with respect to the principle of cor-
relation.

For example, the large mouth bar observed in well 11 (between 9.75 m and
15.95 m) can only be associated with mouth bars (between 1.33 m and 2.54 m) and
distributary channels (between 3.36 m and 4.17 m) in the more proximal well 04.
The principle of correlation constrains the computer-assisted well-correlation pro-
cess and generates only admissible scenarios.

Additionally, the correlation cost matrix enables the comparison between two
principles of correlation. Indeed, Figure 6.5.B plots the best correlation simulated
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Figure 6.5: (A) Correlation panel. Black lines (respectively dashed red lines) cor-
respond to the best correlation set computed by Equation (3.17) (respectively us-
ing Equation (3.16)). Green bands highlight well-marker correlations which were
inconsistent using the variation minimization and which are consistent using the
distality rule of correlation. (B) Correlation cost matrix. Black line (respectively
dashed red line) corresponds to the correlation path of the best correlation com-
puted by the distality rule of correlation (respectively the variation minimization).
Cells are colored by the correlation cost computed by Equation (3.17). Modified
from (Baville et al., 2022).
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using lithostratigraphic well correlation (dashed red correlation path) overlaid
on the correlation cost matrix corresponding to the distality correlation cost.
The lithostratigraphic correlation path passes three times through white cells
(impossible well-marker correlation) which correspond to the three red correlation
bands in Figure 6.4.A.

In the correlation cost matrix, correlation sets are represented by their correlation
paths, and each bullet corresponds to each well-marker correlation belonging to
these correlation sets. It is possible to display several scenarios, for example
the four scenarios having the lowest cost in Figure 6.6. Unlike the correlation
panel (Figure 6.6.A), the cost matrix view (Figure 6.6.B) eases the analysis of
differences between correlation sets because well-marker correlations which are
never, seldom or often simulated could be directly identified.

However, the correlation panel eases the observation of layering connectivity vari-
ation between several correlation sets, which may lead to models which differ in
terms of fluid flow behavior. Figure 6.6.A, for example, highlights the difference
between the four most likely well correlation sets using the distality rule of correla-
tion (Chapter 3). The green correlation band corresponds to the main difference
between the third most likely scenario (green correlation lines and correlation
path) and the three other displayed scenarios (bold well-marker correlation cell
in Figure 6.6.B): an additional layer is simulated corresponding to laminated mud-
stones (restricted lagoon) in well 11. This additional layer may have an impact
on dynamic reservoir modeling because of its potential low permeability (e.g.,
Baville et al., 2019).

Moreover, the two-dimensional cost matrix highlights simulated gaps (vertical
and horizontal lines) by applying the proposed correlation cost function on the
North Sea data set returns two specific types of gaps in the most likely chronos-
tratigraphic scenario (Figure 6.5.B):

1. One well marker interpreted as a distributary channel in well 04 (between
3.36 m and 4.17 m) is correlated with a group of well markers in well 11
(between 2.52 m and 21.50 m). This significant gap stems from the lack of a
proximal facies (distributary channel or mouth bar) below 4.5 m in well 04.

2. Two well markers interpreted as a restricted lagoon in well 04 (between
22.49 m and 23.88 m and between 24.51 m and 25.00 m) are correlated
with two groups of well markers in well 11 (between 6.35 m and 10.37 m
and between 10.91 m and 15.30 m).

These observations are consistent with the interpretation of regressive parase-
quences during which sediments are preferentially deposited along the basin mar-
gin rather than in the proximal or distal positions (Borgomano et al., 2008;
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Figure 6.6: (A) Correlation panel. Black lines correspond to identical well-marker
correlations among the four best correlation sets computed by Equation (3.17)
i.e., the four correlation sets with the four lowest cumulative costs computed by
Equation (2.1). Colored correlation lines are the different well-marker correlations
in the four best correlation sets. (B) Correlation cost matrix. The four lines
correspond to the four most likely scenarios. Note that the transition costs t
associated to the edges or corners of the cost matrix are not visible in this display.
Modified from (Baville et al., 2022).
blablabla blablabla blablabla blablabla blablabla blablabla blablabla blablabla
blablabla blablabla blablabla blablabla blablabla blablabla blablabla blablabla
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Catuneanu et al., 2010; Galloway, 1989a; Homewood et al., 1992). Hence, this
realization, which is defined by the highest likelihood and based on the principle
of correlation, yields consistent results for the sedimentary facies correlation that
is constrained by the well distality.

However, these results are not consistent with the stratigraphic parasequence
interpretation (red triangles in Figure 6.3). Therefore, this method can help to
target zones of uncertainty in order to make alternative interpretations of core
samples and well logs. Alternatively, some method parameters such as the relative
well distality (α in Equations (3.10) and (3.15)) could be tuned to match ancillary
constraints, before using the approach to explore uncertainties.

6.2.3 Impact of the sedimentary facies clustering

The correlation cost function Equation (3.14) is very strict and excludes well-
marker correlations according to their distality and sedimentary facies interpre-
tations. However, some depositional environments may be laterally equivalent
and this equivalence may not be captured by the rules.

Facies codes defined in Section 6.1 are globally ordered by decreasing distality
from 1 to 8, so they can be used directly in Equations (3.14) and (3.15). Moreover,
facies can also be grouped before correlation to reduce complexity, reflect the
laterally equivalence of some facies along a distal-to-proximal transect, and assess
the impact of the level of interpretation detail on the correlation outcomes.

To this end, the eight initial facies are grouped in three possible facies associa-
tions according to their depositional positions along a distal-to-proximal transect
(Table 6.1):

Table 6.1: Sedimentary indexing and coloring corresponding to the three sedi-
mentary facies clusters.

Sedimentary facies No Cluster Cluster A Cluster B Cluster C

Distributary channel f = 08 f = 03 f = 03 f = 02

Mouth bar f = 07 f = 03 f = 03 f = 02

Upper delta front f = 06 f = 02 f = 03 f = 02

Lower delta front f = 05 f = 02 f = 03 f = 02

Prodelta f = 04 f = 02 f = 02 f = 01

Patch reef f = 03 f = 01 f = 01 f = 01

Open lagoon f = 02 f = 01 f = 01 f = 01

Restricted lagoon f = 01 f = 01 f = 01 f = 01
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A. Sedimentary facies are divided into three groups. (1) Distal sedimentary
facies 1-3 correspond to depositional environments from restricted lagoons
to patch reefs. (2) Intermediate sedimentary facies 4-6 correspond to deltaic
environments from the prodelta to the upper delta front. (3) Proximal
sedimentary facies 7-8 correspond to mouth bars and distributary channels.

B. Sedimentary facies are divided into three groups. (1) Distal sedimentary fa-
cies 1-3 correspond to depositional environments from restricted lagoons to
patch reefs. (2) Intermediate sedimentary facies 4 correspond the prodelta.
(3) Proximal sedimentary facies 5-8 correspond to depositional environ-
ments from the lower delta front to distributary channels.

C. Sedimentary facies are divided into two groups. (1) Distal sedimentary fa-
cies 1-4 correspond to depositional environments from restricted lagoons to
the prodelta. (2) Intermediate sedimentary facies 5-8 correspond to depo-
sitional environments from the lower delta front to distributary channels.

This three different sedimentary facies associations are tested in order to evaluate
the impact of sedimentary facies lateral equivalence:

A. Figure 6.7.A plots one of the most likely computed correlation sets using the
facies association A (black correlation lines) as input against the most likely
computed correlation set without facies associations (dashed red correlation
lines). Figure 6.7.B illustrates the correlation cost matrix, the best corre-
lation set computed from the facies association A (black correlation path),
and the best correlation set computed from no facies association (dashed
red correlation path).

B. Figure 6.8.A plots one of the most likely computed correlation sets using the
facies association B (black correlation lines) as input against the most likely
computed correlation set without facies associations (dashed red correlation
lines). Figure 6.8.B illustrates the correlation cost matrix, the best corre-
lation set computed from the facies association B (black correlation path),
and the best correlation set computed from no facies association (dashed
red correlation path).

C. Figure 6.9.A plots one of the most likely computed correlation sets using the
facies association C (black correlation lines) as input against the most likely
computed correlation set without facies associations (dashed red correlation
lines). Figure 6.9.B illustrates the correlation cost matrix, the best corre-
lation set computed from the facies association C (black correlation path),
and the best correlation set computed from no facies association (dashed
red correlation path).
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Figure 6.7: (A) Correlation panel. Black lines (respectively dashed red lines) cor-
respond to the best correlation set computed by Equation (3.17) with the facies
association A (respectively without facies association). Purple bands highlight
the main difference between the correlation sets generated with the facies associ-
ation A, and without the facies association. (B) Correlation cost matrix. Black
line (respectively dashed red line) corresponds to the correlation path of the best
correlation set computed with the facies association A (respectively without facies
association). Modified from (Baville et al., 2022).
blablabla blablabla blablabla blablabla blablabla blablabla blablabla blablabla
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Figure 6.8: (A) Correlation panel. Black lines (respectively dashed red lines) cor-
respond to the best correlation set computed by Equation (3.17) with the facies
association B (respectively without facies association). Purple bands highlight
the main difference between the correlation sets generated with the facies associ-
ation B, and without the facies association. (B) Correlation cost matrix. Black
line (respectively dashed red line) corresponds to the correlation path of the best
correlation set computed with the facies association B (respectively without facies
association). Modified from (Baville et al., 2022).
blablabla blablabla blablabla blablabla blablabla blablabla blablabla blablabla
blablabla blablabla blablabla blablabla blablabla blablabla blablabla blablabla
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Figure 6.9: (A) Correlation panel. Black lines (respectively dashed red lines) cor-
respond to the best correlation set computed by Equation (3.17) with the facies
association C (respectively without facies association). Purple bands highlight
the main difference between the correlation sets generated with the facies associ-
ation C, and without the facies association. (B) Correlation cost matrix. Black
line (respectively dashed red line) corresponds to the correlation path of the best
correlation set computed with the facies association C (respectively without facies
association). Modified from (Baville et al., 2022).
blablabla blablabla blablabla blablabla blablabla blablabla blablabla blablabla
blablabla blablabla blablabla blablabla blablabla blablabla blablabla blablabla
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The main difference between these correlation sets (associations A, B and C) and
the most likely correlation set based on the eight sedimentary facies (dashed red
correlation lines) are highlighted by the purple correlation bands in correlation
panels (Figures 6.7 to 6.9). Without facies groups, the well marker interpreted
as a restricted lagoon in well 11 (between 8.65 m and 8.91 m) seems to pinch
out between the wells (outcome is a gap), but with the facies association A, this
well marker is correlated with a well marker interpreted as an upper delta front
in well 04 (between 2.54 m and 3.36 m). Considering facies associations B and
facies association C, the well marker interpreted as an open lagoon in well 11
(between 8.65 m and 8.91 m) is correlated with a well marker interpreted as a
lower delta front in well 04 (between 6.35 m and 6.83 m).

The main difference between the outcome computed with eight facies and out-
comes based on facies associations A, B and C is the number of simulated gaps
(Figure 6.10). Assigning the same value to several facies presenting very close de-
positional conditions (lateral equivalence) leads to a smaller number of gaps and
amounts to a more relaxed interpretation of the principle of correlation. Indeed,
two facies belonging to the same group have the same code value even if their
association goes against the principle of correlation.

For example, considering the facies association A, a well marker interpreted as
patch reef (distal facies) in well 11 can be associated to a well marker interpreted
as restricted lagoon (distal facies) in the proximal well (Figure 6.7.). The num-
ber of plausible well-marker correlations (i.e., the number of colored cells within
the cost matrix) should increase directly by associating facies according to their
depositional conditions (e.g., Figure 6.7.B). Increasing the number of plausible
correlations may increase the number of diagonal correlation transitions (no gap)
and should lead to outcomes with less gaps because of their cost penalty (Sec-
tion 3.2.2).

The well correlation sets computed from the three facies groups have been graphi-
cally compared to the well correlation set computed with eight facies (Figures 6.7
and 6.9). However, they have not been compared on correlation panels with each
other, but only on the correlation cost matrix (Figure 6.10). As illustrated in
Figures 6.7 and 6.9, the three outcomes present a correlation band, highlighted
in purple, which splits the main gap simulated by the proposed correlation cost
function without facies association. There are also minor differences between
outcomes generated using facies associations B and C but not really in term of
stratigraphic unit connectivity, i.e., these two facies associations do generate simi-
lar stratigraphic models which are very different from the model obtained without
facies clustering. Finally, the well correlation generated with the facies associa-
tion A seems to be an intermediate between the outcome generated without facies
groups and the outcomes generated with facies associations B and C.
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Figure 6.10: Correlation cost matrix summarizing the best correlation sets gener-
ated by the distality rule of correlation using the eight initial facies and the three
facies associations A, B and C. Modified from (Baville et al., 2022).

6.3 Discussion

The distality correlation rule has been applied on two wells of the Gudrun-Sigrun
Field area, but it can be extended to n wells as described in Chapter 3. In this
case, wells must be classified by their relative positions. Normalization terms
defined in Equations (3.2) and (3.8) are computed on the entire data set to ensure
the consistency of the results. However, the order of well correlation may have
a strong impact on the outcomes because only a limited set of scenarios can be
propagated through the multi-well correlation process (Edwards et al., 2018; Wu
et al., 2018).

Independent of the well order, the application of the proposed correlation rule
on two wells of the Hugin Formation in the Sigrun Field area shows that the
definition of well distality and sedimentary facies values have a strong impact on
the results.

6.3.1 Principal sediment transport direction

In sedimentary basins, the principal sediment transport direction may vary be-
tween two overlapping deltaic lobes, and the shift to several sediment local sources
may lead to a variation of the principal sediment transport direction in the sys-
tem. In both cases, the variation of the principal sediment transport direction
may be captured with reasonable accuracy with dipmeter data.
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Figure 6.4.A shows the most likely correlation set considering that both Wells 04
and 11 have the same relative distality, i.e., they are located along the sediment
strike direction. The associated correlation cost matrix given by Equation (3.16)
- i.e., lithostratigraphic correlation - enables the simulation of every well-marker
correlation (no cells with infinite correlation cost in Figure 6.4.B).

Figure 6.5.A shows the most likely correlation set considering that well 04 is
drilled in the most proximal position of the basin, and that well 11 is drilled in
the most distal position of the basin, i.e., wells are located along the principal
sediment transport direction. The corresponding correlation cost matrix (Fig-
ure 6.5.B) illustrates that several well-marker correlations are impossible (white
cells) and cannot be simulated thanks to the principle of correlation.

6.3.2 Size of the system with respect to well spacing

Results are also sensitive to the distality variation along a distal-to-proximal
transect, which cannot be determined with certainty. To visualize the effects
of changing the relative well distality, the correlation cost matrix is computed
assuming a depositional system of lateral size equal to 3.5 km, corresponding to
a scaling parameter α = 2/7 (Figure 6.11).

Comparing the correlation costs of Figures 6.6 and 6.11, the distality rule of
correlation is less discriminant and tends to generate correlation paths closer to
the diagonal, i.e., corresponding to a more steady preservation rate in each well
in the considered interval.

Both uncertainties about the variation of the principal sediment transport direc-
tion and the relative depositional system size can be addressed by changing the
scaling coefficient α in Equation (3.15):

- For a given direction between two wells, a variation of the principal sediment
transport direction may be modeled by a scaling coefficient varying between
α = −1 and α = 1. A scaling coefficient α = −1 corresponds to
the inversion of the principal sediment transport direction and a scaling
coefficient α = 0 corresponds to the principal sediment transport direction
being perpendicular to the wells.

- A variation of the depositional system size with respect to well spacing may
be modeled by a scaling coefficient varying between α = 0 and α = 1.
A scaling coefficient α = 1 corresponds to the extreme position of wells
within the positional system and a scaling coefficient α = 0 corresponds
to two wells having the same depositional position within the system.
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Figure 6.11: Correlation cost matrix corresponding to chronostratigraphic corre-
lation given by Equation (3.15) (facies versus distality). This case is intermediate
between Equations (3.11) and (3.13) with α = 2/7. The black line corresponds
to the most likely correlation set and the dashed red line corresponds to the most
likely correlation set computed with α = 1 (Figure 6.6). Modified from (Baville
et al., 2022).

6.3.3 Sedimentary facies clustering

Figures 6.5 and 6.7 to 6.9 show chronostratigraphic correlation outcomes com-
puted with Equation (3.17) using three different facies associations and no facies
association. Considering groups of lateral equivalent facies, the correlation cost
matrix will be modified because two well markers interpreted as lateral equiva-
lent sedimentary facies are allowed to be correlated. The correlation cost function
takes as input parameters the sedimentary facies variation ∆f and the well dis-
tality variation ∆d.

In the case that two sedimentary facies are laterally equivalent, the facies variation
∆f is null and the correlation cost function will always compute a correlation
cost between the two given well markers. Figure 6.7.A shows the correlation
cost matrix associated to the facies association A. This highlights that more
plausible well-marker correlations exist than when considering the initial 8 facies
(Figure 6.5.B). For instance, well markers interpreted as prodeltas in the proximal
well can be correlated to well markers interpreted as upper or lower delta fronts
in the distal well (Figure 6.7).

In this application, three facies groups are proposed to make the correlation cost
function smoother, i.e., the clustering allows facies belonging to the same group
to be correlated even though some individual facies correlations are originally
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impossible. The comparison between simulations without facies association (Fig-
ure 6.5) and simulations with facies associations (Figures 6.7 to 6.9) may lead
to the identification of the best facies association regarding the number of gaps,
the cummulative correlation cost as compared to the reference outcome without
facies association or other auxillary considerations such as the analysis of the
sediment preservation rate.

Finally, two different well correlations can be graphically compared as illustrated
in Figures 6.5 and 6.7 to 6.9. However, increasing the number of realizations in
one graph makes the comparison and the interpretation challenging.

6.3.4 Minor changes in the correlation cost

Figures 6.6 and 6.11 illustrate that small changes in the correlation cost leads
to different well correlations. These differences can be the number of gaps, or
the size of the gap itself, i.e., the connectivity of stratigraphic units may be
strongly different from one correlation to another because of a minor change in
the correlation cost.

The paleogeography is directly linked to the connectivity of stratigraphic units
and a small variation in the correlation cost may have an impact in the strati-
graphic unit connectivity, so a minor change in the correlation cost may have an
impact on the paleogeographic model. Moreover, a change in the correlation cost
which makes a correlation possible rather than not possible (a white cell in the
cost matrix in Figure 6.6.B may become colored as illustrated in Figure 6.9.B)
may lead to significant changes in the correlation and may have a strong impact
on the corresponding stratigraphic model and fluid flow (e.g., Baville et al., 2019).

6.3.5 Additional principles of correlation

In addition to distality and facies, additional sedimentological rules could be
integrated in the proposed method. Especially, very thin distal facies or proximal
facies may be associated with a thicker succession of intermediate facies during
marine regression (Homewood et al., 1992). Considering the consistency of the
correlation cost function applied on sedimentary coastal deltaic data set, it may
be used to confront manual parasequence interpretations from well-logs and core-
samples, and highlight where uncertainties exist.

Because the correlation set simulation is solely based on correlation cost functions
used by the Dynamic Time Warping, the results are only as good as the input
rules, and in this application, the likelihood of the principle of correlation (Chap-
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ter 3). For example, the correlation process does not take into consideration the
erosion surfaces observed at the top of regressive parasequences.

Therefore, additional rules could be integrated in the method. Based on se-
quence stratigraphy, and considering that during a regressive period sediments
are mainly deposited in the intermediate area of the basin, and that during a
transgressive period sediments are eroded in the distal part and mainly deposited
in the proximal part of the basin as qualitatively illustrated in Figures 1.7 and 1.8,
a transition cost t may be implemented based on the facies vertical transitions
(e.g., Homewood et al., 1992). The thickness of facies intervals could also be con-
sidered to further constrain the preservation rate emerging from the correlations
(Hagen et al., 2020; Lallier et al., 2013).

More generally, the proposed correlation cost normalization, 0 ≤ c ≤ 1, makes
it possible to define multi-criteria correlation costs. Indeed, several independent
normalized costs may be combined in the Dynamic Time Warping algorithm by an
averaging process. As another example, detailed biostratigraphic interpretations
are available in the South Viking Graben data set and may be used to constrain
the correlation by adding a binary cost function, which allows or excludes a
correlation considering the biostratigraphy (Caumon and Antoine, 2019).

Additional data or concepts could also be integrated in the method, as an ancillary
geological likelihood to evaluate the results (e.g., de la Varga and Wellmann,
2016). Other posterior analysis on the generated stratigraphic model may be
achieved to evaluate the physical likelihood of the correlation outcomes (layer
connectivities) like hydraulic or tracer simulation tests (e.g., Baville et al., 2019;
Lallier et al., 2012). Another way to scrutinize and improve the results could be
to analyze the geometry of the chronostratigraphic units and their consistency
with dip data and subsidence analysis (Chapter 4).

Finally, the well correlation process generally involves iterations between the iden-
tification of intervals or markers in each well, and the correlation of these across
wells. The distality correlation rule allows loops between the well data inter-
pretation and their correlations according to the likelihood of simulations. The
likelihood of simulations is first defined by the algorithm but may be evaluated a
posteriori by an expert who may decide to modify the interpretation in order to
improve the well correlation, so the proposed method defers human bias.

Conclusion

In this chapter, the purpose of the proposed correlation cost function is to generate
several plausible higher-order chronostratigraphic scenarios between lower-order
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interpreted time lines (e.g., from seismic imaging and biostratigraphic analysis).
The obtained correlation results are simulated based on sedimentary facies and
well distality interpretations in several wells, and have implications in terms of
detailed paleogeography in the considered interval.

The correlation rule defined in Chapter 3 is based on the principle of correlation:
“a facies cannot be associated with a depositionally shallower (respectively de-
positionally deeper) facies in a more distal (respectively proximal) well”. This
method requires sedimentary facies interpretations along well paths and the dis-
tality of all wells computed from the well position along a distal-to-proximal
transect, to compute a correlation cost for each possible well-marker correlation
given by Equations (3.14) and (3.15).

Given the incomplete information available to recover such time lines, ambiguity
is clearly expected and it should not be hidden, as it may affect the under-
standing and the way that applied geoscientists model facies, flow units and thin
horizontal permeability barriers in subsurface reservoirs. The approach proposed
in this application makes it possible to include the concept of distality in such un-
certainty quantification and to generate alternative layer connectivities between
linear stratigraphic sections.
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As discussed at the very beginning of this PhD thesis, it is impossible to see
what lies underground, or to get a full view at a fine scale of the subsurface. For
this, the subsurface may be numerically represented using geological principles of
subsurface modeling constrained by conditioning data (e.g., Mallet, 2002).

This PhD thesis has addressed the question of the consistency between interpre-
tative stratigraphic concepts and well correlation. Indeed, as reviewed in Chap-
ters 1 and 2, lithostratigraphy, although it has been easily implemented (e.g.,
Hale, 2013; Smith and Waterman, 1980; Waterman and Raymond, 1987), is un-
able to reproduce paleogeographic depositional environments. Therefore, several
adaptations of automatic and expert-based correlation methods enable to take
into consideration some depositional interpretations such as paleobathymetric in-
formation (e.g., Borgomano et al., 2008), theoretical chronostratigraphic profile
geometries (e.g., Lallier et al., 2016), or the integration of a stratigraphic column
into the multi-well correlation process (e.g., Edwards et al., 2018).

In the continuity of the previous methods which attempt to reproduce the pa-
leogeography by generating computer-assisted multi-well correlations, this PhD
work proposes two principles of correlation by integrating the sediment transport
direction as a constraint.

The distality rule of correlation (Chapter 3). The purpose of this first pro-
posed correlation cost function is to generate stratigraphic well correlations based
on the principle stating that “a facies cannot be associated with a depositionally
deeper (respectively shallower) facies in a more distal (proximal) well”. This
method requires sedimentary facies interpretations along well paths, and the dis-
tality of all wells computed from the well position along a distal-to-proximal
transect, to compute a correlation cost for each possible well-marker correlation.
This method has been applied on the Middle Jurassic Hugin Formation in the
Gudrun-Sigrun Field area in order to evaluate the consistency of the paleogeo-
graphic interpretation with respect to biostratigraphic data (Chapter 5). It has
also been applied to model the stratigraphic layering of the Early Callovian Hugin
Formation in the Sigrun Field area (Chapter 6). In both applications, the dis-
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tality rule of correlation leads to promising outcomes which are consistent with
respect to biostratigraphic interpretations.

The dipmeter rule of correlation (Chapter 4). The purpose of this second
proposed correlation cost function method is to generate stratigraphic well cor-
relation based on the principle stating that “the lower the difference between a
chronostratigraphic interpolation (in between well markers) and a conceptual de-
positional profile, the higher the likelihood of the well marker association”. This
method requires dipmeter data and depositional facies interpretations along wells
to interpolate stratigraphic horizons, and a theoretical depositional profile defined
by a principal sediment transport direction and a deltaic vertical and lateral ex-
tension, to compute a correlation cost for each possible well-marker correlation.
The proposed method has only be tested on a synthetic data set, and the first
results are promising but may be biased by the construction of the synthetic data
set. This method must be improved by being applied on more complex synthetic
data set and the main goal of this method is to be applied on a real data set
to generate a chronostratigraphic models from sparse well data and evaluate the
uncertainties on these models.

These two principles of correlation can then be used to evaluate the consistency of
a paleogeographic interpretation with respect to additional subsurface data, and
to model subsurface at the parasequence scale. These two principles of correlation
may be used to test several paleogeographic depositional system and to evaluate
their consistency with respect to additional subsurface data.

However, the combination of these two principles which is enabled by the Dy-
namic Time Warping algorithm (Chapter 2), is currently not efficient because
the dipmeter correlation cost is not normalized (Chapter 4) and should blind the
impact of the normalized distality correlation cost (Chapter 3). Furthermore,
the combination of additional normalized correlation costs enables to take into
consideration more prior information about the zone of interest and to compute
correlation costs from other input parameters such as vertical / horizontal facies
transitions or paleobathymetry (e.g., Kedzierski et al., 2005).

As discussed in Chapter 5, the distality rule of correlation may be used to test
several interpretations or simulations of distalities along wells by evaluating the
outcomes consistency. The dipmeter rule of correlation may be used to test
several dipmeter data interpretations or simulations along wells by interpolating
stratigraphic horizon between well markers. In both cases, the differences between
stratigraphic well correlation may lead to different stratigraphic layering which
could differ in term of connectivity and fluid flow behavior (e.g., Baville et al.,
2019). Indeed, the stratigraphic well correlation is a preliminary step of the
geomodel building, and a different outcomes may lead to different interpolated
geometries and to different reservoir property simulations (Figure 1).
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However, as discussed in this manuscript, loops between well data stratigraphic
interpretations and well correlation are necessary to build the most consistent
stratigraphic well correlation with respect to every possible subsurface data. To
conclude this PhD thesis, these two principles, and generally all the principles of
correlation can be used to automatically generate stratigraphic well correlations
but should always be considered as a tool to help geologists to understand the
subsurface structure and to target uncertain subsurface areas, but the generated
models must not be considered as the truth.
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Appendix A

Middle Jurassic Hugin Formation:
Sedimentary facies

This chapter presents first three different facies which correspond to the lagoonal
depositional environments in the background of the Middle Jurassic Hugin For-
mation (Appendix A.1). Second, it presents the succession of six facies corre-
sponding to bay-head deltas prograding into the lagoon (Appendix A.2). Finally,
it presents three different facies that correspond to fluvial depositional environ-
ments upstream of the delta (Appendix A.3).
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Abstract

The South Viking Graben in the Norwegian North Sea is a mature hydrocarbon
province that yields many producing oil and gas fields, particularly in the Middle
Jurassic Hugin Formation. The depositional system of the Middle Jurassic Hugin
Formation in the South Viking Graben has been interpreted as shallow-marine
(e.g., Sneider et al., 1995). Based on well-data analyses from the Gudrun Field
area, Kieft et al. (2010) have interpreted the Hugin Formation in that area as
barred shorefaces, river-dominated deltas, and barred lagoons. Considering these
depositional environments, Knaust and Hoth (2021) have proposed an interpre-
tation of twelve sedimentary facies from well-log and core-sample analyses.

Introduction

The Middle Jurassic Hugin Formation is located in the South Viking Graben
of the Norwegian North Sea (Figure A.1.A-B) (Knaust and Hoth, 2021). The
Gudrun-Sigrun Field area in Block 15/3 has proven oil, gas and condensate in
the Hugin Formation (Figure A.1.C) (Hoth et al., 2018).

The purpose of this chapter is not to describe the Hugin Formation in the Gudrun-
Sigrun Field area in details, but to focus on the presentation of sedimentary facies
interpreted from seven wells on which we tested the correlation rule defined in
Chapter 3 (Figure A.1). From drilled and partially cored wells, well logs and core
samples were analyzed to define twelve sedimentary facies (Figures A.2 to A.13)
and described by Knaust and Hoth (2021) as “part of idealized shallowing-upward
successions that are bounded by marine flooding surfaces interpreted and there-
fore are interpreted as parasequences [. . . ] and prograding delta lobes”.

The Middle Jurassic Hugin Formation corresponds to a shallow-marine deposi-
tional system (e.g., Kieft et al., 2010; Knaust and Hoth, 2021; Sneider et al.,
1995). The background correspond to a lagoonal depositional environment into
which bay-head deltas prograde (Knaust and Hoth, 2021).

First, Appendix A.1 presents three different facies which correspond to the la-
goonal depositional environments in the background of the Middle Jurassic Hugin
Formation. Second, Appendix A.2 presents the succession of six facies corre-
sponding to bay-head deltas prograding into the lagoon. Finally, Appendix A.3
presents three different facies that correspond to fluvial depositional environments
upstream of the delta.

For a deeper understanding of the Hugin Formation in the Gudrun Field area,
readers are highly encouraged to refer to the work of Knaust and Hoth (2021).
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Figure A.1: Location of the area of interest and the seven studied wells (A)
within the Norwegian North Sea, (B) within the South Viking Graben together
with other fields, and (C) within the Gudrun Field area (Block 15/3). Map based
on http://www.npd.no.

They have proposed a complete tectono-stratigraphic overview based on detailed
core description and interpretation, calibration with wireline log data, facies clas-
sification, and reconstruction of depositional environments.

A.1 Lagoonal depositional environments

Three lithofacies corresponding to mudstones, more or less bioturbated, are in-
terpreted by Knaust and Hoth (2021) as lagoonal depositional environments in
the Middle Jurassic Hugin Formation from well cores analyses.

Mudstone, laminated (restricted lagoon)

Description: “Dark-grey mudstone with planar or low-angle lamination marks
the first lithofacies type above the marine flooding surfaces, which in turn are
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Figure A.2: Relative grain size of the laminated mudstone, depositional environ-
ment corresponding to restricted lagoon, and lithofacies core photograph. Modi-
fied from Baville et al. (2022).

characterized by a sharp break in lithofacies from the underlying parasequence
(typically sandstone or coal) and concentration of granules and pebbles of fore-
most crystalline rocks (i.e., lag deposit). Towards the top, the mudstone may
contain a few silt laminae and scattered bioclasts (mainly ostracod shells) and
intergrades with sandy to bioclastic mudstone above. The laminated mudstone
is free of bioturbation. Beds of laminated mudstone can be stacked on top of
each other, in which case they are separated by erosional surfaces with thin lag
deposits” (Knaust and Hoth, 2021).

Interpretation: “Laminated mudstone represents the deepest and most distal
lithofacies, occurring just above the marine flooding surface and marking the ini-
tial transgression. It was deposited in a restricted coastal lagoon or central basin
of an estuary within a low-energetic setting and relatively long-term background
sedimentation (e.g., Larson, 2012), in contrast to the sandier lithofacies types
higher up in the parasequences. Lack of bioturbation is due to restricted water
circulation and depleted bottom-water oxygenation, subordinately due to brack-
ish water conditions. The stacking of individual laminated mudstone beds prob-
ably results from stacked parasequences in a distal (basin-ward) position without
significant clastic sediment input, where bounding surfaces are representing cor-
relative surfaces of marine flooding surfaces” (Knaust and Hoth, 2021).

Mudstone, sandy-bioclastic (open lagoon)

Description: “A dark-grey mudstone gradually develops from the underlying
laminated mudstone and intergrades with oyster shell beds. It consists of crude,
partly wavy lamination interlayering with fine-grained sandstone laminae as well
as laminae with concentrations of bioclasts (mainly oyster shells). No bioturba-
tion occurs” (Knaust and Hoth, 2021).
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Figure A.3: Relative grain size of the sandy-bioclastic mudstone, depositional en-
vironment corresponding to open lagoon, and lithofacies core photograph. Mod-
ified from Baville et al. (2022).

Interpretation: “Sandy to bioclastic mudstone is genetically related to the lami-
nated mudstone but increased sandy input and scattered oyster bioclasts indicate
a more open lagoon nearby local oyster patch reefs or biostromes (comparable
to the forereef facies) in the distal vicinity of a bay-head prodelta. Lack of bio-
turbation indicates depleted bottom-water oxygenation combined with brackish
water. Oyster accumulations and the associated sandy-bioclastic mudstone facies
are common in the Middle to Upper Jurassic (e.g., Andrews and Walton, 1990)”
(Knaust and Hoth, 2021).

Oyster shell bed (biostrome, patch reef)

Description: “This lithofacies type occurs above the sandy to bioclastic mud-
stone, more rarely above the laminated mudstone, or interbedded with the mud-
stone facies with either gradual or sharp boundaries. It consists of a grey,
oyster-supported fabric intercalated with dark-grey mudstone matrix. The oys-
ter shells are monospecific accumulations of Nanogyra (Nanogyra) nana (Sowerby,
1822), commonly tightly packed valves stacked into each other either convex-up
or convex-down. Intervals of more loosely distributed shells are transitional to
the bioclastic mudstone facies. Internal bedding on decimeter- to meter-scale can
occur, but internal sorting is lacking. No bioturbation or bioerosion has been
observed” (Knaust and Hoth, 2021).

Interpretation: “The oyster shell beds are a common lithofacies type in the
Gudrun-Sigrun area and represent oyster patch reefs on local highs within the
low-energy open lagoon with a brackish environment (Koppka, 2015). Monospe-
cific occurrence of the oyster species Nanogyra nana is related to opportunistic
and quick colonization of the sea bottom. Although articulated oyster valves are
rather uncommon, the dense accumulation of oyster shells and the lack of sort-
ing indicate mainly autochthonous accumulations with only little reworking by
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Figure A.4: (Relative grain size of the oyster shell bed, depositional environment
corresponding to patch reef, and lithofacies core photograph. Modified from
Baville et al. (2022).

currents (e.g., Fürsich et al., 2009). Nanogyra species only have a weak hinge
between their left and right valve, thus allowing for rapid disarticulation after
the bivalve’s dead. Different stacking patterns (e.g. convex-up or convex-down)
reflect different life positions within unique substrates (e.g., soft versus hard; see
Machalski (1998))” (Knaust and Hoth, 2021).

A.2 Bay-head delta depositional environments

A succession of six lithofacies is interpreted by Knaust and Hoth (2021) as pro-
grading deltas in the Middle Jurassic Hugin Formation from well cores analyses.

Siltstone, muddy, disturbed (prodelta)

Description: “Brownish-grey, heterogeneous siltstone with admixtures of mud
and sand is typically intercalated between mud-rich lithofacies types below and
sand-dominated lithofacies above. It consists of weakly developed lamination
with upwards increasing lamina thickness, weak to moderate bioturbation with
low ichnodiversity and burrow size. Intervals of synsedimentary deformation in
form of slide scars and folds are common” (Knaust and Hoth, 2021).

Interpretation: “Based on its position within the shallowing-upward succes-
sion, the heterogeneous siltstone facies is interpreted as prodelta facies belt in
front of a bay-head delta (e.g., Bhattacharya, 2006). Synsedimentary deforma-
tion resulted from rapid deposition, sediment overpressure and a relative steep
gradient. Limited bioturbation, low ichnodiversity and burrow size are best ex-
plained by fluctuating and reduced salinity due to freshwater influx” (Knaust and
Hoth, 2021).
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Figure A.5: Relative grain size of the muddy disturbed siltstone, depositional en-
vironment corresponding to prodelta, and lithofacies core photograph. Modified
from Baville et al. (2022).

Sandstone, heterolithic (lower delta front)

Description: “Brownish-grey sandstone and siltstone layers are intercalated
with dark-brown mudstone drapes, thinly bedded but slightly thickening-upwards
beds. Sandstone layers include medium-grained, poorly sorted sandstone with
granules and scattered oyster shells (reworked), and fine-grained, well-sorted
sandstone with current-ripple cross-lamination. Erosional structures are common
at the base of the sandstone layers, as well as small-scale soft-sediment deforma-
tion structures (e.g., convolute bedding, load casts). The mud layers are either
laminated or have a homogeneous texture with flame structures at the top and
into the overlying sandstone layer. The heterolithic sandstone is moderately bio-
turbated and contains Palaeophycus, Siphonichnus and Arenicolites in the sandy
fraction, as well as Nereites in the mud” (Knaust and Hoth, 2021).

Interpretation: “Heterolithic sandstone originated in the distal part of a pro-
grading bay-head delta in the lower delta front (e.g., Bhattacharya, 2006), where
medium-grained and poorly sorted sand was sourced from distributary channels,

Figure A.6: Relative grain size of the heterolithic sandstone, depositional en-
vironment corresponding to lower delta front, and lithofacies core photograph.
Modified from Baville et al. (2022).
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and fine-grained and well-sorted sand contributed from the upper delta front.
The laminated mud layers represent the background sediment of the receiving
lagoon, whereas homogeneous mud layers are fluid-mud deposits from suspension
in the fluvial-tidal transition zone (e.g., Ichaso and Dalrymple, 2009)” (Knaust
and Hoth, 2021).

Sandstone, bioturbated (upper delta front)

Description: “This lithofacies type consists of light-grey, silty to muddy, fine-
grained sandstone beds with a thickening and coarsening-upward trend. It con-
tains reworked oyster shells and intense or total bioturbation, predominantly con-
sisting of a Teichichnus zigzag ichnofabric with low diversity and high abundance”
(Knaust and Hoth, 2021).

Interpretation: “Bioturbated sandstone is a part of the upper delta front of
a bay-head delta, where it occurs in interdistributary bays with moderate cur-
rent energy (e.g., Buatois et al., 2012; Reineck and Singh, 1980). Patchy oyster
accumulations growth during relative quite periods and the shells were grew dur-
ing higher-energetic events. Low-diversity and high-density occurrences of Te-
ichichnus zigzag indicates a marginal-marine (paralic) environment with reduced
salinity (i.e., brackish water; Knaust (2018))” (Knaust and Hoth, 2021).

Figure A.7: Relative grain size of the bioturbated sandstone, depositional en-
vironment corresponding to upper delta front, and lithofacies core photograph.
Modified from Baville et al. (2022).

Sandstone, cross-bedded (mouth bar)

Description: “Thickly bedded, brownish-grey, fine- to medium-grained and
moderately to well sorted sandstone occurs in close association with bioturbated
and heterolithic sandstone. It shows weak cross bedding or a structureless ap-
pearance. Low amount of bioturbation occurs in form of diffuse burrows and
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Figure A.8: Relative grain size of the cross-bedded sandstone, depositional envi-
ronment corresponding to mouth bar, and lithofacies core photograph. Modified
from Baville et al. (2022).

loosely winded subvertical burrows” (Knaust and Hoth, 2021).

Interpretation: “The facies association, grain size, sorting, sedimentary struc-
tures and bioturbation of this sandstone support an interpretation as mouth-bar
deposits occurring at the termination of distributary channels and within the
upper delta-front area (e.g., Jerrett et al., 2016). Bioturbation is limited due to
high salinity fluctuation and freshwater influx” (Knaust and Hoth, 2021).

Sandstone, cross-bedded (distributary channel)

Description: “Brownish-grey, medium- to coarse-grained sandstone occurs in
thick beds with basal and internal erosion surfaces. It is moderately to poorly
sorted, contains tabular and trough cross-stratification and faint dewatering struc-
tures. Burrows occur only sporadically (e.g., Skolithos isp.)” (Knaust and Hoth,
2021).

Figure A.9: Relative grain size of the cross-bedded sandstone, depositional envi-
ronment corresponding to distributary channel, and lithofacies core photograph.
Modified from Baville et al. (2022).
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Interpretation: “Grain size, sorting, erosional features, cross bedding and de-
watering structures indicate a higher energetic depositional regime with rapid
deposition. This and the stratigraphic context suggest deposition in distributary
channels on the lower delta plain of a bay-head delta (e.g., Li and Bhattacharya,
2014; Olariu and Bhattacharya, 2006), dominated by fluvial processes but within
the microtidal range” (Knaust and Hoth, 2021).

Coal (peat, swamp)

Description: “This lithofacies comprises thin to thick beds of dark-brown to
black lignite with a massive appearance, crude bedding and caverns” (Knaust
and Hoth, 2021).

Interpretation: “The coal originated as peat-swamp deposits on top of a bay-
head delta plain (e.g., Styan and Bustin, 1983)” (Knaust and Hoth, 2021).

Figure A.10: Relative grain size of the coal, depositional environment corre-
sponding to swamp, and lithofacies core photograph. Modified from Baville et al.
(2022).

A.3 Fluvial depositional environments

Three lithofacies corresponding to fluvial depositional environments are inter-
preted in the Middle Jurassic Hugin Formation from well cores analyses by Knaust
and Hoth (2021).

Mudstone, silty (marsh)

Description: “Some parasequences with coal contain in their upper parts a
lithofacies consisting of brownish-grey, silty mudstone with horizontal and low-
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Figure A.11: Relative grain size of the silty mudstone, depositional environment
corresponding to marsh, and lithofacies core photograph. Modified from Baville
et al. (2022).

angle cross-lamination, coaly streaks and locally root traces” (Knaust and Hoth,
2021).

Interpretation: “The occurrence of this lithofacies type in the upper part of
the parasequences between the coal and ripple-laminated sandstone indicates its
relative proximal position within the lower delta plain adjacent to distributary
channels and swamp areas. Sediment type, admixture of coal and the occurrence
of root traces indicate deposition in a marsh land (e.g., Belknap, 2003)” (Knaust
and Hoth, 2021).

Sandstone, cross-laminated (fluvial overbank)

Description: “Current-ripple cross-laminated sandstone occurs in some parase-
quences at the top of the Hugin Formation and in association with silty mud-
stone (below) and conglomeratic sandstone (above). The dark brownish-grey,
fine-grained sandstone is moderately sorted and contains current-ripple cross-

Figure A.12: Relative grain size of the current-ripple cross-laminated sandstone,
depositional environment corresponding to fluvial overbank, and lithofacies core
photograph. Modified from Baville et al. (2022).
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lamination and small-scale deformation structures. No bioturbation is observed”
(Knaust and Hoth, 2021).

Interpretation: “Based on its facies association and lithological characteristics,
the current-ripple cross-laminated sandstone is interpreted as fluvial-overbank,
levee and crevasse splay deposits adjacent to distributary channels on the upper
delta plain (e.g., Miall, 2014)” (Knaust and Hoth, 2021).

Sandstone, conglomeratic (fluvial channel)

Description: “This lithofacies sporadically occurs on top of parasequences in the
upper part of the Hugin Formation and gradationally develops from the under-
lying current-ripple cross-laminated sandstone. It comprises dark brownish-grey,
coarse-grained sandstone with crude bedding, reworked lithoclasts (intraclasts)
and granules. Sorting is poor and bioturbation is absent” (Knaust and Hoth,
2021).

Interpretation: “Conglomeratic sandstone was deposited in fluvial channels on
the upper delta plain (e.g., Miall, 2014)” (Knaust and Hoth, 2021).

Figure A.13: Relative grain size of the laminated mudstone, depositional envi-
ronment corresponding to restricted lagoons, and lithofacies core photograph.
Modified from Baville et al. (2022).

Conclusion

The study of the Middle Jurassic Hugin Formation in the Gudrun Field area by
Knaust and Hoth (2021) has led to the interpretation of twelve sedimentary facies
corresponding to depositional environments located along a distal-to-proximal
transect from core sample or interpolated from well logs (e.g., gamma ray, neu-
tron porosity, and density porosity) by Knaust and Hoth (2021). These twelve
sedimentary facies interpreted along the seven wells of the Hugin Formation in
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the Gudrun-Sigrun Field area can easily be used in the distality rule presented
in Chapter 3 to be compared with relative well distality in order to compute
stratigraphic well correlations of the zone of interest.

The sedimentary facies interpretation along the seven wells of the Hugin Forma-
tion in the Gudrun-Sigrun Field area is considered as accurate and constant in
the next chapters:

- It is used in Chapter 5 to compute stratigraphic well correlations in order to
evaluate the likelihood of several possible depositional systems by inferring
the relative well distalities.

- It is used in Chapter 6 to compute stratigraphic well correlations in order
to simulate stratigraphic subsurface models of the Hugin Formation in the
Sigrun Field area.
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Stratigraphic correlation uncertainty: On the impact of the sediment transport direction in computer-
assisted multi-well correlation

Abstract: Subsurface modeling is a way to predict the
structure and the connectivity of stratigraphic units by
honoring subsurface observations. These observations are
commonly sampled along wells at a large and sparse
horizontal scale (kilometer-scale) but at a fine vertical
scale (meter-scale). There are two types of well data:
(1) well logs, corresponding to quasi-continuous (regular
sampling) geophysical measurements along the well path
(e.g., gamma ray, sonic, neutron porosity), and (2) regions,
corresponding to categorical reservoir properties and de-
fined by their top and bottom depths along the well path
(e.g., biozones, structural zones, sedimentary facies).

Markers are interpreted along the well path and can be as-
sociated to generate consistent sets of marker associations
called well correlations. These well correlations may be
generated manually (deterministic approach) by experts,
but this may be prone to biases and does not ensure re-
producibility. They may also be generated automatically
(deterministic or probabilistic approach) by computing a
large number of consistent well correlations with an algo-
rithm, and by ranking these realizations according to their
likelihood. The likelihood of these computer-assisted well
correlations are directly linked to the principle of correla-
tion used to associate markers.

This work introduces two principles of correlation, which
tend to reproduce the chronostratigraphy and the deposi-
tional processes at the parasequence scale: (1) “a marker

(described by facies and distality taken at the center of
an interval having a constant facies and a constant distal-
ity) cannot be associated with another marker described
by a depositionally deeper facies at a more proximal po-
sition, or a depositionally shallower facies at a more dis-
tal position”, and (2) “the lower the mismatch between
a chronostratigraphic interpolation (in between markers)
and a conceptual depositional profile, the higher the like-
lihood of the marker association”.

These two principles of correlation are first benchmarked
with analytical solutions and applied on synthetic cases.
They have then been used (1) to compare the proposed
depositional context with additional subsurface data such
as biostratigraphic interpretations, or (2) to evaluate the
likelihood of a hypothetical depositional environment by
generating stochastic realizations and assessing the uncer-
tainties.

These methods are applied on a siliciclastic coastal deltaic
system targeting a Middle Jurassic reservoir in the South
Viking Graben in the North Sea.

This work enables (1) to define two specific principles of
correlation defined by a few parameters that can be used
to generate stochastically well correlations within coastal
deltaic systems, and (2) to open the path towards a simple
combination of specific principles of correlation to obtain
a better characterization of coastal deltaic systems by as-
sessing the uncertainties.

Keywords: Multi-well correlations, Sequence stratigraphy, Sediment transport direction, Coastal sedimentary depo-
sitional environments, Uncertainty assessment, Dynamic Time Warping Algorithm.

Incertitude des corrélations stratigraphiques : À propos de l’impact de la direction de transport des
sédiments sur les corrélations multi-puits assistées par ordinateur

Résumé : La modélisation du sous-sol est un moyen de
prédire la structure et la connectivité des unités strati-
graphiques en honorant les observations de subsurface.
Ces observations sont en général échantillonnées le long
de puits à grande échelle horizontale (kilomètre) mais à
petite échelle verticale (mètre). Il y a deux types de don-
nées de puits : (1) les diagraphies, qui correspondent
à des acquisitions géophysiques quasi-continues (échan-
tillonnage régulier) le long du puits (e.g., gamma ray,
sonique, porosité neutron), et (2) les régions, qui corre-
spondent à des propriétés réservoir discrètes définies par
des profondeurs maximales et minimales le long du puits
(e.g., biozones, zones structurales, faciès sédimentaires).

Des marqueurs sont interprétés le long des puits et peu-
vent être associés pour générer un ensemble d’associations
de marqueurs conformes, appelé des corrélations de puits.
Ces corrélations de puits peuvent être réalisées manuelle-
ment (approche déterministe) par des experts, mais cela
peut être sujet à des biais et ne garantit pas la repro-
ductibilité. Les corrélations de puits peuvent également
être générées automatiquement (approche déterministe ou
probabiliste) en calculant un grand nombre de corrélations
de puits conformes à l’aide d’un algorithme et en classant
ces réalisations en fonction de leurs vraisemblances. La
vraisemblance de ces corrélations de puits assistées par
ordinateur est directement liée au principe de corrélation
utilisé pour associer les marqueurs.

Ces travaux de thèse introduisent deux principes de cor-
rélation, qui tendent à reproduire la chronostratigraphie
et les processus de dépôts à l’échelle de la paraséquence :

(1) “un marqueur (décrit par un faciès et une distalité pris
au centre d’un intervalle ayant un faciès constant et une
distalité constante) ne peut pas être associé avec un autre
marqueur décrit par un faciès plus profond à une position
plus proximale, ou un faciès moins profond à une position
plus distale”, et (2) “plus la différence entre une interpo-
lation chronostratigraphique (entre les marqueurs) et un
profil de dépôt conceptuel est faible, plus la probabilité
d’association des marqueurs est élevée”.

Ces deux principes de corrélation sont d’abord validés avec
des solutions analytiques et appliqués sur des cas synthé-
tiques. Ils ont ensuite été utilisés (1) pour prédire la con-
nectivité des unités stratigraphiques à partir de données
de puits sans connaissances solides sur les environnements
de dépôt en inférant les paramètres de corrélation, ou
(2) pour évaluer la probabilité d’un environnement de
dépôt hypothétique en générant des réalisations stochas-
tiques et en évaluant les incertitudes.

Les méthodes sont appliquées sur un système silicoclas-
tique de dépôts deltaïques côtiers ciblant un réservoir du
Jurassique Moyen dans le South Viking Graben en Mer
du Nord.

Ces travaux de thèse permettent (1) de définir deux
principes de corrélation spécifiques définis par quelques
paramètres qui peuvent être utilisés pour générer des
corrélations de puits stochastiques dans les systèmes
deltaïques côtiers, et (2) d’ouvrir la voie vers une com-
binaison simple de principes de corrélation spécifiques
pour obtenir une meilleure caractérisation des systèmes
deltaïques côtiers en évaluant les incertitudes.

Mots-clés : Corrélations multi-puits, Stratigraphie séquentielle, Direction de transport de sédiments, Environnement
de dépôts sédimentaires côtiers, Gestion d’incertitudes, Algorithme de Déformation Temporelle Dynamique.
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