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#### Abstract

In this thesis, we study a likelihood ratio test for detecting multiple weak changes in the conditional mean of a class of time dependent coefficients CHARN models. We establish the locally asymptotically normal (LAN) structure of the family of likelihoods under study. We prove that the test is asymptotically optimal, and we give an explicit form of its asymptotic local power as a function of candidates change locations and changes magnitudes. We describe some strategies for weak change-points detection and their locations estimates. The estimates are obtained as the time indices maximizing an estimate of the local power. The simulation study we conduct shows the good performance of our methods on the examples considered.


Keywords - CHARN models, Change-points, piece-wise stationarity, Optimal tests, Local Asymptotic Normality, Contiguity.

Résumé - Dans cette thèse, nous étudions un test du rapport de vraisemblance pour détecter les ruptures faibles dans la moyenne conditionnelle d'une classe de modèles CHARN à coefficients dépendants du temps. Nous établissons la structure de normalité asymptotique locale (LAN) de la famille de vraisemblances étudiées. Nous montrons l'optimalité asymptotique du test et donnons une expression explicite de sa puissance locale en fonction des potentiels points de rupture et des amplitudes des ruptures. Nous décrivons des stratégies de détection des ruptures et d'estimation de leurs localisations. Les estimateurs sont obtenus comme indices de temps rendant maximal un estimateur de la puissance locale. Les simulations numériques que nous faisons montrent de bonnes performances de notre méthode sur les exemples considérés.

Mots clés - Modèle CHARN, Ruptures, stationnarité par morceaux, Tests optimaux, Normalité Asymptotique Locale.

## Résumé du thèse

L'objectif principale de cette thèse est de proposer une méthode pour détecter les petits changements et estimer leurs localisations dans la moyenne conditionnelle dans une classe de modèles CHARN (Conditionnelle - Hétéroscedastique - Autoregressive - Nonlinéaire) à coefficients variant dans le temps (voir Härdle et al. (1998)). Nous cosidèrons $n$ observations, $X_{1}, \ldots, X_{n}$, générées par le modéle CHARN suivant

$$
\begin{equation*}
X_{t}=T\left(\boldsymbol{\rho}_{0}+\gamma \odot \omega(t) ; \mathbf{X}_{t-1}\right)+V\left(\mathbf{X}_{t-1}\right) \varepsilon_{t}, t \in \mathbb{Z} \tag{1}
\end{equation*}
$$

où $\left(X_{t}\right)_{t \in \mathbb{Z}}$ est un processus stationnaire par morceau et érgodique dans chaque interval $\left[\tau_{j-1}, \tau_{j}\left[\right.\right.$, dont les $\tau_{j}, j=0, \ldots, k+1$, sont des instants potentiels de ruptures avec $\tau_{0}=1$ et $\tau_{k+1}=n ;\left(\varepsilon_{t}\right)_{t \in \mathbb{Z}}$ est une bruit blanc de densité $f ; \mathbf{X}_{t}=\left(X_{t}, \ldots, X_{t-d+1}\right)^{\top} ; T$ et $V>0$ sont deux fonctions réelles; $\boldsymbol{\rho}_{0}^{\top} \in \mathbb{R}^{p}, \boldsymbol{\gamma}=\left(\boldsymbol{\gamma}_{1}^{\top}, \ldots, \boldsymbol{\gamma}_{k+1}^{\top}\right)^{\top}, \boldsymbol{\gamma}_{j} \in \mathbb{R}^{p}$ pour tout $j=1, \ldots, k+1$; $\omega(t)=\left(\mathbb{1}_{\left[\tau_{0}, \tau_{1}\right)}(t), \mathbb{1}_{\left[\tau_{1}, \tau_{2}\right)}(t), \ldots, \mathbb{1}_{\left[\tau_{k-1}, \tau_{k}\right]}(t), \mathbb{1}_{\left[\tau_{k}, \tau_{k+1}\right)}(t)\right)^{\top}=\left(\omega_{1}, \ldots, \omega_{k+1}\right) \in\{0,1\}^{k+1} ;$ pour tout $\gamma=\left(\gamma_{1}^{\top}, \ldots, \gamma_{k+1}^{\top}\right)^{\top} \in \mathbb{R}^{p(k+1)}$ et $\omega=\left(\omega_{1}, \ldots, \omega_{k+1}\right)^{\top}$ $\in \mathbb{R}^{k+1}$,

$$
\boldsymbol{\gamma} \odot \omega=\gamma_{1} \omega_{1}+\cdots+\gamma_{k+1} \omega_{k+1} \in \mathbb{R}^{p}
$$

où pour $i=1, \ldots, k+1$,

$$
\gamma_{i} \omega_{i}=\left(\gamma_{i, 1} \omega_{i}, \ldots, \gamma_{i, p} \omega_{i}\right) \in \mathbb{R}^{p}
$$

Nous construisons un test du rapport de vraisemblance pour tester

$$
H_{0}: \boldsymbol{\gamma}=\gamma_{0} \quad \text { contre } \quad H_{\boldsymbol{\beta}}^{(n)}: \gamma=\boldsymbol{\gamma}_{n}=\gamma_{0}+\frac{\boldsymbol{\beta}}{\sqrt{n}}
$$

pour $\gamma_{0}=\left(\boldsymbol{\gamma}_{0,1}^{\top}, \ldots, \boldsymbol{\gamma}_{0, k+1}^{\top}\right)^{\top}, \boldsymbol{\beta}=\left(\boldsymbol{\beta}_{1}^{\top}, \ldots, \boldsymbol{\beta}_{k+1}^{\top}\right)^{\top} \in \mathbb{R}^{p(k+1)}$, avec $\gamma_{0, i}, \boldsymbol{\beta}_{i} \in \mathbb{R}^{p}, i=$ $1, \ldots, k+1$. Parmi les $\boldsymbol{\gamma}_{i}$, certaines peuvent être nulles, signifiant la présence des paramétres de nuisance dans le modèle. Ce problème de test prolonge le travail de Ltaifa (2021) et Ngatchou-Wandji and Ltaifa (2021) qui se limite à tester la moyenne. Notre objectif principal dans cette thèse est de généraliser ces travaux.
Premiérement, nous supposons le cas où les paramétres $\rho_{0}$ et $\gamma_{0}$ sont connues. Nous calculons la vraissemblance de $\mathbf{X}^{(n)}=\left(X_{n}, \ldots, X_{1}\right)$ conditionnelle à $\mathbf{X}_{0} \in \mathbb{R}^{d}$. Puis, nous trouvons le logarithme du rapport de vraissemblance de $H_{0}$ contre $H_{\beta}^{(n)}$ qui a l'expression suivante

$$
\Theta_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)-\boldsymbol{\Delta}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1),
$$

avec

- $\boldsymbol{\Delta}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\frac{1}{2 n} \sum_{t=1}^{n}\left\{\frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right.$

$$
\left.-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}
$$

- $\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left\{\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}$
- $M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)=N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) N^{\top}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)$
- $N\left(\gamma_{0}, \mathbf{X}_{t-1}\right)=\omega(t) \circ D_{\gamma}\left[T\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right]$
- $\mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)=\omega(t) \omega(t)^{\top} \circ H_{\gamma}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right]$
- $N\left(\boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)=\left(\omega_{1} \partial_{\boldsymbol{\gamma}_{1}}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right], \ldots, \omega_{k+1} \partial_{\boldsymbol{\gamma}_{k+1}}\left[T\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right]\right)^{\top} \in \mathbb{R}^{p(k+1)}$
- $\omega_{i} \in\{0,1\}$,
avec

$$
\begin{aligned}
& M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)=N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) N^{\top}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)= \\
& \left(\begin{array}{ccc}
\omega_{1}^{2} \partial_{\boldsymbol{\gamma}_{1}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\gamma}_{1}}^{\top} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) & \ldots & \omega_{1} \omega_{k+1} \partial_{\boldsymbol{\gamma}_{1}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\gamma}_{k+1}}^{\top} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \\
\vdots & \ddots & \vdots \\
\omega_{k+1} \omega_{1} \partial_{\boldsymbol{\gamma}_{k+1}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\gamma_{1}}^{\top} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) & \ldots & \omega_{k+1}^{2} \partial_{\boldsymbol{\gamma}_{k+1}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\gamma_{k+1}}^{\top} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)
\end{array}\right) \\
& \in \mathcal{M}_{p(k+1)}(\mathbb{R}),
\end{aligned}
$$

et
$\mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)=\left(\begin{array}{ccc}\omega_{1}^{2} \partial_{\gamma_{1}}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) & \ldots & \omega_{1} \omega_{k+1} \partial_{\gamma_{1} \gamma_{k+1}}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \\ \vdots & \ddots & \vdots \\ \omega_{k+1} \omega_{1} \partial_{\boldsymbol{\gamma}_{k+1} \boldsymbol{\gamma}_{1}}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) & \ldots & \omega_{k+1}^{2} \partial_{\gamma_{k+1}}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\end{array}\right) \in \mathcal{M}_{p(k+1)}(\mathbb{R})$,
Ensuite, dans le but de trouver la distribution du test construit sous $H_{0}$, nous demontrons que, lorsque $n \rightarrow+\infty$, pour tout $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, sous $H_{0}$,
i. $\boldsymbol{\Delta}_{n} \longrightarrow \frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}$,
ii. $\Pi_{n} \longrightarrow \mathcal{N}\left(0, \eta\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right)$,
tels que, pour $1 \leq h \leq m \leq p$,

$$
\begin{aligned}
\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\sum_{j=1}^{k+1} \alpha_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right), \\
\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right) & =I(f) \int_{\mathbb{R}^{d}} \frac{1}{V^{2}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) d F_{j}(x) .
\end{aligned}
$$

Ainsi, la propriété LAN (Localement asymptotiquement normale) enoncée dans Droesbeke and Fine (1996) est verifiée pour la suite centrale $\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$. D'aprés la Proposition 4.2 de Droesbeke and Fine (1996) (troisième lemme de Le Cam), les suites d'hypothèses $\left\{H_{\beta}^{(n)}: n \geq 1\right\}$ et $\left\{H_{0}^{(n)}=H_{0}: n \geq 1\right\}$ sont contigües et sous $H_{\beta}^{(n)}$, on a

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}\left(\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right), \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right)
$$

Pour tester $H_{0}$ contre $H_{\boldsymbol{\beta}}^{(n)}$, pour $\gamma_{0}$ connu et pour tout $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, nous considérons la statistique du test suivante

$$
\begin{equation*}
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \tag{2}
\end{equation*}
$$

avec

- $\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\sqrt{\widehat{\eta}_{n}\left(\boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}$,
- $\widehat{\eta}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\sum_{j=1}^{k+1} \widehat{\alpha}_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)$,
- $\widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)=I(f) \int_{\mathbb{R}^{d}} \frac{1}{V^{2}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) d \widehat{F}_{j}(x)$, où $\widehat{F}_{j}$ est la fonction de distribution empirique du vecteur $\mathbf{X}_{t}$ dont les composentes sont dans $\left[\tau_{j-1}, \tau_{j}\right.$ [.
- Une estimation de $\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)$ peut être considéré comme

$$
\widehat{\eta}_{j, 2}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)=\frac{I(f)}{n_{j}(n)} \sum_{\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)
$$

$$
\text { et } \widehat{\alpha}_{j}=\frac{n_{j}(n)}{n} .
$$

Ensuite, nous demontrons que, sous $H_{0}$,

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1),
$$

et sous $H_{\boldsymbol{\beta}}^{(n)}$, la puissance asymptotique locale du test basé sur $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ est égale à

$$
\mathcal{P}_{k, \tau^{k}}=1-\Phi\left(z_{\alpha}-\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right),
$$

où $\Phi$ est la fonction de répartition de la loi normale centrée réduite et $z_{\alpha}$ est son quantile d'ordre $(1-\alpha)$. Finalement, nous demontrons que le test basé sur $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{0}, \gamma_{0}, \boldsymbol{\beta}\right)$ est localement asymptotiquement optimal.
Maintenant, nous nous plaçons dans le cadre du modèle (1) avec les fonctions $T$ et $V$ de
forme connues mais le paramétre $\rho_{0}$ est inconnue. Tout d'abord, nous considérons un estimateur consistent de $\boldsymbol{\rho}_{\mathbf{0}}$, noté par $\boldsymbol{\rho}_{\boldsymbol{n}}$ et qui verifie la représentation de Bahadur et al. (1960) suivante

$$
\begin{equation*}
n^{\frac{1}{2}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)=n^{-\frac{1}{2}} \sum_{t=1}^{n} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \aleph\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right)+o_{P}(1) \tag{3}
\end{equation*}
$$

où

- $\Upsilon\left(x, \boldsymbol{\rho}_{\mathbf{0}}\right)=\left(\Upsilon_{1}\left(x, \boldsymbol{\rho}_{\mathbf{0}}\right), \ldots, \Upsilon_{p}\left(x, \boldsymbol{\rho}_{\mathbf{0}}\right)\right)^{\top} \in \mathbb{R}^{p}$
- Pour tout $j=1, \ldots, k+1, x \in \mathbb{R}^{d}, \exists a \geq 0$ telle que $\int_{\mathbb{R}^{d}}\left\|\Upsilon\left(\boldsymbol{\rho}_{0}, x\right)\right\|^{2+a} d F_{j}(x)<\infty$.
- $\int_{\mathbb{R}}|\aleph(x)|^{2+a} f(x) d x<\infty$ et $\int_{\mathbb{R}} \aleph(x) f(x) d x=0$,

Ensuite, nous trouvons que, sous $H_{0}$,

$$
\sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0, \Sigma),
$$

et sous $H_{\boldsymbol{\beta}}^{(n)}$,

$$
\sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{0}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(\mathscr{C}, \Sigma),
$$

où

$$
\mathscr{C}=\int_{\mathbb{R}} \aleph(x) \phi_{f}(x) f(x) d x \sum_{j=1}^{n} \alpha_{j} \sum_{h=1}^{p} \beta_{j, h} \int_{\mathbb{R}^{d}} \frac{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right)}{V(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) d F_{j}(x) \in \mathbb{R}^{p},
$$

et

$$
\Sigma=\int_{\mathbb{R}} \aleph^{2}(x) f(x) d x \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) \Upsilon^{\top}\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) d F_{j}(x) \in \mathcal{M}_{p}(\mathbb{R})
$$

Ensuite, nous supposons que $\gamma_{0}$ est connue et nous demontrons la convergence de la suite centrale à version estimé vers la suite centrale à version exacte. En d'autre terme, nous demontrons que, sous certaines conditions, pour tout $n \geq 0$, pour tout estimateur consistent et asymptotiquement normale $\boldsymbol{\rho}_{\boldsymbol{n}}$ de $\boldsymbol{\rho}_{\mathbf{0}}$, nous avons, pour tout suite des entiers positives $s(n)$ telle que $n / s(n) \rightarrow 0$, lorsque $n \rightarrow+\infty$.
i.

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1),
$$

ii.

$$
\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0}, \boldsymbol{\beta}\right) \longrightarrow \pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right) .
$$

Dans ce cas, pour tester $H_{0}$ contre $H_{\boldsymbol{\beta}}^{(n)}$, pour tout $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, nous considérons la statistique du test suivante

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}
$$

Ensuite, nous demontrons que, sous $H_{0}$, lorsque $n \rightarrow+\infty$,

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1),
$$

et sous $H_{\boldsymbol{\beta}}^{(n)}$, pour un seuil de signification $\left.\alpha \in\right] 0,1[$, la puissance locale asymptotique du test basé sur $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ est

$$
\mathcal{P}_{k, \tau^{k}}=1-\Phi\left(z_{\alpha}-\pi\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right),
$$

où $\Phi$ est la fonction de répartition de la loi normale centrée réduite et $z_{\alpha}$ est son quantile d'ordre $(1-\alpha)$. Finalement, nous demontrons que le test basé sur la statistique $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ est localement asymptotiquement optimale.
En suivant les mêmes techniques, nous demontrons que, en remplaçant $\gamma_{0}$ par un estimateur consistent $\widehat{\gamma}_{0, n}$, la statistique du test $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)$ définit par

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)},
$$

converge sous $H_{0}$ vers une variable aléatire qui suit un loi normale centrée réduite. Sous $H_{\beta}^{(n)}$, pour un seuil de signification $\left.\alpha \in\right] 0$, $1[$, la puissance asymptotique du test basé sur $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ est

$$
\mathcal{P}_{k, \tau^{k}}=1-\Phi\left(z_{\alpha}-\pi\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right),
$$

où $\Phi$ est la fonction de répartition de la loi normale centrée réduite et $z_{\alpha}$ est son quantile d'ordre $(1-\alpha)$. Finalement, nous demontrons que le test basé sur la statistique $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)$ est localement asymptotiquement optimale.
Pour utiliser les résultats théoriques achevées, nous construisons un nouveau algorithme, motivé par le calcul de la puissance locale, pouvant détécter les ruptures d'une maniére séquentielle. En utilisant des données simulés par le logiciel R, nous demontrons que notre méthode est efficace et capable à détécter les petits ruptures dans une classe de modle lin eaire, soit $\mathrm{AR}(1)$, et non linéaire, soit $\mathrm{AR}(1)-\mathrm{ARCH}(1)$.
Enfin, nous comparons le performance de notre méthode avec la méthode de Horváth et al. (2020). Les résultats montrent que notre méthode est plus puissant et plus précis.
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## Chapter 1

## General introduction

### 1.1 Introduction

The main purpose of our work is the study of weak changes detection and the location estimation of the changes in the conditional mean of a class of time-dependent coefficients Conditional Heteroscedastic AutoRegressive Nonlinear (CHARN) models (see Härdle et al. (1998)). We mean by weak change that whose magnitude is too small. Such a change can happen for example in a phenomenon which changes gradually.
We consider $n$ observations, $X_{1}, \ldots, X_{n}$, generated by the following CHARN model

$$
\begin{equation*}
X_{t}=T\left(\boldsymbol{\rho}_{\mathbf{0}}+\boldsymbol{\gamma} \odot \omega(t) ; \mathbf{X}_{t-1}\right)+V\left(\mathbf{X}_{t-1}\right) \varepsilon_{t}, t \in \mathbb{Z} \tag{1.1}
\end{equation*}
$$

where $\left(X_{t}\right)_{t \in \mathbb{Z}}$ is a piece-wise stationary and ergodic process in each segment $\left[\tau_{j-1}, \tau_{j}[\right.$, where the $\tau_{j}, j=0, \ldots, k+1$, are potential instants of change with $\tau_{0}=1$ and $\tau_{k+1}=n$ and $n$ denotes the sample size; $\left(\varepsilon_{t}\right)_{t \in \mathbb{Z}}$ is a standard white noise with density $f ; \mathbf{X}_{t}=$ $\left(X_{t}, \ldots, X_{t-d+1}\right)^{\top} ; T$ and $V>0$ are real smooth functions; $\boldsymbol{\rho}_{\mathbf{0}}^{\top} \in \mathbb{R}^{p}, \boldsymbol{\gamma}=\left(\boldsymbol{\gamma}_{1}^{\top}, \ldots, \boldsymbol{\gamma}_{k+1}^{\top}\right)^{\top}$, $\gamma_{j} \in \mathbb{R}^{p}$ for any $j=1, \ldots, k+1 ; \omega(t)=\left(\mathbb{1}_{\left[\tau_{0}, \tau_{1}\right)}(t), \mathbb{1}_{\left[\tau_{1}, \tau_{2}\right)}(t), \ldots, \mathbb{1}_{\left[\tau_{k-1}, \tau_{k}\right)}(t), \mathbb{1}_{\left[\tau_{k}, \tau_{k+1}\right)}(t)\right)^{\top}=$ $\left(\omega_{1}, \ldots, \omega_{k+1}\right) \in\{0,1\}^{k+1} ;$ for any $\gamma=\left(\boldsymbol{\gamma}_{1}^{\top}, \ldots, \boldsymbol{\gamma}_{k+1}^{\top}\right)^{\top} \in \mathbb{R}^{p(k+1)}$ and $\omega=\left(\omega_{1}, \ldots, \omega_{k+1}\right)^{\top}$ $\in \mathbb{R}^{k+1}$,

$$
\boldsymbol{\gamma} \odot \omega=\boldsymbol{\gamma}_{1} \omega_{1}+\cdots+\gamma_{k+1} \omega_{k+1} \in \mathbb{R}^{p}
$$

where for $i=1, \ldots, k+1$,

$$
\boldsymbol{\gamma}_{i} \omega_{i}=\left(\gamma_{i, 1} \omega_{i}, \ldots, \gamma_{i, p} \omega_{i}\right) \in \mathbb{R}^{p} .
$$

We construct a log-likelihood ratio test for testing

$$
\begin{equation*}
H_{0}: \gamma=\gamma_{0} \quad \text { against } \quad H_{\boldsymbol{\beta}}^{(n)}: \gamma=\gamma_{n}=\gamma_{0}+\frac{\boldsymbol{\beta}}{\sqrt{n}} \tag{1.2}
\end{equation*}
$$

for some $\boldsymbol{\gamma}_{0}=\left(\boldsymbol{\gamma}_{0,1}^{\top}, \ldots, \boldsymbol{\gamma}_{0, k+1}^{\top}\right)^{\top}, \boldsymbol{\beta}=\left(\boldsymbol{\beta}_{1}^{\top}, \ldots, \boldsymbol{\beta}_{k+1}^{\top}\right)^{\top} \in \mathbb{R}^{p(k+1)}$, with $\boldsymbol{\gamma}_{0, i}, \boldsymbol{\beta}_{i} \in \mathbb{R}^{p}$, $i=1, \ldots, k+1$. Some of $\boldsymbol{\gamma}_{i}^{\prime}$ 's may be nil, meaning that there may be nuisance parameters in the model. This testing problem extends the work of Ltaifa (2021) and NgatchouWandji and Ltaifa (2021) who restrict to testing the mean. Our main purpose in this thesis is to generalize these works.

### 1.2 A review on change-point study

The first work on change-points study started with Page (1954), in the context of iid data. The monograph of Csörgő et al. (1997) presents notions and theory of change-points. The literature on change-points is large and various. In this section, we review some changepoint papers, focusing on time series.
MacNeill (1974) proposes a test for parameter changes at unknown points using a Brownian Motion test. The observations are assumed to follow an exponential distribution. He presents a derivation, using the method of Chernoff and Zacks (1964). He uses the likelihood ratio statistic for testing "no change" against the existence of change. He studies the large sample distribution theory of the test statistic, and obtains its asymptotic distribution. Finally, he studies the distributions of certain functionals of Brownian Motion and illustrates the relation between the means obtained by a simulation experiment.
Davis et al. (1995) study the problem of testing the change in parameter values when it has not yet occurred. The authors show that if the white noise is weakly stationary with finite fourth moments, then under the null hypothesis (no change-point), the normalized Gaussian likelihood ratio test statistic converges in distribution to the Gumbel extreme value distribution. They investigate the null hypothesis behavior of the likelihood ratio statistic when the orders of the AR model are permitted to be different before and after the change-point. They study the change in the variance of the white noise before and after the change-point. Also, they check that the likelihood ratio test converges in probability under two conditions. They illustrate their theoretical results with a simulation experiment.
Vogelsang (1997) proposes tests statistics for detecting a break at an unknown date in the trend function of a dynamic univariate time series. The tests are based on the mean and exponential statistics of Andrews and Ploberger (1994) and the supremum statistic of Andrews (1993). Their results are extended to allow trending and unit root regressors. Asymptotic results are obtained. When the errors are highly persistent and it is not known which asymptotic theory provides a better approximation, the authors provide a conservative approach based on nearly integrated asymptotics. They show the power of
the mean statistic to be nonmonotonic with respect to the break magnitude and is dominated by the exponential and supremum statistics. Also, they propose different versions of the tests applicable to first differences of the data . Finally, they applied the tests to some macroeconomic time series, and the null hypothesis of a stable trend function is rejected in many cases.
Another method for detecting change-points is introduced in Lavielle and Lebarbier (2001). The authors present a multiple change-point analysis for which Markov Chain Monte Carlo (MCMC) sampler plays a fundamental role. They propose an attractive methodology for the change-points problem in a Bayesian context. It is used for estimating the posterior distribution of the unknown sequence of change-points instants, and also for estimating the hyperparameters of the model. The reversible jump algorithm is based on the fact that the dimension of the model can change according to the number of changes. Unfortunately, this algorithm converges slowly, and many iterations are needed for estimating correctly the posterior distribution. The authors start their article by describing the model of change-points in the mean and detail the prior modeling. They next use the Hastings-Metropolis algorithm to estimate the posterior distribution of the change-points instants. They explain the problem of recovering the sequence of means. The reversible jump algorithm is presented and finally, they explain the SAEM algorithm (a stochastic approximation of expectation maximization) for the estimation of the hyperparameters of the model. They use the Bayesian approach to estimate the number of change-points. They determine the posterior distribution of the non-observed sequences conditionally to the set of observations. After finding this distribution using the Markov chain Monte-Carlo method, they start the Hastings-Metropolis algorithm. They explain the basic algorithm, and to illustrate it, they simulate a sequence of 500 observations. Finally, they conclude that the MCMC is faster than the Reversible Jump algorithm for the determination of the posterior distribution of change-points.
Lebarbier (2005) also studies the problem of detecting change-points in the mean of a signal corrupted by additive noise. The number of changes and their position are unknown. These are estimated by a method based on a penalized least-square criterion. The problem in this paper is to detect and locate the change-point instants and to estimate the jumps in the mean. The author shows that when the variance of the noise is known, the two penalty constants are calibrated optimally. Next, the heuristic method to estimate the noise variance is presented and a calibration of this method is proposed. Finally, different simulation studies are done to assess the performance of the calibrated method proposed.
Davis et al. (2008) consider the problem of detecting break points for a nonstationary time series. Specifically, the time series is assumed to follow a parametric nonlinear time-
series model in which the parameters may change at fixed times. The authors assume that the number and locations of the break-points are unknown. They use the minimum description length (MDL) as a criterion for estimating the number of break-points, the locations of the break-points and the parametric model in each segment. They find the best segmentation by minimizing MDL using a genetic algorithm. The authors illustrate their results using generalized autoregressive conditionally heteroscedastic (GARCH) models, stochastic volatility models and generalized state-space models as the parametric model for the segments. An empirical study shows the good performance of their methods. Fotopoulos et al. (2009) study the problem of detecting the instant of change. The use of the maximum likelihood estimates the instant of the change $\widehat{\tau}_{n}$, but instead of working with a discrete value, the authors estimate a continuous number between 0 and 1 after assuming that the instant of change is the product of the sample size with this number. They study the asymptotic distribution of the test used by contiguity. After the proof of the convergence of the test, the authors apply the theoretical part to simulated data.
To monitor the parameters (mean, variance, and parameter of the model), the Brownian Motion method is used by Gombay and Serban (2009) to detect changes. In an autoregressive model, the authors introduce a new change parameter and estimate it in case of change. Finally, they find a relation between the score and the Gaussian process, and they prove that the difference between them (in addition to constant) tends to zero almost surely. In other words, the authors prove the effectiveness of the test. They end their work by a simulation experiment.
Huh (2010) investigates the regression function or its $\nu$ th derivative in generalized linear models which may have a change (discontinuity) point at an unknown location. The estimation of this change is based on one-sided kernel weighted local-likelihood functions. The asymptotic distribution is also studied for the estimators of location and jump size. The theoretical part is illustrated by a simulation and beetle mortality examples. Shao and Zhang (2010) considers the CUSUM-based (cumulative sum) test for detecting a change in a time series. The authors propose a self-normalization (SN) based Kol-mogorov-Smirnov test, where the formation of the self-normalizer takes the change-point alternative into account. They prove that the resulting test statistic is asymptotically distribution free and its power is monotonic. They extend the SN -based test to test for a change in other parameters associated with a time series, such as marginal median, autocorrelation at lag one, and spectrum at certain frequency bands. Monte-Carlo simulations are conducted to compare the finite sample performance of the new SN-based test with the traditional Kolmogorov-Smirnov test. Illustrations using real data examples are presented.
Jarušková (2010) studies the change-point in the mean of a sequence of independent nor-
mally distributed random vectors. The asymptotic distribution of the test statistic is studied by using results from Pit (1994). Also, on the same subject, Chen et al. (2011) study this problem for independent normal means as a multiple testing problem. The authors consider two stepwise methods, the binary segmentation method of Vostrikova (1981), and the maximum residual down method of Cohen et al. (2009). They prove the consistency of these two methods. More precisely, they proved that the probability of making errors in the acceptance or the rejection of the hypothesis tends to zero when the sample size tends to infinity.
Ciuperca (2011) studies the number of change-points using an $M$-estimator procedure. $B I C$ with and without changes are defined. The important aspect of this paper is that the number of observations between two instants of changes is unknown. Maximizing the $M$-criterion leads to the estimation of the number of change-points. The consistency is proved. The results are illustrated with a simulation study.
Döring (2011) studies the asymptotic distribution for a class of multiple change-point estimators. The author considers a nonparametric model and uses the maximizing point of a weighted multivariate U-statistic process to estimate the change in the parameters. The most important idea presented in this article is the transition from the maximization of the parameter to the maximization of another process while maintaining the same goal. The detection of change is studied in Prášková and Chochola (2014). The authors study the existence of the change in the regression parameters in a linear model where the regressors and the errors are weakly dependent. They use the M-estimators and the Weighted $M$-residuals to construct a test statistic. They also study the asymptotic distribution under the null hypothesis and contiguous alternatives. The results are illustrated by a simulation experiment.
The problem of changes can be studied not just in time series and observations, but also in the effect of the change in the mean on the density function (tail, peak, etc). In Dupuis et al. (2015) this problem is studied. The authors develop a new method of detecting and estimating the change-points in the tail of multiple time series data. They explain the change in the mean, in the variance, and in the tails. They also discuss the effect of the mean and variance's change on the tails. They focus on the detection of change-points in the upper-tail of the distribution of the variable of interest basing on multiple crosssectional time series. They start their work by identifying the change-points. Next, they consider a tail model and a likelihood ratio test to study the change in the parameters of this model. Their null hypothesis is "no change in the parameters" and the alternative is the "existence of the change". This method is based on approximating the distribution of the exceedances over a high threshold by the $G P$ (generalized Pareto) distribution. Next, the authors compare the performance of the methods used. Finally, they apply these
methods to a set of real data that represent the temperatures in New York City between 1956 and 2005.

In Badagián et al. (2015), the problem of detecting and estimating the change-points location in a time series is studied. The authors consider the problem of modeling a nonstationary time series by segmenting it into blocks that are fitted by stationary processes. This paper proposes a procedure based on the BIC joint with the binary segmentation algorithm to look for changes in the mean, the autoregressive coefficients, and the variance of the perturbation in piece-wise autoregressive processes, by using a procedure and comparing this procedure with several others available in the literature. The authors present the change-points problem and explain briefly the Auto-PARM and Auto-SLEX methods. They present different algorithms that are useful to the search for multiple change-points, and they compute and compare the size and the power of the presented approaches. Finally, they apply them to real data from speech recognition.
Yau and Zhao (2016) propose a likelihood ratio scan method for estimating multiple change points in piecewise stationary processes. The authors use scan statistics which reduces the computationally infeasible global multiple-change-point estimation problem to a number of single-change-point detection problems in various local windows. They prove the consistency for the estimated numbers and locations of the change points. Moreover, they develop a procedure for constructing confidence intervals for each of the change points. Finally, the authors illustrate their results and the efficiency of the likelihood ratio scan method by simulation experiments and real data analysis.
Ruggieri and Antonellis (2016) aim to estimate the instant of change in a regression model. They use a sequential Bayesian change-point algorithm that provides uncertainty bounds on both the number and location of the change. The most important thing is that this algorithm can quickly update itself in linear time as each new data point is recorded and uses the exact posterior distribution to infer whether or not a change-point has been observed. The authors illustrate the theoretical part with simulation data and real data about the temperature anomalies over the last 130 years (the real data is taken from the National Oceanic and Atmospheric Administration NOAA).
A new class of change-point test statistics is proposed in Horváth et al. (2020) that utilizes a weighting and trimming scheme for the cumulative sum (CUSUM) process inspired by Rényi. Using an asymptotic analysis and simulations, the authors demonstrate that this new class of statistics possess superior power compared to traditional change-point statistics based on the CUSUM process when the change-point is near the beginning or end of the sample. The authors develop a generalization of these "Renyi" statistics in order to testing for changes in the parameters in linear and nonlinear regression models, and in generalized method of moments estimation. In these contexts, the authors apply
the proposed statistics, as well as several others, to test for changes in the coefficients of Fama-French factor models. They observe that the Renyi statistic is the most effective in terms of retrospectively detecting change-points that occur near the endpoints of the sample.

### 1.3 Our main contributions

Very few of the papers reviewed in the preceding section study the weak change problems. To contribute to filling this gap, Ltaifa (2021) and Ngatchou-Wandji and Ltaifa (2021) propose a new approach for weak change-points study. They consider the testing problem presented in Section 1.1, for the particular case where $T\left(\boldsymbol{\rho}_{\mathbf{0}}+\boldsymbol{\gamma} \odot \omega(t), \mathbf{X}_{t-1}\right)=\boldsymbol{\rho}_{\mathbf{0}}+\boldsymbol{\gamma} \odot$ $\omega(t)+U\left(\mathbf{X}_{t-1}\right)$, for some function $U$. Then they prove a LAN property and the contiguity of the hypotheses tested. From these results, they compute the theoretical local power of their likelihood-ratio test, and use it in an algorithm for detecting changes and estimating their locations. In our work, we proceed as them, but with a more general model and a new change detection algorithm. Our main contributions are:

- A locally asymptotically normal (LAN) result, from which we deduce the contiguity of the hypotheses tested.
- From the contiguity result, using Le Cam third Lemma, we give an explicit expression for the local power of the test studied. This power is a function of the potential change-points and the magnitudes of the changes.
- Considering an estimated version of the power with the magnitudes of the changes replaced by their estimators, we propose an algorithm for change-points detection and for estimating the changes locations. This algorithm finds change-points at blind, sequentially.
- We conduct a simulation experiment which shows that our method performs well on the examples tested and compares favorably with other methods.


### 1.4 Outline of the thesis

This thesis is structured as follows.
In Chapter 2, we present the main tools that we use in our work. We present some usual time series models and recall some main methods for parameter estimation in these
models. We also describe the main methods used for testing change-points in time series models. Next, we recall some important notions as identifiability, stationarity and ergodicity. We recall some notions of the Le Cam theory as LAN and contiguity. We finally recall a central limit theorem from Hall and Heyde (2014).

In Chapter 3, we study the problem presented in the general introduction in the case where all the parameters are known. We first precise the notations and make the general assumptions. Our likelihood-ratio test is derived and its asymptotic properties are studied under the null and under the local alternatives considered. For the study under the local alternatives, we use the contiguity of the hypotheses under study that we previously established. An explicit expression of the local power is provided.

In Chapter 4, all the parameters involved in the problem are no more known. We show that replacing them by their estimators, the results of Chapter 3 remained valid.

In Chapter 5, we apply the results of Chapter 4 to change-point detection and to estimating their locations. We describe an algorithm for multiple change-points detection and for estimating their locations. We previously give a brief review of some existing change-point detection algorithms.

In Chapter 6, our algorithm is applied to simulated data from a class of $\operatorname{CHARN}(1,1)$ model for detecting change-points and estimating their locations.

The last chapter concludes of our work and outlines some perspectives.

## Chapter 2

## Mathematical tools

### 2.1 Introduction

In this chapter, we present some definitions of linear and nonlinear models and introduce some methods for their parameters estimation. We also review some tests for breaks detection. Finally, we present the fundamental notions, notations and definitions that we use. One of these notions is the LAN property from the theory of Le Cam (1960). It is of a primary importance in our work.
The LAN property used is the modified version defined in Hall and Mathiason (1990) and used in Hwang and Basawa (2001) to establish the asymptotic normality of the likelihood ratio test under the null hypothesis.
We use other tools like central limit theorem of martingals presented in Hall and Heyde (2014) and the ergodic theorem (see Birkhoff (1931)). These tools are also those used in Ngatchou-Wandji and Ltaifa (2021), Lounis (2012), Lounis (2011), and can be found in Le Cam (1960), Hall and Heyde (2014) and Droesbeke and Fine (1996). The outline of this chapter is as follow:
We present some time series models, some methods for estimating their parameters, and some tests. We also present some tests for detecting breaks and some methods for estimating the break-locations. Finally, we outline and present the main mathematical tools used in our work.

### 2.2 On testing and estimating time series models

In this section, we recall the definition of linear and nonlinear models and we give some examples. Next, we present some methods used in literature to estimate the models parameters. Furthermore, we enumerate some tests used in literature for breaks detection.

### 2.2.1 Linear process

A stochastic process $\left\{X_{t}\right\}_{t \in \mathbb{Z}}$ is said to be linear if, for any $t \in \mathbb{Z}, X_{t}$ can be written as a weighted infinite sum

$$
X_{t}=\rho+\sum_{i=0}^{+\infty} \alpha_{i} \varepsilon_{t-i}, \quad t \in \mathbb{Z}
$$

where $\rho$ is a constant, the $\alpha_{i}$ are real coefficients with $\alpha_{0}=1$ and $\left(\varepsilon_{t}\right)_{t}$ is a sequence of iid zero-mean random variables with variance $\sigma_{\varepsilon}^{2}<+\infty$ such that $\mathbb{E}\left(\varepsilon_{t} \mid X_{t-1}, X_{t-2}, \ldots,\right)=0$. Some examples of linear process are ARMA, ARIMA, SARIMA.
Let $d, D, p, P, q, Q$ and $s$ be non negative integers. Let $B$ is the lag operator. Define the following operators.

- $\nabla^{d}=(1-B)^{d}$
- $\nabla_{s}^{D}=\left(1-B^{s}\right)^{D}$
- $\Phi(B)=1-\phi_{1} B-\ldots,-\phi_{p} B^{p}$, where $\phi=\left(\phi_{1}, \ldots, \phi_{p}\right) \in \mathbb{R}^{p}$ and $\phi_{p} \neq 0$
- $\Phi^{\prime}(B)=1-\phi_{1}^{\prime}-\cdots-\phi_{P}^{\prime} B^{P}$, where $\phi^{\prime}=\left(\phi_{1}^{\prime}-\cdots-\phi_{P}^{\prime}\right) \in \mathbb{R}^{P}$ and $\phi_{P}^{\prime} \neq 0$
- $\Theta(B)=1-\theta_{1} B-\cdots-\theta_{q} B^{q}$, where $\Theta=\left(\theta_{1}, \ldots, \theta_{q}\right) \in \mathbb{R}^{q}$ and $\theta_{q} \neq 0$
- $\Theta^{\prime}(B)=1-\theta_{1}^{\prime} B-\cdots-\theta_{Q}^{\prime} B^{Q}$, where $\Theta^{\prime}=\left(\theta_{1}^{\prime}, \ldots, \theta_{Q}^{\prime}\right) \in \mathbb{R}^{Q}$ and $\theta_{Q} \neq 0$

Definition 2.2.1. We say that $\left(X_{t}\right)_{t \in \mathbb{Z}}$ is an ARIMA process of order $(p, d, q)$, denoted by $\operatorname{ARIMA}(p, d, q)$, if:

$$
\Phi(B) \nabla^{d} X_{t}=\theta(B) \varepsilon_{t}, t \in \mathbb{Z}
$$

Definition 2.2.2. We say that $\left(X_{t}\right)_{t \in \mathbb{Z}}$ is a SARIMA process of order $(p, d, q)(P, D, Q)$, denoted by $\operatorname{SARIMA}(p, d, q)(P, D, Q)$, if:

$$
\Phi(B) \Phi^{\prime}\left(B^{s}\right) \nabla^{d} \nabla_{s}^{D} X_{t}=\theta(B) \Theta^{\prime}\left(B^{s}\right) \varepsilon_{t}, t \in \mathbb{Z}
$$

### 2.2.2 Non-linear process

Some phenomena essentially display nonlinear behavior, such as time irreversibility, asymmetry, and self-sustained stochastic cyclical behavior, which cannot be explained well by linear time series models. Realizing this, researchers have proposed numerous nonlinear time series models since the late 1970s.
Let $\left(X_{t}\right)_{t \in \mathbb{Z}}$ be the process defined, for any $t \in \mathbb{Z}$, by

$$
\begin{equation*}
X_{t}=g\left(\varepsilon_{t}, \varepsilon_{t-1}, \ldots\right) \tag{2.1}
\end{equation*}
$$

where $\left(\varepsilon_{t}\right)$ is a white noise and g is a function. If $g$ is linear, then $\left(X_{t}\right)$ is a linear process and (2.1) is a linear model. If $g$ is non-linear, we obtain a non-linear model. Some examples of non-linear models are ARCH, TARCH and EXPAR models studied in Engle (1982), Tong (1990) and Guégan et al. (1994), and bilinear models proposed by Granger and Andersen (1978).

## ExpAR models

Expar model was first used to model the ship rolling data. There is a lot of work on ExpAR models, (see, e.g., Ozaki and Oda (1977), Ghosh et al. (2015)).

Definition 2.2.3. A time series $\left(X_{t}\right)_{t \in \mathbb{Z}}$ is an Expar model of order $p$, if for any $t \in \mathbb{Z}$,

$$
X_{t}=\sum_{i=1}^{p}\left(c_{i}+\pi_{i} e^{-\gamma X_{t-1}^{2}}\right) X_{t-i}+\varepsilon_{t},
$$

where $\left(\varepsilon_{t}\right)_{t \in \mathbb{Z}}$ is a white noise such that $\varepsilon_{t}$ independent of $X_{t}$, and $c_{i}, \pi_{i}$ and $\gamma$ are the unknown parameters which need to be estimated.

Later, many versions of ExpAR models were introduced (see,e.g., Ozaki (1985), LeBaron (1992), Koutmos (1997)).

Definition 2.2.4. An $\operatorname{ARCH}(q)$ models can for example be defined as follows:

$$
\varepsilon_{t}=\sigma_{t} z_{t}
$$

where $\varepsilon_{t}$ represents the innovations of the series, and $z_{t}$ is a standard white noise and $\sigma_{t}^{2}=a_{0}+\sum_{i=1}^{q} a_{i} \varepsilon_{t-i}^{2}$ with $a_{i}, i=0, \ldots, q$, are reals such that $a_{0}>0, a_{1} \geq 0$ and $a_{q} \geq 0$ guaranteeing the strict positivity of the conditional variance.

It is easy to see that ExpAR and ARCH models are within our CHARN models (1.1).

## Time-varying coefficients models.

In real life, it may be necessary to adjust time-varying coefficients models to some data. Some examples of such data are those from climate change and a machine in a production line. The model (1.1) that we study in this thesis and the models presented in Section 2.2.1 are examples of this type of models, studied by Davis et al. (1995), Badagián et al. (2015) and Dehling et al. (2013).

### 2.2.3 Parameters estimation methods

In literature, many methods are used to estimate the parameters of time series models. We present those which are mainly used, namely, the least-square and maximum likelihood methods.

## Least-squares methods

From Marquardt (1963), most algorithms for the least-squares estimation of nonlinear parameters have centered on two approaches. On the one hand, the model may be expanded as a Taylor series and corrections to the several parameters calculated at each iteration on the assumption of local linearity. On the other hand, various modifications of the method of steepest-descent have been used. Both methods frequently ground to a stop, the Taylor series method because of divergence of the successive iterates, the steepest-descent (or gradient) methods because of agonizingly slow convergence after the first few iterations. The least-squares method can be explained as follow:
Let $x_{1}, \ldots, x_{m}$ be independent variables, $\beta_{1}, \ldots, \beta_{k}$ are the population values of $k$ parameters. Let the model to be fitted to the data be

$$
\begin{align*}
\mathbb{E}(y) & =f\left(x_{1}, \ldots, x_{m} ; \beta_{1}, \ldots, \beta_{k}\right)  \tag{2.2}\\
& =f(\mathbf{X}, \beta)
\end{align*}
$$

where $\mathbb{E}(y)$ is the expected value of the dependent variable $y$. Let the data points be denoted by

$$
\left(Y_{i}, X_{1 i}, \ldots, X_{m i}\right), i=1, \ldots, n
$$

The problem is to compute those estimates of the parameters which will minimize

$$
\begin{aligned}
\Phi & =\sum_{i=1}^{n}\left(Y_{i}-\widehat{Y}_{i}\right)^{2} \\
& =\|Y-\widehat{Y}\|^{2}
\end{aligned}
$$

where $\widehat{Y}_{i}$ is the value of $y$ predicted by 2.2 at the $i$ th data point.

## Maximum likelihood method

In statistics, maximum likelihood estimation (MLE) is a method for estimating the parameters of a given probability distribution on the basis of observed data. This is achieved by maximizing a likelihood function so that, under the assumed statistical model, the observed data are the most probable. The point in the parameter space that maximizes the likelihood function is called the maximum likelihood estimate. The logic of maximum likelihood is both intuitive and flexible, and as such, the method has become a dominant means of statistical inference.
We write the parameters governing the joint distribution as a vector $\theta=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)^{\top}$ so that this distribution falls within a parametric family $\{f(\cdot ; \theta) \mid \theta \in \Theta\}$, where $\Theta$ is called the parameter space, a finite-dimensional subset of Euclidean space. Evaluating the joint density at the observed data sample $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ gives a real-valued function,

$$
\mathcal{L}_{n}(\theta, \mathbf{x})=f_{n}(\theta, \mathbf{x}),
$$

which is called the likelihood function. If the random variables are independent and identically distributed, $f_{n}(\theta, \mathbf{x})$ will be the product of univariate density functions,

$$
f_{n}(\theta, \mathbf{x})=\prod_{k=1}^{n} f_{k}^{u n i v a r}\left(\theta, x_{k}\right)
$$

where $f_{k}^{\text {univar }}$ stands for the univariate density function of $x_{k}$. Now, we can estimate $\theta$ by

$$
\widehat{\theta}=\arg \max _{\theta \in \Theta}\left[\mathcal{L}_{n}(\theta, \mathbf{x})\right] .
$$

By using the logarithm function log, the function will be called the log-likelihood function expressed as follow

$$
L_{n}(\theta, \mathbf{X})=\log \left(\mathcal{L}_{n}(\theta, \mathbf{x})\right)
$$

Since the logarithm function is a monotonic function, the maximum of $L_{n}(\theta, \mathbf{x})$ occurs at the same value of $\theta$ as does the maximum of $\mathcal{L}_{n}(\theta, \mathbf{x})$.
If $L_{n}(\theta, \mathbf{x})$ is differentiable in $\Theta$, the necessary conditions for the occurrence of a maximum, or a minimum, are

$$
\frac{\partial L_{n}}{\partial \theta_{1}}=0, \frac{\partial L_{n}}{\partial \theta_{2}}=0, \ldots, \frac{\partial L_{n}}{\partial \theta_{k}}=0
$$

known as the likelihood equations. Sometimes, these equations are sufficient to find an estimator of $\theta$. In general, we use a second order partial derivatives, and we obtain a matrix called by Hessian matrix
which should be negative semi-definite at $\widehat{\theta}$, as this indicates local concavity.
Conveniently, most common probability distributions - in particular the exponential family - are logarithmically concave.

### 2.2.4 Tests for breaks detection

Most of the break or segmentation tests are based on likelihood or on CUSUM tests.

## Likelihood ratio test

The likelihood-ratio test assesses the goodness of fit of two competing statistical models based on the ratio of their likelihoods. The likelihood ratio test is a test for hypothesis in which two different maximum likelihood estimates of a parameter are compared to decide whether to reject or not a restriction on the parameter. Denote the parameter of interest by $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ for some $k$. A change occurs if $\theta$ changes from parameter space $\Gamma_{0}$ to another parameter space $\Gamma_{1}$ such that $\Gamma=\Gamma_{1} \cup \Gamma_{0}, \Gamma_{1} \neq \Gamma_{0}$ and $\Gamma_{1} \cap \Gamma=\emptyset$.
Consider these two hypotheses:

$$
\left\{\begin{array}{l}
H_{0}: \theta \in \Gamma_{0} \\
H_{1}: \theta \in \Gamma_{1}
\end{array}\right.
$$

The likelihood function $L(\theta \mid x)=f(x \mid \theta)$ (where $f$ is the probability function) viewed as a function of the parameter $\theta$ with $x$ held fixed at the value that was actually observed. The likelihood ratio statistic denoted by $\lambda$, is defined as:

$$
\lambda(x)=\frac{\max _{\theta \in \Gamma_{1}} L(\theta \mid x)}{\max _{\theta \in \Gamma_{0}} L(\theta \mid x)}
$$

If $\lambda$ is larger than a critical value at a level of significance $\alpha$, the null hypothesis is rejected, otherwise, it is accepted. For more details, we can see Monfort (1982) or Lehmann et al. (2005).

## Optimality

Definition 2.2.5. We say that a test $T$ is optimal, or the most powerful test, with level of significance $\alpha \in] 0,1[$, if it is the most powerful test among any other tests at the same level of significance.

Definition 2.2.6. (Neyman-Pearson lemma)
The likelihood ratio test is the most powerful test for any level of significant $\alpha \in] 0,1[$.

## CUSUM test

One of the statistics most often used for the segmentation of the time series is the cumulative sum or the CUSUM (introduced by Page (1954)). To explain it, we consider $x_{1}, \ldots, x_{T}$ as a time series process with $m$ change-points. The test statistic is defined as:

$$
I T=\sqrt{\frac{T}{2}} \max _{k} D_{k}
$$

where

$$
D_{k}=\frac{\sum_{t=1}^{k} x_{t}^{2}}{\sum_{t=1}^{T} x_{t}^{2}}-\frac{k}{T}
$$

with $0<k<T$. The asymptotic distribution of the statistic $I T$ is the maximum of a Brownian bridge $(B(s))$ :

$$
I T \longrightarrow_{D[0,1]} \max \{B(s): s \in[0,1]\}
$$

where $B$ is a Brownian bridge, $D[0,1]$ is the Skorohod space. This establishes a KolmogrovSmirnov type asymptotic distribution. The null hypothesis is rejected when the maximum value of the function $I T$ is greater than the critical value and the change-point is located at a period $k=\widehat{k}$ where the maximum is achieved:

$$
\widehat{k}=\{k: I T>c . v\}
$$

where $c . v$ is the corresponding critical value.
Brown et al. (1975) introduce another version of CUSUM test based on the least-squaress residuals, denoted by CUSUM ${ }^{\text {ols }}$. Zeileis (2001), Zeileis (2004) use the CUSUM test
in order to estimate the $p$-value in a class of the following standard linear regression models

$$
y_{t}=x_{t}^{\top} \beta+u_{t}, \quad t=1, \ldots, n,
$$

where $y_{t}$ designates a dependent variable observation, $x_{t}=\left(1, x_{t_{2}}, \ldots, x_{t_{k}}\right)^{\top}$ is a $k \times 1$, $\left(u_{t}\right)_{t}$ is a sequence of iid centered random variables with variance $\sigma^{2}$ and $\beta$ is a $k \times 1$ regression coefficient vector.
The CUSUM ${ }^{\text {ols }}$ test is defined using the least-squares residual $\widehat{u}_{t}=y_{t}-x_{t}^{\top} \widehat{\beta}$.
The statistic of CUSUM test based on the residuals cumulative sum can be expressed as follow

$$
w_{n}(t)=\frac{1}{\widetilde{\sigma} \sqrt{n-k}} \sum_{i=k+1}^{[k+t(n-k)]} \widetilde{u}_{i}, \quad 0 \leq t \leq 1
$$

where $\widetilde{\sigma}=\sqrt{\frac{1}{n-k} \sum_{i=k+1}^{n}\left(\widetilde{u}_{i}-\overline{\widetilde{u}}\right)^{2}}, \widetilde{u}_{i}=\frac{y_{i}-x_{i}^{\top} \widehat{\beta}^{(i-1)}}{\sqrt{1+x_{i}^{\top}\left(\sum_{t=1}^{i-1} x_{t} x_{t}^{\top}\right)^{-1} x_{i}}}, i=k+1, \ldots, n$, $\widehat{\beta}^{(i-1)}$ is the ordinary least squares estimation of the regression coefficients $\beta^{(i-1)}$ based on the observations up to $i-1, k$ is the number of component of the vector $x_{t}$ and $t \in[0,1]$ is the break's instant.
For $c(t)=\lambda(1+2 t), \lambda \in] 0,1\left[, H_{0}\right.$ will be rejected when $w_{n}(t)$ tends to $c(t)$ or $-c(t)$. That means, $H_{0}$ will be rejected when the test statistic $S>\lambda$, where

$$
S=\sup _{0 \leq t \leq 1}\left|\frac{w_{n}(t)}{1+2 t}\right| .
$$

Krämer et al. (1988) proved that asymptotically,

$$
w_{n}(t) \xrightarrow{\mathcal{D}} B(t),
$$

where $B(t)$ is a standard Brownian motion.
For $t \in[0,1]$, the trajectory of CUSUM $^{\text {ols }}$ test can be defined as follows

$$
w_{n}^{0}(t)=\frac{1}{\widehat{\sigma} \sqrt{n}} \sum_{i=1}^{[n t]} \widehat{u}_{i},
$$

where $\widehat{\sigma}=\sqrt{\frac{1}{n-k} \sum_{t=1}^{n} \widehat{u}_{t}^{2}}$.
Krämer and Schotman (1992) proved that, asymptotically,

$$
w_{n}^{0}(t) \xrightarrow{\mathcal{D}} B^{0}(t)
$$

where $B^{0}(t)$ is a standard Brownian bridge.
$H_{0}$ is rejected when the test statistic $\left.S^{0}>\lambda, \lambda \in\right] 0,1[$, where

$$
S^{0}=\sup _{0 \leq t \leq 1}\left|\frac{w_{n}^{0}(t)}{1+2 t}\right| .
$$

For $\alpha \in] 0,1[$ designate the significant threshold, $p$-value is defined as follows

$$
p \text {-value }=\mathbb{P}_{H_{0}}(S>\alpha) .
$$

That means, the $p$-value of a standard CUSUM test is

$$
\mathbb{P}_{H_{0}}(S>\alpha)=\mathbb{P}_{H_{0}}\left(\left|w_{n}(t)\right| \geq \alpha+2 t \alpha, \quad 0 \leq t \leq 1\right)
$$

The asymptotic $p$-value considered in Zeileis (2004) and Zeileis (2001) is

$$
P(\alpha)=\mathbb{P}_{H_{0}}(|B(t)| \geq \alpha+2 t \alpha, \quad 0 \leq t \leq 1)
$$

and the asymptotic $p$-value of $\mathrm{CUSUM}^{\mathrm{ols}}$ is

$$
P^{\prime}(\alpha)=\mathbb{P}_{H_{0}}\left(\left|B^{0}(t)\right| \geq \alpha+2 t \alpha, \quad 0 \leq t \leq 1\right)
$$

Zeileis (2001) and Zeileis (2004) bounded the $p$-value with two approximate bounds for the standard CUSUM test and CUSUM ${ }^{\text {ols }}$ test.

One of the major drawbacks is that they have low power, when the changes occur at the beginning or when they occur at the end (late changes). For this reason, they update the bounds, see Zeileis (2004) and Zeileis (2001). Later, many version of CUSUM test was introduced, see Horváth et al. (2020).
We can see a detailed discussion for all the methods based on CUSUM test in Ltaifa (2021).

### 2.3 Some important notions

This section is devoted to the statement of the mathematical tools used. The main notions are identifiability, stationarity, ergodicity, LAN and central limit theorem.

### 2.3.1 Identifiability

To simplify the work and to make this thesis more clear, we first define the notation.
In all what follows, $d, k, p, q, m, n$ are non negative integers and $\Theta$ is a non-empty open subset of $\mathbb{R}^{m}$. We observe the random variables $X_{1}, \ldots, X_{n}$ in a measurable space ( $\mathfrak{X}, \mathfrak{A}, \mathbf{P}_{\theta}$ ) , where $\theta \in \Theta$.

Definition 2.3.1. The parametric family $\left\{\mathbf{P}_{\theta}, \theta \in \Theta\right\}$ admits the injective property (identifiability), if for $\theta$ and $\theta^{\prime} \in \Theta$, we have:

$$
\theta \neq \theta^{\prime} \Rightarrow \mathbf{P}_{\theta} \neq \mathbf{P}_{\theta^{\prime}}
$$

### 2.3.2 Stationarity

The notion of stationarity is one of the most important in time series analysis and their theoretical studies.

Definition 2.3.2. A stochastic process (or a time series) $\left(X_{t}\right)_{t \in \mathbb{Z}}$ is said to be strongly or strictly stationary if the joint distribution of $\left(X_{t_{1}}, \ldots, X_{t_{k}}\right)$ is identical to that of $\left(X_{t_{1}+t}, \ldots, X_{t_{k}+t}\right)$ for all $t$, where $k \in \mathbb{N}$ and $\left(t_{1}, \ldots, t_{k}\right)$ is a collection of $k$ positive integers.

In real-life, often of the theoretical study for a real-time series doesn't have the stationarity property. Sometimes, they can admit a weak version for the stationarity, known as weak or wide-sense stationarity. In a mathematical view, a stochastic process is said to be weakly stationary if its mean is independent of the time and its covariance depends on the lag between two observations.

Definition 2.3.3. A stochastic process $\left(X_{t}\right)_{t \in \mathbb{Z}}$ is said to be weakly stationary if:

- $\mathbb{E}\left(X_{t}\right)=\mu$, constant and independent of $t$,
- $\operatorname{Cov}\left(X_{t}, X_{t-d}\right)$ depends only on $d$.
- $\mathbb{E}\left(X_{t}^{2}\right)<\infty$.


## Non-stationarity

Most economic series are non-stationary, i.e. the process which describes them does not satisfy at least one of the conditions of the definition of a second-order stationary process. This led to define several types of non-stationarity.

## - Deterministic non-stationarity.

Definition 2.3.4. We say that the process $\left(X_{t}\right)_{t}$ is a deterministic non-stationary process, if we can express it as

$$
X_{t}=f(t)+Z_{t}
$$

where $f$ is a time dependent deterministic function and $\left\{Z_{t}\right\}$ is a stationary process. There are particular cases where $\left\{Z_{t}\right\}$ is a white noise.

For example, $f(t)=a+b t,(a, b) \in \mathbb{R}^{2}$, it is the commonly used case. Also, we can consider a quadratic trend $f(t)=a+b t+c t^{2},(a, b, c) \in \mathbb{R}^{3}$. Lavielle and Lebarbier (2001), Lebarbier (2005) and Ciuperca (2011) considered this type of non-stationarity.

## - Piece-wise stationarity

In our work, we are interested in another type of non-stationarity, called piece-wise. It is different from that introduced by Dahlhaus (1997). A process $\left(X_{t}\right)_{t}$ is said to be piece-wise stationary if over its observation interval it is stationary on sub-intervals. Note that such a process is non-stationary, if it has different laws on at least two subintervals of its observation interval. Dahlhaus (1997) is a generalization of Whittle (1953). When the number of observation tends to $+\infty$, Dahlhaus (1997) consider a process that is asymptotically stationary and he defines the non-stationary process as a process having a spectral representation.

Definition 2.3.5. Non-stationarity in the sense of Dahlhaus (1997).
We say that $\left(X_{t, T}\right)_{t \in \mathbb{Z}}$ is non-stationary in the sense of Dahlhaus, if $\left(X_{t, T}\right)_{t \in \mathbb{Z}}$ has the following representation

$$
X_{t, T}=\mu\left(\frac{t}{T}\right)+\int_{-\pi}^{\pi} \exp (i \lambda t) A_{t, T}^{0}(\lambda) d \xi(\lambda)
$$

where $X_{t, T}(t=1, \ldots, T)$ represents the series of observations, $T$ is the number of observations, $\xi$ represents a stochastic process on $[-\pi, \pi]$ and $A_{t, T}^{0}(\lambda)=A(t / T, \lambda)$ such that $A:[0,1] \times \mathbb{R} \rightarrow \mathbb{C}$ is a $2 \pi$-periodic function with $A(u,-\lambda)=\overline{A(u, \lambda)}$ and for any $T, A(u, \lambda)$ and $\mu(u)$ are continuous in $u$, where $\bar{x}$ represents the conjugate of $x \in \mathbb{C}$.

Remark 2.3.1. The above non-stationarity can be seen as a local non-stationarity. NgatchouWandji and Harel (2013) and Ngatchou-Wandji et al. (2019) used another type of local non-stationary process.

### 2.3.3 Ergodicity

There are two main versions for the law of large numbers: weak law of large numbers and strong law of large numbers.

Definition 2.3.6. (Weak law of large numbers).
Let $\left(X_{n}\right)$ be a sequence of integrable variables, independent two by two, and identically distributed. Let $m$ be their common expectation $\left(\mathbb{E}\left(X_{1}\right)=m\right)$. Let

$$
S_{n}=\frac{X_{1}+\cdots+X_{n}}{n}
$$

Then, when $n \rightarrow+\infty$, the sequence $S_{n} \xrightarrow{P} m$.

Definition 2.3.7. (Strong law of large numbers).
Let $\left(X_{n}\right)$ be a sequence of mutually independent and identically distributed integrable variables with finite mean $m$. Let

$$
S_{n}=\frac{X_{1}+\cdots+X_{n}}{n}
$$

Then, the sequence $S_{n} \xrightarrow{\text { a.s. }} m$.
The ergodicity is a generalisation of the law of large numbers, it can be defined as:

Definition 2.3.8. A stationary process $\left(X_{t}\right)_{t \in \mathbb{Z}}$ is said to be ergodic if for any Borel function $f: \mathbb{R}^{p} \rightarrow \mathbb{R}$, we have

$$
\frac{1}{n} \sum_{i=1}^{n} f\left(X_{t_{1}+i}, X_{t_{2}+i}, \ldots, X_{t_{p}+i}\right) \rightarrow \mathbb{E}\left[f\left(X_{t_{1}}, \ldots, X_{t_{p}}\right)\right]
$$

Remark 2.3.2. The class of CHARN models (1.1) is very large. It contains models such as ARMA, ARCH, GARCH, ExpAR and GExpAR models. The invertibility of these models is readily obtained for example for $|V(x)|>0$. Ngatchou-Wandji (2005) discusses a sufficient condition for strict stationarity by checking the conditions (S1)-(S4) of p. 86 in Taniguchi and Kakizawa (2012). Chen and An (1998) studied the case of GARCH which generalizes ARCH models. Next, a sufficient condition for geometry ergodicity can be obtained by applying a result of Tjøstheim (1990). An et al. (1997) investigate the stationarity property for a particular class of ARCH models nested in model (1.1).
Finally, it is possible that from the theory of Markov chains, other interesting conditions for stationarity and ergodicity be obtained for many models within model (1.1). NgatchouWandji (2008) discuss the stationarity property in a class of CHARN models. For the staionarity and ergodicity of an ExpAR models, in fact, the initial idea of Ozaki and Oda (1977) is to keep the model stationary. Ozaki (1980) and Ozaki (1982) gave some sufficient conditions for the ExpAR model. Further, Chen et al. (2018) discussed the stationarity and ergodicity of an ExpAR models and gave less restrictive conditions. They proved, under some conditions, the stationarity of GExpAR models.

### 2.3.4 Local asymptotic normality

The random variables $X_{1}, \ldots, X_{n}$ belongs to the measurable space $\left(\mathfrak{X}, \mathfrak{A}, \mathbf{P}_{\theta}\right)$. Let $\mathbf{X}^{(n)}=$ $\left(X_{1}, \ldots, X_{n}\right)$, then the $n$-uple $\mathbf{X}^{(n)}$ belong to the space $\left(\mathfrak{X}^{n}, \mathfrak{A}^{n}\right)$ with a probability law $\mathbf{P}_{\theta}^{(n)}$, where $\mathbf{P}_{\theta}^{(n)}$ is the product of $n$ copies of $\mathbf{P}_{\theta}$.
The experience $X^{(n)}=\left(X_{1}, \ldots, X_{n}\right)$ represents the observation that we have and it can be expressed by the statistical experience $\zeta^{(n)}(\theta)=\left(\mathfrak{X}^{n}, \mathfrak{A}^{n}, \mathcal{P}_{\theta}^{(n)}\right)$, where $\mathcal{P}_{\theta}=\left\{\mathbf{P}_{\theta}, \theta \in \Theta\right\}$ and $\mathcal{P}^{(n)}$ is the product of $n$ copies of $\mathbf{P}_{\theta}$.
In the case $\mathfrak{X}=\mathbb{R}$, we have $\mathfrak{A}=\mathcal{B}$, where $\mathcal{B}$ is the Borelian field.
For every $\theta \in \Theta$, we define the local sequence $\theta^{(n)}$ in a neighborhood of $\theta$ as

$$
\theta^{(n)}=\theta+\vartheta(n) \tau,
$$

where $\vartheta(n)$ is a $k \times k$ matrix and $\tau \in \mathbb{R}^{k}$. We assume that this sequence $\theta^{(n)}$ converges to $\theta$ as $n \rightarrow+\infty$.
We also assume that when $n$ is large enough, $\theta^{(n)} \in \Theta$. The matrix $\vartheta(n)$ is not singular with $\|\vartheta(n)\| \rightarrow 0$ when $n \rightarrow+\infty$, where $\|$.$\| is the Euclidean norm. In general, for \tau \in \mathbb{R}^{k}$, we write:

$$
\theta^{(n)}=\theta+\vartheta(n) \tau^{(n)}, \text { where } \sup _{n}\left[\left(\tau^{(n)}\right)^{\top} \tau^{(n)}\right]<+\infty
$$

The choice of the sequence $\vartheta(n)$ depends on the problem to be studied. Many examples are cited in Droesbeke and Fine (1996).
Consider $P$ and $Q$ two probability measures in the measurable space $(\mathfrak{X}, \mathfrak{A})$. There exist a non-negative function $f \mathfrak{A}$-measurable and an event $N$ where $P(N)=0$, such that for any $A \in \mathfrak{A}$, we have:

$$
Q(A)=\int_{A} f d P+Q(A \cap N)
$$

This equality is "Lesbegue decomposition of $Q$ with respect to $P^{\prime}$ ", and $Q(A \cap N)$ is the singularity part of this decomposition.
In the case where $Q$ is absolutely continuous with respect to $P$, the density $f$ is known as the likelihood ratio of $Q$ with respect to $P$, and define by $d Q / d P$.
In the case the concern the statistical experience $\zeta^{(n)}(\theta)$, we consider the likelihood ratio $\frac{d \mathbb{P}_{\theta+\vartheta(n) \tau^{(n)}}^{(n)}}{d \mathbb{P}_{\theta}^{(n)}}$, this choice is motivated by Neyman-Pearson lemma which shows the interest of this ratio in the test statistics problems, by studying the logarithm of the likelihood ratio and by setting

$$
\Lambda_{\theta+\vartheta(n) \tau^{(n)}}=\log \left(\frac{d \mathbb{P}_{\theta+\vartheta(n) \tau^{(n)}}^{(n)}}{d \mathbb{P}_{\theta}^{(n)}}\right)
$$

There are many versions of the LAN property. We recall that of Droesbeke and Fine (1996).

Definition 2.3.9. The sequence $\zeta^{(n)}(\theta)=\left(\mathbb{R}^{n}, \mathcal{B}^{n}, \mathbf{P}^{(n)}(\theta)\right)$ is locally asymptotic normal LAN, if for any $\theta \in \Theta$, exist a sequence $\Pi_{n}^{(n)}(\theta)$ of random vectors $\mathcal{B}^{n}$-measurable, and a positive semi-definite matrix $\Gamma(\theta)$ continuous in terms of $\theta$, such that:
i. For every sequence $\tau^{(n)}$ such that $\sup \left[\left(\tau^{(n)}\right)^{\prime} \tau^{(n)}\right]<+\infty$, and under $\mathbf{P}^{(n)}(\theta)$, as $n \rightarrow+\infty$, we have :

$$
\Lambda_{\theta+\nu(n) \tau^{(n)}}=\tau^{(n)^{\prime}} \Pi_{n}^{(n)}(\theta)-\frac{1}{2} \tau^{(n)^{\prime}} \Gamma(\theta) \tau^{(n)}+o_{P}(1),
$$

ii. Under $\mathbf{P}^{(n)}(\theta)$ and when $n \rightarrow+\infty, \Pi_{n}^{(n)}(\theta) \longrightarrow{ }^{D} \mathcal{N}(0, \Gamma(\theta))$.
$\Pi_{n}^{(n)}(\theta)$ is called central sequence.
Many families provides the LAN property. Droesbeke and Fine (1996) give five examples of model having a LAN property (under the null hypothesis) under classical regularity conditions and Noether conditions in Hájek (1961).

### 2.3.5 Contiguity

Let $P^{(n)}$ and $Q^{(n)}$ be two probability measures in the measurable space $\left(\mathfrak{X}^{(n)}, \mathfrak{A}^{(n)}\right)$. From Droesbeke and Fine (1996), we have:

Definition 2.3.10. The sequences $Q^{(n)}$ is contiguous to the sequence $P^{(n)}$ if and only if for every $A^{(n)} \in \mathfrak{A}^{(n)}$ we have:

$$
\lim _{n \longrightarrow+\infty} P^{(n)}\left(A^{(n)}\right)=0 \Longrightarrow \lim _{n \longrightarrow+\infty} Q^{(n)}\left(A^{(n)}\right)=0
$$

Definition 2.3.11. The sequence $Q^{(n)}$ and $P^{(n)}$ are mutually contiguous if and only if for every $A^{(n)} \in \mathfrak{A}^{(n)}$ we have:

$$
\lim _{n \rightarrow+\infty} P^{(n)}\left(A^{(n)}\right)=0 \Longleftrightarrow \lim _{n \rightarrow+\infty} Q^{(n)}\left(A^{(n)}\right)=0
$$

If two measures are mutually contiguous, then they are contiguous. The contiguity is a type of asymptotic absolute form continuity.

Remark 2.3.3. In case that we have the convergence in probability for a sequence of random variables with respect to the measure $P^{(n)}$, we can conclude the convergence in probability of this sequence with respect to another measure $Q^{(n)}$ contiguous to $P^{(n)}$.

It is not always easy to establish the contiguity criteria basing on the definition. Corollary (4.2) of Droesbeke and Fine (1996) gives the contiguity criterion strongly linked to the LAN property.

Corollary 2.3.1. (Corollary (4.2) of Droesbeke and Fine (1996))
The sequence $\Lambda^{(n)}=\log \left(\frac{d Q^{(n)}}{d P^{(n)}}\right)$ is asymptotically normal with respect to the measure $P^{(n)}$. That is, there exist $\mu^{(n)}$ and $\sigma^{(n)}$ such that, under $P^{(n)}$ as $n \rightarrow+\infty, \frac{\Lambda^{(n)}-\mu^{(n)}}{\sigma^{(n)}} \xrightarrow{\mathcal{D}}$ $\mathcal{N}(0,1)$ (Remark (4.2) of Droesbeke and Fine (1996)), $P^{(n)}$ and $Q^{(n)}$ are mutually contiguous if and only if:
i. $\lim _{n \rightarrow+\infty} \sup \sigma^{(n)}<+\infty$
ii. $\lim _{n \rightarrow+\infty}\left(\mu^{(n)}+\frac{1}{2} \sigma^{(n)^{2}}\right)=0$.

### 2.3.6 Le Cam's Third Lemma

Recall $P^{(n)}$ and $Q^{(n)}$ as two probability measures in the measurable space $\left(\mathfrak{X}^{(n)}, \mathfrak{A}^{(n)}\right)$.
Proposition 2.3.1. (Proposition (4.2) of Droesbeke and Fine (1996]))
Let $S^{(n)}$ be a sequence of random variables and let $\Lambda^{(n)}=\log \left(\frac{d Q^{(n)}}{d P^{(n)}}\right)$.
If under $P^{(n)},\binom{S^{(n)}}{\Lambda^{(n)}} \xrightarrow{\mathcal{D}} \mathcal{N}\left[\binom{\mu_{1}}{\mu_{2}},\left(\begin{array}{cc}\sigma_{1}^{2} & \sigma_{12} \\ \sigma_{21} & \sigma_{2}^{2}\end{array}\right)\right]$, where $\mu_{2}=-\frac{\sigma_{2}^{2}}{2}$, then:
$P^{(n)}$ and $Q^{(n)}$ are mutually contiguous, and under $Q^{(n)}, S^{(n)} \xrightarrow{\mathcal{D}} \mathcal{N}\left(\mu_{1}+\sigma_{12}, \sigma_{1}^{2}\right)$.
Le Cam's third lemma is rich in practical consequences. For example, it may allows for the computation of the theoretical asymptotical power of tests.

## Local asymptotical power

We consider the sequence of tests $\varphi^{n}$ define as:

$$
\varphi^{n}=I\left\{\frac{S^{(n)}-\mu^{(n)}}{\sigma_{1}^{(n)}}>Z_{\alpha}\right\}
$$

where $Z_{\alpha}$ is the $(1-\alpha)$-quantile of a standard normal random variable. If under the measure $P^{(n)}$ we have:

$$
\binom{\frac{S^{(n)}-\mu^{(n)}}{\sigma^{(n)}}}{\Lambda^{(n)}} \xrightarrow{\mathcal{D}} \mathcal{N}\left[\binom{0}{-\frac{1}{2} \sigma_{2}^{2}},\left(\begin{array}{cc}
1 & \sigma_{12} \\
\sigma_{21} & \sigma_{2}^{2}
\end{array}\right)\right],
$$

then, under the null hypothesis $P^{(n)}$, the asymtotic level of $\varphi^{n}$ is $\alpha$ and we have:

$$
\lim _{n \rightarrow+\infty} \mathbb{E}_{P^{(n)}}\left(\varphi^{n}\right)=\alpha
$$

As we said before, Le Cam's third lemma helps with computing the asymptotic power of the sequence of tests $\varphi^{n}$ under the sequence $Q^{(n)}$ and we obtain:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \mathbb{E}_{Q^{(n)}}\left(\varphi^{n}\right)=1-\Phi\left(Z_{\alpha}-\sigma_{12}\right), \tag{2.3}
\end{equation*}
$$

where $\Phi$ is the cumulative distribution function of a standard normal random variable.

### 2.3.7 Central limit theorem of martingales

Let, for $i=1, \ldots, n, \mathcal{F}_{i}=\sigma\left(X_{1}, \ldots, X_{i}\right)$ be the $\sigma$-algebra generated by $X_{1}, \ldots, X_{i}$.
Theorem 1. (Theorem (3.2) of Hall and Heyde (2014))
Let $\left\{S_{n, i}, \mathcal{F}_{n, i}, 1 \leq i \leq k_{n}, n \geq 1\right\}$ be a centered and square integrable martingale, and $X_{n, i}=S_{n, i}-S_{n, i-1}$. Let $\eta$ be a random variable a.s. finite.
Assume that

$$
\begin{gather*}
\max _{i}\left(\left|X_{n, i}\right|\right) \xrightarrow{P} 0,  \tag{2.4}\\
\sum_{i=2}^{n} X_{n, i}^{2} \xrightarrow{P} \eta^{2},  \tag{2.5}\\
\mathbb{E}\left(\max _{i}\left(X_{n, i}^{2}\right)\right) \text { is bounded in } n,  \tag{2.6}\\
\text { and these } \sigma \text {-algebras are ordered,(i,e) } \\
\mathcal{F}_{n, i} \subseteq \mathcal{F}_{n+1, i} \text { for } 1 \leq i \leq k_{n}, n \geq 1 . \tag{2.7}
\end{gather*}
$$

Then, $S_{n, k_{n}}=\sum_{i=1}^{k_{n}} X_{n, i} \xrightarrow{\mathcal{D}} Z$, where the random variable $Z$ admits as a characteristic function $\mathbb{E}\left[\exp -\frac{\eta^{2}}{2} t^{2}\right]$.

Corollary 2.3.2. (Corollary (3.1) of Hall and Heyde (2014))
We keep in the statement of the theorem (1) the condition (2.7). If, instead of the condition (2.4) and (2.6), we replace them by the Linderberg condition, and if the condition (2.5) is replaced by a condition with the same type of the conditional variance:

$$
\begin{equation*}
V_{n k_{n}}^{2}=\sum_{i=1}^{k_{n}} \mathbb{E}\left(X_{n, i}^{2} \mid \mathcal{F}_{n, i-1}\right) \xrightarrow{\mathbb{P}} \eta^{2} \tag{2.8}
\end{equation*}
$$

the previous theorem remains verified.

## Chapter 3

## Testing the conditional mean of a time-dependent coefficients CHARN model: Part I

### 3.1 Introduction

In this chapter, we consider the testing problem presented in Chapter 1. We recall it to be self contained.
We consider $n$ observations, $X_{1}, \ldots, X_{n}$, generated by the following CHARN model

$$
X_{t}=T\left(\boldsymbol{\rho}_{0}+\boldsymbol{\gamma} \odot \omega(t) ; \mathbf{X}_{t-1}\right)+V\left(\mathbf{X}_{t-1}\right) \varepsilon_{t}, t \in \mathbb{Z}
$$

where $\left(X_{t}\right)_{t \in \mathbb{Z}}$ is a piece-wise stationary and ergodic process in each segment $\left[\tau_{j-1}, \tau_{j}[\right.$, where the $\tau_{j}, j=0, \ldots, k+1$, are potential instants of change with $\tau_{0}=1$ and $\tau_{k+1}=n$ and $n$ denotes the sample size; $\left(\varepsilon_{t}\right)_{t \in \mathbb{Z}}$ is a standard white noise with density $f ; \mathbf{X}_{t}=$ $\left(X_{t}, \ldots, X_{t-d+1}\right)^{\top} ; T$ and $V>0$ are real smooth functions; $\boldsymbol{\rho}_{\mathbf{0}}^{\top} \in \mathbb{R}^{p}, \boldsymbol{\gamma}=\left(\boldsymbol{\gamma}_{1}^{\top}, \ldots, \boldsymbol{\gamma}_{k+1}^{\top}\right)^{\top}$, $\gamma_{j} \in \mathbb{R}^{p}$ for any $j=1, \ldots, k+1 ; \omega(t)=\left(\mathbb{1}_{\left[\tau_{0}, \tau_{1}\right)}(t), \mathbb{1}_{\left[\tau_{1}, \tau_{2}\right)}(t), \ldots, \mathbb{1}_{\left[\tau_{k-1}, \tau_{k}\right)}(t), \mathbb{1}_{\left[\tau_{k}, \tau_{k+1}\right)}(t)\right)^{\top}=$ $\left(\omega_{1}, \ldots, \omega_{k+1}\right) \in\{0,1\}^{k+1} ;$ for any $\boldsymbol{\gamma}=\left(\boldsymbol{\gamma}_{1}^{\top}, \ldots, \boldsymbol{\gamma}_{k+1}^{\top}\right)^{\top} \in \mathbb{R}^{p(k+1)}$ and $\omega=\left(\omega_{1}, \ldots, \omega_{k+1}\right)^{\top} \in$ $\mathbb{R}^{k+1}$,

$$
\boldsymbol{\gamma} \odot \omega=\boldsymbol{\gamma}_{1} \omega_{1}+\cdots+\boldsymbol{\gamma}_{k+1} \omega_{k+1} \in \mathbb{R}^{p}
$$

where for $i=1, \ldots, k+1$,

$$
\gamma_{i} \omega_{i}=\left(\gamma_{i, 1} \omega_{i}, \ldots, \gamma_{i, p} \omega_{i}\right) \in \mathbb{R}^{p}
$$

We construct a log-likelihood ratio test for testing

$$
\begin{equation*}
H_{0}: \boldsymbol{\gamma}=\boldsymbol{\gamma}_{0} \quad \text { against } \quad H_{\boldsymbol{\beta}}^{(n)}: \boldsymbol{\gamma}=\boldsymbol{\gamma}_{n}=\gamma_{0}+\frac{\boldsymbol{\beta}}{\sqrt{n}} \tag{3.1}
\end{equation*}
$$

for some $\boldsymbol{\gamma}_{0}=\left(\boldsymbol{\gamma}_{0,1}^{\top}, \ldots, \boldsymbol{\gamma}_{0, k+1}^{\top}\right)^{\top}, \boldsymbol{\beta}=\left(\boldsymbol{\beta}_{1}^{\top}, \ldots, \boldsymbol{\beta}_{k+1}^{\top}\right)^{\top} \in \mathbb{R}^{p(k+1)}$, with $\boldsymbol{\gamma}_{0, i}, \boldsymbol{\beta}_{i} \in \mathbb{R}^{p(k+1)}$, $i=1, \ldots, k+1$. . The class of models (1.1) is very large. It contains models such as ARMA, ARCH, GARCH, ExpAR, GExpAR, whose statistical properties can be found in Guégan et al. (1994) and Tong (1990). This chapter is devoted to the study when all the parameters of the model are assumed to be known. As noted in Chapter 11 this work is an extension of that of Ltaifa (2021) and Ngatchou-Wandji and Ltaifa (2021). The latters present a new approach to change-points study, which is particularly adapted to weak changes, an important issue which is not very much studied in the literature.
In the remainder of this chapter, we define the notation and list some technical assumptions. We define our likelihood-ratio test and study its properties under the null and under the sequence of local alternatives. A LAN result is established as well as a contiguity result. An expression of the theoretical power is given.

### 3.2 Notation and technical assumptions

### 3.2.1 Notation

We denote by $\mathcal{M}_{m, n}(\mathbb{R})$ the space of real $m \times n$ matrices and $\mathcal{M}_{n}(\mathbb{R})=\mathcal{M}_{n, n}(\mathbb{R})$. For $M \in \mathcal{M}_{m, n}(\mathbb{R})$, we denote by $M^{\top}$ its transpose and by $\|\mid M\|_{m \times n}$ its Euclidean matrix norm.
For $U \in \mathbb{R}^{p(k+1)}$, we write $U$ as follows

$$
U=\left(U_{1}^{\top}, \ldots, U_{k+1}^{\top}\right)^{\top}
$$

and for any $i \in\{1, \ldots, k+1\}$,

$$
U_{i}=\left(U_{i 1}, \ldots, U_{i p}\right)^{\top} .
$$

For $M \in \mathcal{M}_{p(k+1)}(\mathbb{R})$, we write $M$ as follows

$$
M=\left(\begin{array}{ccc}
M_{1,1} & \ldots & M_{1, k+1} \\
\vdots & \ddots & \vdots \\
M_{k+1,1} & \ldots & M_{k+1, k+1}
\end{array}\right)
$$

and for every $i, j \in\{1, \ldots, k+1\}, M_{i, j} \in \mathcal{M}_{p}(\mathbb{R}) . M$ is a block matrix.
Let $\Im: \mathbb{R}^{p(k+1)} \rightarrow \mathbb{R}$ be a differentiable function on $\mathbb{R}^{p(k+1)}$. For any $\gamma \in \mathbb{R}^{p(k+1)}$, we denote by $D_{\gamma}[\Im]$ the matrix function defined, for any $x \in \mathbb{R}^{p(k+1)}$, by

$$
D_{\gamma}[\Im(x)]=\left(\partial_{\gamma_{1}}[\Im(x)], \ldots, \partial_{\gamma_{k+1}}[\Im(x)]\right)^{\top} \in \mathbb{R}^{p(k+1)},
$$

with $\partial_{\gamma_{i}}[\Im(x)]$ standing for the gradient of $\Im$ with espect to $\gamma_{i}$ defined as

$$
\partial_{\gamma_{i}}[\Im(x)]=\left(\frac{\partial \Im}{\partial \gamma_{i, 1}}(x), \frac{\partial \Im}{\partial \gamma_{i, 2}}(x), \ldots, \frac{\partial \Im}{\partial \gamma_{i, p}}(x)\right)^{\top} \in \mathbb{R}^{p},
$$

where, for any $i=1, \ldots, k+1$ and $j=1, \ldots, p, \frac{\partial \Im}{\partial \gamma_{i, j}}$ stands for the partial derivatives of $\Im$ with respect to $\gamma_{i, j}$.
We also denote

$$
H_{\gamma}[\Im(x)]=\left(\begin{array}{ccc}
\partial_{\gamma_{1} \gamma_{1}}^{2} \Im(x) & \ldots & \partial_{\gamma_{1} \gamma_{k+1}}^{2} \Im(x) \\
\vdots & \ddots & \vdots \\
\partial_{\gamma_{k+1} \gamma_{1}}^{2} \Im(x) & \ldots & \partial_{\gamma_{k+1} \gamma_{k+1}}^{2} \Im(x)
\end{array}\right) \in \mathcal{M}_{p(k+1)}(\mathbb{R}),
$$

where, for any $i \in\{1, \ldots, k+1\}$,

$$
\partial_{\gamma_{i} \gamma_{j}}^{2} \Im(x)=\left(\begin{array}{ccc}
\frac{\partial^{2} \Im}{\partial \gamma_{i, 1} \partial \gamma_{j, 1}}(x) & \cdots & \frac{\partial^{2} \Im}{\partial \gamma_{i, p} \partial \gamma_{j, 1}}(x) \\
\vdots & \ddots & \vdots \\
\frac{\partial^{2} \Im}{\partial \gamma_{i, 1} \partial \gamma_{j, p}}(x) & \cdots & \frac{\partial^{2} \Im}{\partial \gamma_{i, p} \partial \gamma_{j, p}}(x)
\end{array}\right) \in \mathcal{M}_{p}(\mathbb{R})
$$

For any differentiable function $g$ with derivative $g^{\prime}$, we denote by

$$
\phi_{g}=-\frac{g^{\prime}}{g} \text { and } I(g)=\int_{\mathbb{R}} \phi_{g}^{2}(x) g(x) d x
$$

For any $t=1, \ldots, n$, let $\mathcal{F}_{t}=\sigma\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{t}\right)$ be the $\sigma$-algebra generated by $\mathbf{X}_{1}, \ldots, \mathbf{X}_{t}$ such that $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$. Let $\mathbf{X}^{(n)}=\left(X_{n}, \ldots, X_{1}\right)$, and let $\ell\left(X_{j}\right)$ be the law of $X_{j}$. From Million (2007), we define the Hadamard product as follows

Definition 3.2.1. For any vectors $\boldsymbol{\beta}$ and $\widetilde{\boldsymbol{\beta}}$,

$$
\begin{gathered}
\boldsymbol{\beta}=\left(\left(\beta_{1,1}, \ldots, \beta_{1, p}\right)^{\top}, \ldots,\left(\beta_{k+1,1}, \ldots, \beta_{k+1, p}\right)^{\top}\right)^{\top} \in \mathbb{R}^{p(k+1)} \\
\widetilde{\boldsymbol{\beta}}=\left(\left(\widetilde{\beta}_{1,1}, \ldots, \widetilde{\beta}_{1, p}\right)^{\top}, \ldots,\left(\widetilde{\beta}_{k+1,1}, \ldots, \widetilde{\beta}_{k+1, p}\right)^{\top}\right)^{\top} \in \mathbb{R}^{p(k+1)},
\end{gathered}
$$

the Hadamard product of $\beta$ and $\widetilde{\beta}$ is:

$$
\left.\boldsymbol{\beta} \circ \widetilde{\boldsymbol{\beta}}=\widetilde{\boldsymbol{\beta}} \circ \boldsymbol{\beta}=\left(\begin{array}{c}
\left(\begin{array}{c}
\beta_{1,1} \\
\vdots \\
\beta_{1, p}
\end{array}\right) \\
\vdots \\
\left(\begin{array}{c}
\beta_{k+1,1} \\
\vdots \\
\beta_{k+1, p}
\end{array}\right)
\end{array}\right) \circ\left(\begin{array}{c}
\widetilde{\beta}_{1,1} \\
\vdots \\
\widetilde{\beta}_{1, p}
\end{array}\right)\right)\left(\begin{array}{c}
\widetilde{\beta}_{1,1} \widetilde{\beta}_{1,1} \\
\vdots \\
\beta_{1, p} \widetilde{\beta}_{1, p}
\end{array}\right)=\binom{\vdots}{\left(\begin{array}{c}
\widetilde{\beta}_{k+1,1} \\
\vdots \\
\widetilde{\beta}_{k+1, p}
\end{array}\right)} \in \mathbb{R}^{p(k+1)} .
$$

For matrices, $A \in \mathcal{M}_{p(k+1)}(\mathbb{R})$ and $B \in \mathcal{M}_{p(k+1)}(\mathbb{R})$ :

$$
\begin{aligned}
A \circ B & =\left(\begin{array}{ccc}
A_{1,1} & \ldots & A_{1, k+1} \\
\vdots & \ddots & \vdots \\
A_{k+1,1} & \ldots & A_{k+1, k+1}
\end{array}\right) \circ\left(\begin{array}{ccc}
\beta_{1,1} & \ldots & \beta_{1, k+1} \\
\vdots & \ddots & \vdots \\
\beta_{k+1,1} & \ldots & \beta_{k+1, k+1}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
A_{1,1} \circ \beta_{1,1} & \ldots & A_{1, k+1} \circ \beta_{1, k+1} \\
\vdots & \ddots & \vdots \\
A_{k+1,1} \circ \beta_{k+1,1} & \ldots & A_{k+1, k+1} \circ \beta_{k+1, k+1}
\end{array}\right),
\end{aligned}
$$

where for any $i, j, m, n \in\{1, \ldots, \inf \{p, k+1\}\}, A_{i, j} \circ \beta_{m, n} \in \mathcal{M}_{p}(\mathbb{R})$.

### 3.3 General assumptions

In this section, we present our main assumptions.
$\left(\mathcal{A}_{1}\right)$ For any $j=1, \ldots, k+1, n_{j}(n)$ designate the number of observations between the two instants $\tau_{j}$ and $\tau_{j-1}$, such that $n_{j}(n) \underset{n \rightarrow+\infty}{\longrightarrow}+\infty$ and $n_{j}(n) / n \underset{n \rightarrow+\infty}{\longrightarrow} \alpha_{j}$.
$\left(\mathcal{A}_{2}\right) \int_{\mathbb{R}} x f(x) d x=0$ and $\int_{\mathbb{R}} x^{2} f(x) d x=1$.
$\left(\mathcal{A}_{3}\right) f$ is differentiable with derivative $f^{\prime}$.
$\left(\mathcal{A}_{4}\right)$ The sequence of the $\mathbf{X}_{t}$ 's whose components are associated with indices within $\left[\tau_{j-1}, \tau_{j}[, j=1, \ldots, k+1\right.$, is stationary and ergodic with stationary cumulative distribution function $F_{j}$.
$\left(\mathcal{A}_{5}\right)$ For any $j=1, \ldots, k+1$ and $1 \leq h \leq m \leq p$,

$$
\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)=I(f) \int_{\mathbb{R}}\left(\frac{1}{V(x)}\right)^{2} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) d F_{j}(x)<\infty
$$

$\left(\mathcal{A}_{6}\right) \phi_{f}$ is differentiable with derivative $\phi_{f}^{\prime}$ and is $c_{\phi}$-Lipschitz where $0<c_{\phi}<+\infty$.
$\left(\mathcal{A}_{7}\right) \max \left\{\int_{\mathbb{R}}\left|\phi_{f}(x)\right|^{3} f(x) d x, \int_{\mathbb{R}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x\right\}<\infty$.
$\left(\mathcal{A}_{8}\right) \lim _{x \rightarrow+\infty} f(x)=\lim _{x \rightarrow-\infty} f(x)=0=\lim _{x \rightarrow+\infty} f^{\prime}(x)=\lim _{x \rightarrow-\infty} f^{\prime}(x)$.
$\left(\mathcal{A}_{9}\right) \max \left\{\sup _{\boldsymbol{\gamma}}\left|T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, x\right)\right|, \sup _{\boldsymbol{\gamma}}\left\|\partial_{\boldsymbol{\gamma}}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, x\right)\right]\right\|_{p(k+1)}\right.$,
$\sup _{\boldsymbol{\gamma}}\left|\left\|H_{\gamma}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, x\right)\right]| |\right\|_{p(k+1)}\right\}<\nu(x)$.
$\left(\mathcal{A}_{10}\right)$ for $j=1, \ldots, k+1, a, b \in\{1,2,3\}, \int_{\mathbb{R}^{d}} \frac{|\nu(x)|^{b}}{|V(x)|^{a}} d F_{j}(x)<\infty$.
Remark 3.3.1. [1] For $j=1, \ldots, k+1$, on each $\left[\tau_{j-1}, \tau_{j}[\right.$, there are at most $p$ random vectors $\mathbf{X}_{t}$ whose components are associated with overlapping indices. They may have different stationary distributions. But as their number is negligible behind $n_{j}(n)$, their distributions do not affect the asymptotic results.
[2] Assumption $\left(\mathcal{A}_{4}\right)$ holds at least for $A R$ and some $A R C H$ models.
[3] Assumptions $\left(\mathcal{A}_{7}\right)$ and $\left(\mathcal{A}_{9}\right)$ are satisfied by usual models as parametric AR, ARCH, TARCH, ExpAR models with Gaussian noise.

### 3.4 The functions involved in the model and the parameters are known.

The likelihood function of $\mathbf{X}^{(n)}=\left(X_{n}, \ldots, X_{1}\right)$ given $X_{0} \in \mathbb{R}^{d}$ can be calculated by successive applications of the Bayes formula as follow:

$$
\begin{aligned}
\ell_{X_{n}, X_{n-1}, \ldots, X_{1} \mid \mathbf{X}_{0}=x_{0}}\left(x_{n}, \ldots, x_{1}\right) & =\ell_{X_{n} \mid\left(X_{n-1}, \ldots, X_{1}, \mathbf{X}_{0}\right)=\left(x_{n}, \ldots, x_{1}, \mathbf{X}_{0}\right)}\left(x_{n}\right) \ldots \ell_{X_{1} \mid \mathbf{X}_{0}=x_{0}}\left(x_{1}\right) \\
& =\ell_{X_{n} \mid X_{n-1}=x_{n-1}}\left(x_{n}\right) \ell_{X_{n-1} \mid X_{n-2}=x_{n-2}}\left(x_{n-1}\right) \ldots \ell_{X_{1} \mid \mathbf{X}_{0}=x_{0}}\left(x_{1}\right),
\end{aligned}
$$

where $\ell_{X \mid \mathbf{X}}$ is the law of $X$ knowing $\mathbf{X}$.

### 3.4.1 Likelihood ratio test

Proposition 3.4.1. The likelihood of $n$ observation, generated by CHARN model (1.1), is given by:

$$
L\left(\mathbf{X}^{(n)} \mid \mathbf{X}_{0}=x_{0}\right)=\prod_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}\right)\right]
$$

Proof: To prove this equality, we should determine the distribution function of $X_{t}$. To simplify the expressions, let

$$
\begin{align*}
& \varepsilon_{i}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)=\frac{X_{i}-T\left(\boldsymbol{\rho}_{\mathbf{0}}+\boldsymbol{\gamma} \odot \omega(i), \mathbf{X}_{i-1}\right)}{V\left(\mathbf{X}_{i-1}\right)},  \tag{3.2}\\
& T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)=T\left(\boldsymbol{\rho}_{\mathbf{0}}+\boldsymbol{\gamma} \odot \omega(t), \mathbf{X}_{t-1}\right) . \tag{3.3}
\end{align*}
$$

We have

$$
\begin{aligned}
\mathbb{P}_{X_{1} \mid \mathbf{X}_{0}=x_{0}}\left(x_{1}\right) & =\mathbb{P}\left(X_{1}<x_{1} \mid \mathbf{X}_{0}=x_{0}\right)=\mathbb{P}\left(\frac{X_{1}-T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, x_{0}\right)}{V\left(x_{0}\right)}<\frac{x_{1}-T\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}, x_{0}\right)}{V\left(x_{0}\right)}\right) \\
& =\mathbb{P}\left(\varepsilon_{1}<\frac{x_{1}-T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, x_{0}\right)}{V\left(x_{0}\right)}\right) \\
& =F\left(\frac{x_{1}-T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, x_{0}\right)}{V\left(x_{0}\right)}\right)
\end{aligned}
$$

where $F$ is the cumulative distribution function of $\varepsilon_{t}$.
By defferentiating the right term with respect to $x_{1}$, we obtain

$$
\ell_{X_{1} \mid \mathbf{X}_{0}=x_{0}}\left(x_{1}\right)=\frac{1}{V\left(x_{0}\right)} f\left(\frac{x_{1}-T\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}, x_{0}\right)}{V\left(x_{0}\right)}\right), x_{1} \in \mathbb{R} .
$$

For any $i=1, \ldots, n$,

$$
\ell_{X_{i} \mid \mathbf{X}_{i}=x_{i}}\left(x_{i}\right)=\frac{1}{V\left(x_{i-1}\right)} f\left(\frac{x_{i}-T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, x_{i-1}\right)}{V\left(x_{i-1}\right)}\right), x_{i} \in \mathbb{R} .
$$

Then

$$
L\left(\mathbf{X}^{(n)} \mid \mathbf{X}_{0}=x_{0}\right)=\prod_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] .
$$

We can write the conditional log-likelihood as follow:

$$
\mathcal{L}\left(\mathbf{X}^{(n)} \mid \mathbf{X}_{0}=x_{0}\right)=\sum_{t=1}^{n}\left\{\log \left[f\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right)\right]-\log \left[V\left(\mathbf{X}_{t-1}\right)\right]\right\} .
$$

Going back to our primary goal, we aim to test

$$
H_{0}: \boldsymbol{\gamma}=\boldsymbol{\gamma}_{0} \text { against } H_{\boldsymbol{\beta}}^{(n)}: \boldsymbol{\gamma}=\boldsymbol{\gamma}_{n}=\gamma_{0}+\boldsymbol{\beta} / \sqrt{n}
$$

where $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$.
The conditional log-likelihood function is

$$
\mathcal{L}\left(\mathbf{X}^{(n)} \mid \mathbf{X}_{0}=x_{0}\right)=\sum_{t=1}^{n}\left\{\log \left[f\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right)\right]-\log \left[V\left(\mathbf{X}_{t-1}\right)\right]\right\},
$$

and under the alternatives hypothesis, it is

$$
\mathcal{L}\left(\mathbf{X}^{(n)} \mid \mathbf{X}_{0}=x_{0}\right)=\sum_{t=1}^{n}\left\{\log \left[f\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{n}\right)\right)\right]-\log \left[V\left(\mathbf{X}_{t-1}\right)\right]\right\} .
$$

Then, the likelihood-ratio is given by

$$
\begin{equation*}
A_{n}=\prod_{t=1}^{n} \frac{f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{n}\right)\right]}{f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]} \tag{3.4}
\end{equation*}
$$

Proposition 3.4.2. Assume that $\left(\mathcal{A}_{1}\right)-\left(\mathcal{A}_{10}\right)$ hold. Then, the log-likelihood ratio $\Theta_{n}$ of $H_{0}$ against $H_{\boldsymbol{\beta}}^{(n)}$ decomposes into

$$
\Theta_{n}=\Pi_{n}-\boldsymbol{\Delta}_{n}+o_{P}(1),
$$

where

- $\boldsymbol{\Delta}_{n}=\frac{1}{2 n} \sum_{t=1}^{n}\left\{\frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right.$
$\left.-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}$
- $\Pi_{n}=\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left\{\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}$
- $M\left(\gamma_{0}, \mathbf{X}_{t-1}\right)=N\left(\gamma_{0}, \mathbf{X}_{t-1}\right) N^{\top}\left(\gamma_{0}, \mathbf{X}_{t-1}\right)$
- $N\left(\gamma_{0}, \mathbf{X}_{t-1}\right)=\omega(t) \circ D_{\gamma}\left[T\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right]$
- $\mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)=\omega(t) \omega(t)^{\top} \circ H_{\gamma}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right]$.

Proof: Taking the logarithm of the likelihood ratio (3.4), we obtain:

$$
\begin{equation*}
\Theta_{n}=\log A_{n}=\sum_{t=1}^{n}\left\{\log \left[f\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{n}\right)\right)\right]-\log \left[f\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right)\right]\right\} . \tag{3.5}
\end{equation*}
$$

It is easy to see that we can apply a Taylor expansion to $\log \left\{f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right]\right\}$ in a neighborhood of $\gamma_{0}$ to obtain, for some $\widetilde{\gamma}$ lying between $\gamma_{0}$ and $\gamma_{n}$ :

$$
\begin{aligned}
\log \left\{f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{n}\right)\right]\right\}-\log \left\{f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} & =\left(\boldsymbol{\gamma}_{n}-\boldsymbol{\gamma}_{0}\right)^{\top}\left(\left.D_{\boldsymbol{\gamma}}\left[\log \left(f\left\{\varepsilon_{t}(\boldsymbol{\gamma})\right\}\right)\right]\right|_{\gamma=\gamma_{0}}\right. \\
+ & \left.\frac{1}{2}\left(\boldsymbol{\gamma}_{n}-\boldsymbol{\gamma}_{0}\right)^{\top} H_{\gamma}\left[\log \left(f\left\{\varepsilon_{t}(\boldsymbol{\gamma})\right\}\right)\right]\right|_{\gamma=\tilde{\boldsymbol{\gamma}}}\left(\boldsymbol{\gamma}_{n}-\boldsymbol{\gamma}_{0}\right)
\end{aligned}
$$

To simplify our work, we calculate all the expressions we need.

- $D_{\gamma}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right]=-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} N\left(\boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)$,
- $H_{\gamma}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right]=-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} H_{\gamma}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right]$,
- $D_{\gamma}\left[\log \left(f\left\{\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right\}\right)\right]=\frac{1}{V\left(\mathbf{X}_{t-1}\right)} N\left(\boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right]$

$$
=-D_{\gamma}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right],
$$

- $H_{\gamma}\left(\log \left\{f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right]\right\}\right)=-\frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} M\left(\boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}\right)\right]$

$$
\begin{aligned}
& +\frac{1}{V\left(\mathbf{X}_{t-1}\right)} H_{\gamma}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right] \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& =-\frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} M\left(\boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& -H_{\gamma}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right],
\end{aligned}
$$

where

- $N\left(\boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)=\left(\omega_{1} \partial_{\boldsymbol{\gamma}_{1}}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right], \ldots, \omega_{k+1} \partial_{\boldsymbol{\gamma}_{k+1}}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right]\right)^{\top} \in \mathbb{R}^{p(k+1)}$
- $\omega_{i} \in\{0,1\}$.

Then,
$\log \left\{f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{n}\right)\right]\right\}-\log \left\{f\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}=\frac{1}{\sqrt{n}} \frac{\boldsymbol{\beta}^{\boldsymbol{\top}} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]$

$$
\begin{aligned}
& \left.-\frac{1}{2 n}\left[\frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right] \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right]\right] \\
& -\frac{1}{2 n}\left[\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} H_{\gamma}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right] \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right]\right] .
\end{aligned}
$$

Now,

$$
\begin{aligned}
\Theta_{n} & =\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]+\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right],
\end{aligned}
$$

where

$$
\begin{aligned}
N\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & =\omega(t) \circ D_{\gamma}\left[T\left(\boldsymbol{\rho}_{0}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right] \\
& =\left(\begin{array}{c}
\omega_{1} \partial_{\boldsymbol{\gamma}_{1}}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right. \\
\vdots \\
\omega_{k+1} \partial_{\gamma_{k+1}}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right]
\end{array}\right) \in \mathbb{R}^{p(k+1)},
\end{aligned}
$$

$M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)=N\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) N^{\top}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)=$
$\left(\begin{array}{ccc}\omega_{1}^{2} \partial_{\gamma_{1}} T\left(\boldsymbol{\rho}_{0}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \partial_{\gamma_{1}}^{\top} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \ldots & \omega_{1} \omega_{k+1} \partial_{\gamma_{1}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \partial_{\gamma_{k+1}}^{\top} T\left(\boldsymbol{\rho}_{0}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \\ \vdots & \ddots & \vdots \\ \omega_{k+1} \omega_{1} \partial_{\gamma_{k+1}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \partial_{\gamma_{1}}^{\top} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \ldots & \omega_{k+1}^{2} \partial_{\gamma_{k+1}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \partial_{\gamma_{k+1}}^{\top} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\end{array}\right)$
$\in \mathcal{M}_{p(k+1)}(\mathbb{R})$,
and
$\mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)=\left(\begin{array}{ccc}\omega_{1}^{2} \partial_{\gamma_{1}}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \ldots & \omega_{1} \omega_{k+1} \partial_{\gamma_{1} \gamma_{k+1}}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \\ \vdots & \ddots & \vdots \\ \omega_{k+1} \omega_{1} \partial_{\gamma_{k+1} \gamma_{1}}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \ldots & \omega_{k+1}^{2} \partial_{\gamma_{k+1}}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\end{array}\right) \in \mathcal{M}_{p(k+1)}(\mathbb{R})$,
with $\omega_{i} \in\{0,1\}$.

Remark 3.4.1. At time $t$ and for any $i \neq j, \omega_{i} \omega_{j}=0$. Thus

$$
M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)=\left(\begin{array}{cccc}
M_{1}\left(\widetilde{\gamma}, \mathbf{X}_{t-1}\right) & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & M_{2}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & M_{k+1}\left(\widetilde{\gamma}, \mathbf{X}_{t-1}\right)
\end{array}\right) \in \mathcal{M}_{p(k+1)}(\mathbb{R})
$$

where $\mathbf{0} \in \mathcal{M}_{p}(\mathbb{R})$ is a nil matrix and

$$
\begin{aligned}
M_{i}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & =\omega_{i}^{2}\left(\begin{array}{ccc}
\frac{\partial T}{\partial \gamma_{i, 1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{i, 1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \ldots & \frac{\partial T}{\partial \gamma_{i, 1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{i, p}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}, \mathbf{X}_{t-1}\right) \\
\vdots & \ddots & \vdots \\
\frac{\partial T}{\partial \gamma_{i, p}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{i, 1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \ldots & \frac{\partial T}{\partial \gamma_{i, p}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{i, p}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}, \mathbf{X}_{t-1}\right)
\end{array}\right) \\
& \in \mathcal{M}_{p}(\mathbb{R}),
\end{aligned}
$$

and

$$
\mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)=\left(\begin{array}{cccc}
\mathcal{H}_{1}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathcal{H}_{2}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathcal{H}_{k+1}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)
\end{array}\right) \in \mathcal{M}_{p(k+1)}(\mathbb{R})
$$

where, for $i=1, \ldots, k+1$,

$$
\mathcal{H}_{i}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)=\omega_{i}^{2}\left(\begin{array}{ccc}
\frac{\partial^{2} T}{\partial \gamma_{i, 1}^{2}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \cdots & \frac{\partial^{2} T}{\partial \gamma_{i, p} \partial \gamma_{i, 1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \\
\vdots & \ddots & \vdots \\
\frac{\partial^{2} T}{\partial \gamma_{i, 1} \partial \gamma_{i, p}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & \cdots & \frac{\partial^{2} T}{\partial \gamma_{i, p}^{2}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)
\end{array}\right) \in \mathcal{M}_{p}(\mathbb{R})
$$

Let

$$
\begin{aligned}
\chi\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) & =-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right] \\
& +\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top}\left(\mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]
\end{aligned}
$$

Convergence of $\chi\left(\widetilde{\gamma}, \mathbf{X}_{t-1}\right)$ to $\chi\left(\gamma_{0}, \mathbf{X}_{t-1}\right)$

We have for any $t=1, \ldots, n$,

$$
\begin{aligned}
& \left|\chi\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)-\chi\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right| \\
& =\left\lvert\,-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right. \\
& +\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right] \\
& +\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& \left.-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \\
& =\left\lvert\,-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]+\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right. \\
& \times \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]+\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \widetilde{\boldsymbol{\gamma}}\right)\right]-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \\
& \times \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right] \\
& +\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]+\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \\
& \left.\times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\,
\end{aligned}
$$

$$
\begin{aligned}
& =\left\lvert\, \frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right. \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]+\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \\
& \times \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]+\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right] \\
& \\
& -\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]+\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \\
& \left.\times \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]-\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \\
& \leq\left|\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left\{\boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]-\boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right\}\right| \\
& +\left|\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left\{\boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]-\boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right\}\right| \\
& +\left|\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)}\left\{\boldsymbol{\beta}^{\top} \mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]-\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right\}\right| \\
& +\left\lvert\, \frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)}\left\{\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right]-\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\boldsymbol { \beta } \phi _ { f } [ \varepsilon _ { t } ( \boldsymbol { \rho } _ { 0 } , \boldsymbol { \gamma } _ { 0 } ) ] \} |}\right.\right. \\
& \leq \frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right]\right|\left|\boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \beta-\boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right| \\
& +\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right|\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right| \\
& +\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right|\left|\boldsymbol{\beta}^{\top} \mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \beta-\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right| \\
& +\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right|\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& =A_{1 n}+A_{2 n}+A_{3 n}+A_{t n} .
\end{aligned}
$$

Let

$$
\begin{aligned}
& A_{1 n}=\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right|\left|\boldsymbol{\beta}^{\top} M\left(\gamma_{0}, \mathbf{X}_{t-1}\right) \beta-\boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right| \\
& A_{2 n}=\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right|\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right|
\end{aligned}
$$

$$
\begin{aligned}
& A_{3 n}=\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right]\right|\left|\boldsymbol{\beta}^{\top} \mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \beta-\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right| \\
& A_{4 n}=\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right|\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

Now, we study each term.

Remark 3.4.2. $\mathbb{E}\left\{\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma\right)\right]\right\}=0$.
Proof: $\mathbb{E}\left\{\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}\right)\right]\right\}=\int_{\mathbb{R}} \phi_{f}(x) f(x) d x=\int_{\mathbb{R}}-\frac{f^{\prime}}{f}(x) f(x) d x$

$$
=\int_{\mathbb{R}} f^{\prime}(x) d x=0
$$

Remark 3.4.3. $\mathbb{E}\left\{\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma\right)\right]\right\}=I(f)$.
Proof: $\mathbb{E}\left\{\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma\right)\right]\right\}=\int_{\mathbb{R}} \phi_{f}^{\prime}(x) f(x) d x=-\int_{\mathbb{R}}\left[\frac{f^{\prime \prime}(x)}{f(x)}-\frac{f^{\prime^{2}}(x)}{f^{2}(x)}\right] f(x) d x$

$$
=-\int_{\mathbb{R}} f^{\prime \prime}(x) d x+\int_{\mathbb{R}} \phi_{f}^{2}(x) f(x) d x=I(f) .
$$

Since $\phi_{f}^{\prime}$ is $c_{\phi}$-lipschitz, we have

$$
\begin{aligned}
A_{2 n} & =\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\boldsymbol{\beta}^{\top} M\left(\gamma_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right|\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right]\right| \\
& \leq \frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} c_{\phi}\left|\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)-\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right|\|\beta\|_{p(k+1)}^{2} \nu^{2}\left(\mathbf{X}_{t-1}\right) .
\end{aligned}
$$

We have

$$
\left|\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)-\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right|=\left|\frac{T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}, \mathbf{X}_{t-1}\right)-T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right| .
$$

Applying a Taylor expansion on $\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)$ in a neighborhood of $\boldsymbol{\gamma}_{0}$, and in view of $\left(\mathcal{A}_{9}\right)$, we obtain

$$
\begin{align*}
\left|\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}\right)-\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \widetilde{\gamma}\right)\right| & =\left|\frac{\left(\widetilde{\gamma}-\gamma_{0}\right)^{\top} D_{\gamma}\left[T\left(\widetilde{\widetilde{\gamma}}, \mathbf{X}_{t-1}\right)\right]}{V\left(\mathbf{X}_{t-1}\right)}\right|  \tag{3.6}\\
& \leq \frac{\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)} \mid\left\|D_{\gamma}\left[T\left(\widetilde{\widetilde{\gamma}}, \mathbf{X}_{t-1}\right)\right]\right\|_{p(k+1)}}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \\
& \leq \frac{\left|\nu\left(\mathbf{X}_{t-1}\right)\right|\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}
\end{align*}
$$

Then,

$$
\begin{aligned}
A_{2 n} & \leq \frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V^{3}\left(\mathbf{X}_{t-1}\right)\right|} c_{\phi}\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}\left\|D_{\gamma}\left[T\left(\widetilde{\widetilde{\gamma}}, \mathbf{X}_{t-1}\right)\right]\right\|_{p(k+1)}\|\beta\|_{p(k+1)}^{2} \nu^{2}\left(\mathbf{X}_{t-1}\right) \\
& =\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V^{3}\left(\mathbf{X}_{t-1}\right)\right|} c_{\phi}\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}\|\beta\|_{p(k+1)}^{2}\left|\nu\left(\mathbf{X}_{t-1}\right)\right|^{3} \\
& =\frac{1}{2} \sum_{j=1}^{k+1} c_{\phi}\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}\|\beta\|_{p(k+1)}^{2} \frac{n_{j}(n)}{n} \times \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{3}
\end{aligned}
$$

We have

$$
\left\|\tilde{\gamma}-\gamma_{0}\right\|_{p(k+1)} \leq\left\|\gamma_{n}-\gamma_{0}\right\|_{p(k+1)}=\|\beta / \sqrt{n}\|_{p(k+1)} \xrightarrow[n \rightarrow+\infty]{ } 0 .
$$

By $\left(\mathcal{A}_{10}\right)$ and by the ergodic theorem, for $j=1, \ldots, n$, almost surely, we have

$$
\lim _{n \rightarrow+\infty} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{3}=\int_{\mathbb{R}^{d}}\left|\frac{\nu(x)}{V(x)}\right|^{3} d F_{j}(x)<+\infty .
$$

Then,

$$
\lim _{n \rightarrow+\infty} \mathrm{A}_{2}=0
$$

By $\left(\mathcal{A}_{9}\right)$, we can write

$$
\begin{aligned}
A_{3 n} & =\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right|\left|\boldsymbol{\beta}^{\top} \mathcal{H}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \beta-\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right| \\
& \leq \frac{1}{2} \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{1}{V\left(\mathbf{X}_{t-1}\right)}\right|\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right|\left\|\beta_{j}\right\|_{p}^{2}\left|\left\|\mathcal{H}_{j}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)-\mathcal{H}_{j}\left(\gamma_{0}, \mathbf{X}_{t-1}\right) \mid\right\|_{p}\right.
\end{aligned}
$$

Let $\mathcal{J}\left(\widetilde{\boldsymbol{\gamma}}-\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)=\mathcal{H}_{j}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)-\mathcal{H}_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)$. Applying a first-order Taylor expansion on $\phi_{f}$ in a neighborhood of $\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)$, for some $\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)$ lying between $\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)$ and $\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \widetilde{\gamma}\right)$, we obtain

Remark 3.4.4. $\mathbb{E}\left\{\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma\right)\right]\right|\right\}<\infty$.
Proof: In view of $\left(\mathcal{A}_{8}\right) \mathbb{E}\left\{\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}\right)\right]\right|\right\}=\int_{\mathbb{R}}\left|\phi_{f}(x)\right| f(x) d x=\int_{\mathbb{R}}\left[\frac{\left|f^{\prime}(x)\right|}{f(x)} f(x)\right] d x$

$$
=\int_{\mathbb{R}}^{\mathbb{R}}\left|f^{\prime}(x)\right| d x<\infty
$$

For $j=1, \ldots, k+1$,

$$
\beta_{j}^{\top} \mathcal{H}_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \beta_{j}=\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial^{2} T}{\partial \gamma_{j, h} \partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right),
$$

the function $\partial^{2} T / \partial \gamma_{j, h} \partial \gamma_{j, m}$ is a continuous function and since $\lim _{n \rightarrow+\infty}\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}=0$, by continuity, it is easy to conclude that $\lim _{n \rightarrow+\infty}\| \| \mathcal{J}\left(\widetilde{\gamma}-\gamma_{0}, \mathbf{X}_{t-1}\right)\| \|_{p}=0$.
By the ergoric theorem, for $j=1, \ldots, n$, almost surely, we obtain

$$
\text { - } \begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{1}{V\left(\mathbf{X}_{t-1}\right)}\right|\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|| |\left|\mathcal{J}\left(\widetilde{\boldsymbol{\gamma}}-\gamma_{0}, \mathbf{X}_{t-1}\right)\right| \|_{p} \\
& =0 \times \int_{\mathbb{R}^{d}}\left|\frac{1}{V(x)}\right| d F_{j}(x) \mathbb{E}\left\{\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|\right\}=0
\end{aligned}
$$

- $\lim _{n \rightarrow+\infty} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|| |\left|\mathcal{J}\left(\widetilde{\gamma}-\gamma_{0}, \mathbf{X}_{t-1}\right)\right| \|_{p}$

$$
\left.=\lim _{n \rightarrow+\infty}\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)} \int_{\mathbb{R}^{d}}\left|\frac{\nu(x)}{V(x)}\right| d F_{j}(x) I(f) \times\| \| \mathcal{J}\left(\widetilde{\gamma}-\gamma_{0}, \mathbf{X}_{t-1}\right) \right\rvert\, \|_{p}=0
$$

- $\lim _{n \rightarrow+\infty} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)^{2}}{V\left(\mathbf{X}_{t-1}\right)}\right|\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}^{2}\left|\phi_{f}^{\prime \prime}\left[\widetilde{\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)}\right]\right|\left\|\left|\mathcal{J}\left(\widetilde{\gamma}-\gamma_{0}, \mathbf{X}_{t-1}\right)\right|\right\|_{p}$

$$
=\lim _{n \rightarrow+\infty}\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}^{2} \int_{\mathbb{R}^{d}}\left|\frac{\nu(x)}{V(x)}\right|^{2} d F_{j}(x) \times c_{\phi} \times\left\|\mathcal{J}\left(\widetilde{\gamma}-\gamma_{0}, \mathbf{X}_{t-1}\right) \mid\right\|_{p}=0
$$

Applying a first-order Taylor expansion to $A_{4 n}$ in a neighborhood of $\gamma_{0}$, we obtain

$$
\begin{aligned}
A_{4 n} & \left.=\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right| \right\rvert\, \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right) \mid\right. \\
& =\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right|\left|\left(\widetilde{\boldsymbol{\gamma}}-\boldsymbol{\gamma}_{0}\right)^{\top} D_{\gamma}\left[T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\boldsymbol{\gamma}}}, \mathbf{X}_{t-1}\right)\right] \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}\right)\right]\right| \\
& \leq \frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\|\boldsymbol{\beta}\|_{p(k+1)}^{2}\left|\nu\left(\mathbf{X}_{t-1}\right)\right|^{2}\left\|\widetilde{\gamma}-\boldsymbol{\gamma}_{0}\right\|_{p(k+1)} \\
& \times\left(\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}\right)\right]-\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]+\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right) \\
& \left.=\frac{1}{2} \sum_{j=1}^{k+1}\|\boldsymbol{\beta}\|_{p(k+1)}^{2}\left\|\widetilde{\boldsymbol{\gamma}}-\gamma_{0}\right\|_{p(k+1)} \frac{n_{j}(n)}{n} \frac{1}{n_{j}} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\nu\left(\mathbf{X}_{t-1}\right)\right|^{2} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right) \\
& +\frac{1}{2} \sum_{j=1}^{k+1}\|\boldsymbol{\beta}\|_{p(k+1)}^{2}\left\|\widetilde{\boldsymbol{\gamma}}-\boldsymbol{\gamma}_{0}\right\|_{p(k+1)} \frac{n_{j}(n)}{n} \frac{1}{n_{j}} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\nu\left(\mathbf{X}_{t-1}\right)\right|^{2} \\
& \times\left(\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}\right)\right]-\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right) .
\end{aligned}
$$

In view of $\left(\mathcal{A}_{6}\right)$ an by the ergodic theorem, we can easily show that

$$
\lim _{n \rightarrow+\infty} A_{4 n}=0 .
$$

Now,

$$
\begin{aligned}
A_{1 n} & =\frac{1}{2 n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right|\left|\boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \beta-\boldsymbol{\beta}^{\top} M\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta}\right| \\
& =\frac{1}{2} \sum_{j=1}^{k+1} n_{j} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)\right]\right|\left|\beta_{j}^{\top}\left[M_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)-M_{j}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right] \beta_{j}\right|
\end{aligned}
$$

Applying a first-order Taylor expansion to $\phi_{f}^{\prime}$ and $\varepsilon_{t}$ in a neighborhood of $\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)$, for some $\widetilde{\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}\right)}$ lying between $\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)$ and $\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)$, we obtain

$$
\begin{aligned}
\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)\right]\right| & =\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]+\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)-\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right) \phi_{f}^{\prime \prime}\left(\varepsilon_{t}(\widetilde{\widetilde{\gamma}})\right)\right| \\
& \leq\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|+\left|\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}\right)-\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right)\right|\left|\phi_{f}^{\prime \prime}\left(\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}_{\mathbf{0}}}, \widetilde{\boldsymbol{\gamma}}\right)\right)\right| .
\end{aligned}
$$

By the assumptions $\left(\mathcal{A}_{9}\right)$ and $\left(\mathcal{A}_{8}\right)$, we obtain

$$
\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \widetilde{\gamma}\right)\right]\right| \leq\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|+c_{\phi}\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right| .
$$

Furthermore, we have

$$
\begin{aligned}
A_{1 n} & \leq \frac{1}{2} \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|\left|\beta_{j}^{\top}\left[M_{j}\left(\gamma_{0}, \mathbf{X}_{t-1}\right)-M_{j}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right] \beta_{j}\right| \\
& +\frac{1}{2} \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{c_{\phi}\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)}\right|\left|\beta_{j}^{\top}\left[M_{j}\left(\gamma_{0}, \mathbf{X}_{t-1}\right)-M_{j}\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right] \beta_{j}\right|
\end{aligned}
$$

We have

$$
\begin{aligned}
& \left|\beta_{j}^{\top} M_{j}\left(\gamma_{0}, \mathbf{X}_{t-1}\right) \beta_{j}\right|= \\
& \omega_{j}^{2}\left(\begin{array}{c}
\beta_{j, 1} \\
\vdots \\
\beta_{j, p}
\end{array}\right)^{\top}\left(\begin{array}{ccc}
\frac{\partial T}{\partial \gamma_{j, 1}}\left(\gamma_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, 1}}\left(\gamma_{0_{j, 1},}, \mathbf{X}_{t-1}\right) & \cdots & \frac{\partial T}{\partial \gamma_{j, 1}}\left(\gamma_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, p}}\left(\gamma_{0_{j, p}}, \mathbf{X}_{t-1}\right) \\
\vdots & \ddots & \vdots \\
\frac{\partial T}{\partial \gamma_{j, p}}\left(\gamma_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, 1}}\left(\gamma_{0_{j, 1}}, \mathbf{X}_{t-1}\right) & \cdots & \frac{\partial T}{\partial \gamma_{j, p}}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, p}}\left(\gamma_{0}, \mathbf{X}_{t-1}\right)
\end{array}\right)\left(\begin{array}{c}
\beta_{j, 1} \\
\vdots \\
\beta_{j, p}
\end{array}\right) \\
& =\sum_{1 \leq h \leq m \leq p} \omega_{j}^{2} \beta_{j, h} \beta_{j, m} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) .
\end{aligned}
$$

Remark 3.4.5. $\omega_{j}^{2}=\omega_{j} \in\{0,1\}$.

Then

$$
\begin{aligned}
& \left|\beta_{j}^{\top}\left[M_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)-M_{j}\left(\widetilde{\gamma}_{j}, \mathbf{X}_{t-1}\right)\right] \beta_{j}\right| \\
& =\sum_{1 \leq h \leq m \leq p} \omega_{j}^{2} \beta_{j, h} \beta_{j, m} \\
& \times\left\{\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)-\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right\} .
\end{aligned}
$$

We have

$$
\begin{aligned}
& \left|\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)-\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right| \\
& =\left\lvert\, \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)-\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right. \\
& \left.+\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)-\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \right\rvert\, \\
& \\
& \leq\left|\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\left[\frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)-\frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right]\right| \\
& +\left|\frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\left[\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)-\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right]\right|
\end{aligned}
$$

A first-order Taylor expansion of $\partial T / \partial \gamma_{j, h}$ and $\partial T / \partial \gamma_{j, m}$, for $h, m=1, \ldots, p$, in a neighborhood of $\gamma_{0}$ yields

$$
\begin{aligned}
& \left|\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \mathbf{X}_{t-1}\right)-\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right| \\
& \leq\left|\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\left[\left(\boldsymbol{\gamma}_{0}-\widetilde{\boldsymbol{\gamma}}\right) D_{\gamma}\left[\frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}, \mathbf{X}_{t-1}\right)\right]\right]\right| \\
& +\left|\frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\left[\left(\boldsymbol{\gamma}_{0}-\widetilde{\boldsymbol{\gamma}}\right) D_{\gamma}\left[\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}, \mathbf{X}_{t-1}\right)\right]\right]\right| \\
& \leq\left|\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right|\left\|\gamma_{0}-\widetilde{\boldsymbol{\gamma}}\right\|_{p(k+1)}\left\|D_{\gamma}\left[\frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}, \mathbf{X}_{t-1}\right)\right]\right\|_{p(k+1)} \\
& +\left|\frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)\right|\left\|\gamma_{0}-\widetilde{\boldsymbol{\gamma}}\right\|_{p(k+1)}\left\|D_{\gamma}\left[\frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}, \mathbf{X}_{t-1}\right)\right]\right\|_{p(k+1)} \\
& \leq 2\left|\nu^{2}\left(\mathbf{X}_{t-1}\right)\right|\left\|\gamma_{0}-\widetilde{\boldsymbol{\gamma}}\right\|_{p(k+1)} .
\end{aligned}
$$

Then,

$$
\left|\beta_{j}^{\top}\left[M_{j}\left(\gamma_{0}, \mathbf{X}_{t-1}\right)-M_{j}\left(\widetilde{\gamma}_{j}, \mathbf{X}_{t-1}\right)\right] \beta_{j}\right| \leq 2\left|\nu^{2}\left(\mathbf{X}_{t-1}\right)\right|\left\|\gamma_{0}-\widetilde{\gamma}\right\|_{p(k+1)} \sum_{1 \leq h \leq m \leq p} \omega_{j}^{2} \beta_{j, h} \beta_{j, m}
$$

Finally we obtain

$$
\begin{aligned}
\left|A_{1 n}\right| & \leq \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{\left\|\gamma_{0}-\widetilde{\gamma}\right\|_{p(k+1)} \sum_{1 \leq h \leq m \leq p} \omega_{j}^{2} \beta_{j, h} \beta_{j, m}}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{2}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{c_{\phi}\left\|\widetilde{\gamma}-\gamma_{0}\right\|_{p(k+1)}^{2} \sum_{1 \leq h \leq m \leq p} \omega_{j}^{2} \beta_{j, h} \beta_{j, m}}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{3} .
\end{aligned}
$$

The summation $\sum_{1 \leq h \leq m \leq p} \omega_{j}^{2} \beta_{j, h} \beta_{j, m}$ is finite. By the ergodic theorem, for $j=1, \ldots, n$, almost surely, we have

$$
\begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{\left\|\gamma_{0}-\widetilde{\boldsymbol{\gamma}}\right\|_{p(k+1)}}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{2}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& =\lim _{n \rightarrow+\infty}\left\|\gamma_{0}-\widetilde{\boldsymbol{\gamma}}\right\|_{p(k+1)} \int_{\mathbb{R}^{d}}\left|\frac{\nu(x)}{V(x)}\right|^{2} d F_{j}(x) \mathbb{E}\left\{\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|\right\}=0
\end{aligned}
$$

and

$$
\lim _{n \rightarrow+\infty} \frac{\left\|\gamma_{0}-\widetilde{\gamma}\right\|_{p(k+1)}^{2}}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{3}=0 \times \int_{\mathbb{R}^{d}}\left|\frac{\nu(x)}{V(x)}\right|^{3} d F_{j}(x)=0 .
$$

Thus,

$$
\left|\chi\left(\widetilde{\boldsymbol{\gamma}}, \mathbf{X}_{t-1}\right)-\chi\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right| \xrightarrow[n \rightarrow+\infty]{\mathbb{P}} 0
$$

It results from above that

$$
\Theta_{n}=\Pi_{n}-\boldsymbol{\Delta}_{n}+o_{P}(1),
$$

where

$$
\begin{aligned}
\text { - } \boldsymbol{\Delta}_{n} & =\frac{1}{2 n} \sum_{t=1}^{n}\left\{\frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right. \\
& \left.-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}, \\
\text { - } \Pi_{n} & =\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left\{\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} .
\end{aligned}
$$

### 3.4.2 Asymptotic behavior of the test statistic

Theorem 2. Assume that $\left(\mathcal{A}_{1}\right)\left(\mathcal{A}_{10}\right)$ hold. Then, as $n \rightarrow+\infty$, for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, under $H_{0}$,
i. $\boldsymbol{\Delta}_{n} \longrightarrow \frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}$,
ii. $\Pi_{n} \longrightarrow \mathcal{N}\left(0, \eta\left(\boldsymbol{\rho}_{0}, \gamma_{0}, \boldsymbol{\beta}\right)\right)$,
where, for $1 \leq h \leq m \leq p$,

$$
\begin{aligned}
\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\sum_{j=1}^{k+1} \alpha_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right), \\
\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right) & =I(f) \int_{\mathbb{R}^{d}} \frac{1}{V^{2}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) d F_{j}(x) .
\end{aligned}
$$

Proof: We first Study of the asymptotic behavior of $\boldsymbol{\Delta}_{n}$ under $H_{0}$.

$$
\begin{aligned}
\boldsymbol{\Delta}_{n} & =\frac{1}{2 n} \sum_{t=1}^{n}\left\{\frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} M\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right. \\
& \left.-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} \mathcal{H}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \boldsymbol{\beta} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =\frac{1}{2} \sum_{j=1}^{k+1} \frac{1}{n} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \beta_{j}^{\top} M_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \beta_{j} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{2} \sum_{j=1}^{k+1} \frac{1}{n} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \beta_{j}^{\top} \mathcal{H}_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \beta_{j} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =\frac{1}{2} \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]}{V^{2}\left(\mathbf{X}_{t-1}\right)} \\
& \times \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \\
& \left.-\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]}{V\left(\mathbf{X}_{t-1}\right)} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial^{2} T}{\partial \gamma_{j, h} \partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right],
\end{aligned}
$$

where

$$
\beta_{j}^{\top} M_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \beta_{j}=\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)
$$

and

$$
\beta_{j}^{\top} \mathcal{H}_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \beta_{j}=\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial^{2} T}{\partial \gamma_{j, h} \partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)
$$

By the piece-wise stationarity and ergodicity, in view of 3.4.3, for any $j=1, \ldots, n$, we
can write

$$
\begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left[\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right] \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =\mathbb{E}\left\{\frac{1}{V^{2}\left(\mathbf{X}_{0}\right)}\left[\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{0}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{0}\right)\right]\right\} \mathbb{E}\left\{\phi_{f}^{\prime}\left[\varepsilon_{\tau_{j-1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} I(f) \int_{\mathbb{R}^{d}} \frac{1}{V^{2}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) d F_{j}(x) \\
& =\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)<\infty
\end{aligned}
$$

and

$$
\begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V\left(\mathbf{X}_{t-1}\right)}\left(\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial^{2} T}{\partial \gamma_{j, h} \partial \gamma_{j, m}}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =\int_{\mathbb{R}^{d}} \frac{1}{V(x)}\left[\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial^{2} T}{\partial \gamma_{j, h} \partial \gamma_{j, m}}\left(\gamma_{0}, x\right)\right] d F_{j}(x) \times \mathbb{E}\left\{\phi_{f}\left[\varepsilon_{\tau_{j-1}}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =0 .
\end{aligned}
$$

Then, almost surely, we have

$$
\lim _{n \rightarrow+\infty} \boldsymbol{\Delta}_{n}=\frac{1}{2} \sum_{j=1}^{k+1} \alpha_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)=\frac{\eta\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2} .
$$

Thus we can write

$$
\Theta_{n}=\Pi_{n}-\frac{\eta\left(\boldsymbol{\rho}_{0}, \gamma_{0}, \boldsymbol{\beta}\right)}{2}+o_{P}(1) .
$$

Now we prove that under $H_{0}$,

$$
\Pi_{n} \xrightarrow{\mathcal{D}} \mathcal{N}\left(0, \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) .
$$

We consider the sequence

$$
\Theta_{n, j}=\frac{1}{\sqrt{n}} \sum_{t=1}^{j} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right], \quad j=1, \ldots, n
$$

and we define for every $t=1, \ldots, n$,

$$
\psi_{n, t}=\frac{1}{\sqrt{n}} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] .
$$

We use Corollary 2.3.2 of Hall and Heyde (2014) to study of the asymptotic behavior of $\Theta_{n, j}$.
First, we prove that $\left\{\left(\Theta_{n, j}, G_{j}\right), j=1, \ldots, n\right.$ is a martingale sequence.
Let $q, w \in \mathbb{Z}$ such that $q<w$, then

$$
\begin{aligned}
\mathbb{E}\left(\Theta_{n, w} \mid \mathcal{F}_{q}\right) & =\mathbb{E}\left\{\left.\frac{1}{\sqrt{n}} \sum_{t=1}^{w} \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \mathcal{F}_{q}\right\} \\
& =\mathbb{E}\left\{\left.\frac{1}{\sqrt{n}} \sum_{t=1}^{q} \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \mathcal{F}_{q}\right\} \\
& +\mathbb{E}\left\{\left.\frac{1}{\sqrt{n}} \sum_{t=q+1}^{w} \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \mathcal{F}_{q}\right\} \\
& =\frac{1}{\sqrt{n}} \sum_{t=1}^{q} \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right] \\
& +\frac{1}{\sqrt{n}} \sum_{t=q+1}^{w} \mathbb{E}\left\{\left.\frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)} \right\rvert\, \mathcal{F}_{q}\right\} \mathbb{E}\left\{\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} .
\end{aligned}
$$

By Remark (3.4.2), we obtain

$$
\mathbb{E}\left(\Theta_{n, w} \mid \mathcal{F}_{q}\right)=\Theta_{n, q} .
$$

Next, we check the first condition of Corollary 2.3.2 of Hall and Heyde (2014):

$$
\begin{aligned}
\left.\sum_{t=1}^{n} \mathbb{E}\left(\psi_{n, t}^{2} \mid \mathcal{F}_{t-1}\right)\right) & =\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left\{\left.\frac{\left[\boldsymbol{\beta}^{\top} N\left(\gamma_{0}, \mathbf{X}_{t-1}\right)\right]^{2}}{V^{2}\left(\mathbf{X}_{t-1}\right)} \phi_{f}^{2}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \mathcal{F}_{t-1}\right\} \\
& =\frac{1}{n} \sum_{t=1}^{n} \frac{\left[\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right]^{2}}{V^{2}\left(\mathbf{X}_{t-1}\right)} \mathbb{E}\left\{\phi_{f}^{2}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right] \mid \mathcal{F}_{t-1}\right\}
\end{aligned}
$$

Since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$ for $t=1, \ldots, n$, then

$$
\begin{aligned}
\left.\sum_{t=1}^{n} \mathbb{E}\left(\psi_{n, t}^{2} \mid \mathcal{F}_{t-1}\right)\right) & =\frac{1}{n} \sum_{t=1}^{n} \frac{\left[\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right]^{2}}{V^{2}\left(\mathbf{X}_{t-1}\right)} \mathbb{E}\left\{\phi_{f}^{2}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =\frac{1}{n} \sum_{j=1}^{k+1} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\left[\beta_{j}^{\top} N_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right]^{2}}{V^{2}\left(\mathbf{X}_{t-1}\right)} \mathbb{E}\left\{\phi_{f}^{2}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{I(f)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \\
& \times \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) .
\end{aligned}
$$

By the ergodic theorem, for any $t=1, \ldots, n$, we obtain almost surely

$$
\begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{I(f)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \\
& =\sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)<\infty .
\end{aligned}
$$

Then,

$$
\begin{aligned}
\lim _{n \rightarrow+\infty} \sum_{t=1}^{n} \mathbb{E}\left(\psi_{n, t}^{2} \mid \mathcal{F}_{t-1}\right) & =\sum_{j=1}^{k+1} \alpha_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right) \\
& =\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)<\infty
\end{aligned}
$$

Finally, we check the Linderberg condition.
Let $\epsilon>0$, by the Hölder inequality we can write

$$
\begin{aligned}
\sum_{t=1}^{n} \mathbb{E}\left(\psi_{n, t}^{2} \mathbb{1}_{\left|\psi_{n, t}\right|>\epsilon} \mid \mathcal{F}_{t-1}\right) & \leq \sum_{t=1}^{n} \mathbb{E}^{\frac{2}{3}}\left(\psi_{n, t}^{3} \mid \mathcal{F}_{t-1}\right) \mathbb{E}^{\frac{1}{3}}\left(\mathbb{1}_{\left|\psi_{n, t}\right|>\epsilon} \mid \mathcal{F}_{t-1}\right) \\
& =\sum_{t=1}^{n} \mathbb{E}^{\frac{2}{3}}\left\{\left.n^{-\frac{3}{2}} \frac{\left[\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right]^{3}}{V^{3}\left(\mathbf{X}_{t-1}\right)} \phi_{f}^{3}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \mathcal{F}_{t-1}\right\} \\
& \times \mathbb{P}^{\frac{1}{3}}\left(\left|\psi_{n, t}\right|>\epsilon \mid \mathcal{F}_{t-1}\right) .
\end{aligned}
$$

By Markov inequality, we can write

$$
\begin{aligned}
\sum_{t=1}^{n} \mathbb{E}\left(\psi_{n, t}^{2} \mathbb{1}_{\left|\psi_{n, t}\right|>\epsilon} \mid \mathcal{F}_{t-1}\right) & \leq \frac{1}{n} \sum_{t=1}^{n}\left\{\frac{\left[\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right]^{2}}{V^{2}\left(\mathbf{X}_{t-1}\right)} \mathbb{E}^{\frac{2}{3}}\left\{\phi_{f}^{3}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \mid \mathcal{F}_{t-1}\right\}\right. \\
& \left.\times \frac{\mathbb{E}^{\frac{1}{3}}\left(\left|\psi_{n, t}\right|^{3} \mid \mathcal{F}_{t-1}\right)}{\epsilon^{\frac{1}{3}}}\right\} \\
& \leq \frac{1}{n^{\frac{3}{2}} \epsilon^{\frac{1}{3}}} \sum_{t=1}^{n} \frac{\left|\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right|^{3}}{V^{3}\left(\mathbf{X}_{t-1}\right)} \mathbb{E}^{\frac{2}{3}}\left\{\phi_{f}^{3}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \mid \mathcal{F}_{t-1}\right\} \\
& \times \mathbb{E}^{\frac{1}{3}}\left\{\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|^{3} \mid \mathcal{F}_{t-1}\right\} \\
& \leq \frac{1}{n^{\frac{3}{2}} \epsilon^{\frac{1}{3}}} \sum_{t=1}^{n} \frac{\left|\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right|^{3}}{V^{3}\left(\mathbf{X}_{t-1}\right)} \mathbb{E}\left\{\left|\phi_{f}^{3}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \mathcal{F}_{t-1}\right\} \\
& =\frac{1}{\epsilon^{\frac{1}{3}}} \sum_{t=1}^{k+1}\left(\frac{n_{j}(n)}{n}\right)^{\frac{3}{2}} \frac{1}{n_{j}(n)^{\frac{3}{2}}} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{3}\left(\mathbf{X}_{t-1}\right)}\left|\beta_{j}^{\top} N_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right|^{3} \\
& \times \mathbb{E}\left\{\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|^{3}\right\} .
\end{aligned}
$$

By the ergodic theorem, in view of $\left(\mathcal{A}_{7}\right)$, for any $j=1, \ldots, k+1$, almost surely we can write

$$
\begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{1}{n_{j}(n)^{\frac{3}{2}}} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{3}\left(\mathbf{X}_{t-1}\right)}\left|\beta_{j}^{\top} N_{j}\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right|^{3} \mathbb{E}\left\{\mid \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =\lim _{n \rightarrow+\infty} \frac{1}{\sqrt{n_{j}(n)}} \lim _{n \rightarrow+\infty} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{3}\left(\mathbf{X}_{t-1}\right)}\left|\beta_{j}^{\top} N_{j}\left(\gamma_{0}, \mathbf{X}_{t-1}\right)\right|^{3} \mathbb{E}\left\{\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|^{3}\right\} \\
& =0 \times \int_{\mathbb{R}^{d}} \frac{1}{V^{3}(x)}\left|\beta_{j-1}^{\top} N_{j-1}\left(\gamma_{0}, x\right)\right|^{3} d F_{j}(x) \times \int_{\mathbb{R}}\left|\phi_{f}(x)\right|^{3} f(x) d x \\
& =0 .
\end{aligned}
$$

The conditions of Corollary 2.3.2 of Hall and Heyde (2014) are completely verified. Then under $H_{0}$ we have

$$
\begin{equation*}
\Pi_{n} \xrightarrow{\mathcal{D}} \mathcal{N}\left(0, \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) . \tag{3.7}
\end{equation*}
$$

Consequently, under $H_{0}$, we have

$$
\begin{equation*}
\Theta_{n} \xrightarrow{\mathcal{D}} \mathcal{N}\left(-\frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}, \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) . \tag{3.8}
\end{equation*}
$$

Collecting the above results, the LAN property is established.
Denote the central sequence by

$$
\begin{equation*}
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}=\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left\{\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \tag{3.9}
\end{equation*}
$$

Corollary 3.4.1. Assume that $\left(\mathcal{A}_{1}\right)\left(\mathcal{A}_{10}\right)$ hold. Then, for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, the sequences $\left\{H_{\beta}^{(n)}: n \geq 1\right\}$ and $\left\{H_{0}^{(n)}=H_{0}: n \geq 1\right\}$ are contiguous. Also, as $n \rightarrow+\infty$, under $H_{\beta}^{(n)}$, we have

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}\left(\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right), \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) .
$$

Proof: For any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, using Theorem 2, as $n \rightarrow+\infty$ and under $H_{0}$, we have

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}\left(0, \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) .
$$

It results that, under $H_{0}$, as $n \rightarrow+\infty$,

$$
\Theta_{n} \xrightarrow{\mathcal{D}} \mathcal{N}\left(-\frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}, \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) .
$$

According to the above result, we can write, under $H_{0}$, as $n \rightarrow+\infty$,

$$
\binom{\Pi_{n}\left(\boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\Theta_{n}} \xrightarrow{\mathcal{D}} \mathcal{N}\left(\binom{0}{-\frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)}{2}},\left(\begin{array}{cc}
\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & \sigma_{1,2} \\
\sigma_{2,1} & \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)
\end{array}\right)\right)
$$

where $\sigma_{1,2}=\sigma_{2,1}=\lim _{n \rightarrow+\infty} \operatorname{Cov}\left(\Pi_{n}, \Theta_{n}\right)=\lim _{n \rightarrow+\infty}\left[\mathbb{E}\left(\Pi_{n} \Theta_{n}\right)-\mathbb{E}\left(\Pi_{n}\right) \mathbb{E}\left(\Theta_{n}\right)\right]$.
We have $\mathbb{E}\left(\Pi_{n}\right)=0$. Then

$$
\lim _{n \rightarrow+\infty} \mathbb{E}\left(\Theta_{n} \Pi_{n}\right)=\lim _{n \rightarrow+\infty}\left[\mathbb{E}\left(\Pi_{n}^{2}\right)+\mathbb{E}\left(\Pi_{n} \boldsymbol{\Delta}_{n}\right)\right]=\eta\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) .
$$

Then, under $H_{0}$, we have that

$$
\binom{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\Theta_{n}} \xrightarrow{\mathcal{D}} \mathcal{N}\left(\binom{0}{-\frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}},\left(\begin{array}{ll}
\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)  \tag{3.10}\\
\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)
\end{array}\right)\right) .
$$

Using Le Cam (1986) or Droesbeke and Fine (1996), we obtain that the sequences $\left\{H_{\beta}^{(n)}\right.$ : $n \geq 1\}$ and $\left\{H_{0}^{(n)}=H_{0}: n \geq 1\right\}$ are contiguous, and that under $H_{\beta}^{(n)}$, as $n \rightarrow+\infty$,

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}\left(\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right), \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) .
$$

For known $\gamma_{0}$ and for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, for testing $H_{0}$ against $H_{\boldsymbol{\beta}}^{(n)}$, we base our test on the statistic

$$
\begin{equation*}
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)} \tag{3.11}
\end{equation*}
$$

where

- $\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\sqrt{\widehat{\eta}_{n}\left(\boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}$,
- $\widehat{\eta}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\sum_{j=1}^{k+1} \widehat{\alpha}_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)$,
- $\widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)=I(f) \int_{\mathbb{R}^{d}} \frac{1}{V^{2}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) d \widehat{F}_{j}(x)$, where $\widehat{F}_{j}$ is the empirical distribution function of vector $\mathbf{X}_{t}$ with components in $\left[\tau_{j-1}, \tau_{j}[\right.$.
- An estimation of $\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)$ can be taken to be

$$
\widehat{\eta}_{j, 2}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)=\frac{I(f)}{n_{j}(n)} \sum_{\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right),
$$

and $\widehat{\alpha}_{j}=\frac{n_{j}(n)}{n}$.

Theorem 3. Assume that $\left(\mathcal{A}_{1}\right)\left(\mathcal{A}_{10}\right)$ hold. Then, as $n \rightarrow+\infty$, forn any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$,
i. Under $H_{0}, \mathcal{T}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1)$.
ii. Under $H_{\beta}^{(n)}$, at level of significance $\alpha \in[0,1]$, the asymptotic power of test based on $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ is

$$
\mathcal{P}_{k, \tau^{k}}=1-\Phi\left(z_{\alpha}-\pi\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right),
$$

where $\tau^{k}=\left(\tau_{1}, \ldots, \tau_{k}\right)^{\top}$ and $z_{\alpha}$ is the $(1-\alpha)$-quatile of a standard Gaussian distribution with cumulative distribution function $\Phi$.
iii. The test based on $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ is locally asymptotic optimal.

Proof of (i):
From Theorem 2 and Corollary 3.4.1, we can conclude that, under $H_{0}$ as $n \rightarrow+\infty$,

$$
\binom{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\Theta_{n}} \xrightarrow{\mathcal{D}} \mathcal{N}\left(\binom{0}{-\frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}},\left(\begin{array}{ll}
\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)  \tag{3.12}\\
\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)
\end{array}\right)\right) .
$$

The part (i) is a direct consequence of Theorem 2 and is briefly explained in the proof of Corollary 3.4.1. As explained there, the sequences of hypothesis are contiguous and we have under $H_{\beta}^{(n)}$, as $n \rightarrow+\infty$ :

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}\left(\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right), \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) .
$$

By 3.10 and the Le Cam's third lemma (Proposition 4.2 in Le Cam (1986)), under $H_{\boldsymbol{\beta}}^{(n)}$, as $n \rightarrow+\infty$,

$$
\Pi_{n}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}\left(\eta\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right), \eta\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) .
$$

We have that, under $H_{0}$, as $n \rightarrow+\infty$,

$$
\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \longrightarrow \pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right),
$$

where $\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\sqrt{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}$.
This convergence remains true under $H_{\beta}^{(n)}$ by contiguity. From Theorem 2 , it can be seen that, as $n \rightarrow+\infty$, under $H_{0}$,

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{0}, \gamma_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1) .
$$

Thus, by the Le Cam's third lemma, we can conclude that under $H_{\beta}^{(n)}$, as $n \rightarrow+\infty$,

$$
\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \xrightarrow{\mathcal{D}} \mathcal{N}\left(\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right), 1\right) .
$$

For $n \geq 1$, we can write

$$
\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)}{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \times \frac{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}
$$

It results that, under $H_{\beta}^{(n)}$ and as $n \rightarrow+\infty$,

$$
\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \xrightarrow{\mathcal{D}} \mathcal{N}\left(\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right), 1\right) .
$$

## Proof of (iii) and (iiii):

To calculate the asymptotic power of our test statistic, we should calculate the asymptotic cumulative distribution of $\frac{\Pi_{n}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}$ under $H_{\boldsymbol{\beta}}^{(n)}$.

$$
\begin{align*}
\lim _{n \rightarrow+\infty} P\left(\left.\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}>z_{\alpha} \right\rvert\, H_{\boldsymbol{\beta}}^{(n)}\right) & =\lim _{n \rightarrow+\infty} P\left(\left.\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}>z_{\alpha} \right\rvert\, H_{\boldsymbol{\beta}}^{(n)}\right) \\
& =1-\Phi\left(z_{\alpha}-\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)\right)  \tag{3.13}\\
& =\mathcal{P}_{k, \tau^{k}}
\end{align*}
$$

where $\Phi$ is the cumulative distribution function of a standard Gaussian law with $z_{\alpha}$ its $(1-\alpha)$-quantile.
By Section 4.4.3 of Droesbeke and Fine (1996), the test based on $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ is locally asymptotically optimal.

### 3.5 Conclusion

In this chapter, we have proved that the families of likelihood under study have a LAN property. Next, we have proved the locally asymptotically optimality of our test built in the case where the functions $T, V f$ and the parameters $\boldsymbol{\rho}_{0}, \gamma_{0}$ are known. An explicit expression of the local power of the test is given. The case where these parameters are unknown is considered in the next chapter.

## Chapter 4

## Testing the conditional mean of a time-dependent coefficients CHARN model: Part II

### 4.1 Introduction

In this chapter, we place ourselves in the framework of the model (1.1) with functions $T, V$ and $f$ having known parametric forms but with the parameter $\rho_{0}$ assumed to be unknown. This is the situation encountered in practice. Our idea here is to do the same work as in the preceding chapter, with $\rho_{0}$ and $\gamma_{0}$ replaced by their estimators. Doing this, similar results are established.
In the sequel, we discuss the parameter estimation, and we study the test statistic defined in Chapter 3 when the estimators are substituted for the parameters. It is found that the results remain asymptotically unchanged.

### 4.2 The functions involved in the model and the nuisance parameters are unknown

In this section, we give a brief review on parameter estimation in time series models comprised in CHARN models. We make additional assumptions and we study the asymptotic behavior of the new version of the test statistic defined in the preceding chapter.

### 4.2.1 Parameters estimation

There are many methods for parameter estimation in time series models. Most of them are of least-squares or maximum likelihood types. Ngatchou-Wandji (2008), Bollerslev (1987) and many others study this problem. For linear models as ARMA, one can refer to Brockwell et al. (1990). Here, we summarize a more recent paper dealing with a special CHARN model. For $\mathbf{X}_{t}=\left(X_{t}, \ldots, X_{t-p+1}\right)^{\top}, \boldsymbol{\varepsilon}_{t}=\left(\varepsilon_{t}, 0 \ldots, 0\right)^{\top}$ and $\mathbf{C}_{0}=\left(c_{0}, 0, \ldots, 0\right)^{\top}$, Chen et al. (2018) define many extension of GExpAR models, among which, the following one

$$
\begin{equation*}
X_{t}=c_{0}+\sum_{i=1}^{p}\left(c_{i}+\pi_{i} e^{-\gamma_{i}\left(X_{t-i}-z_{i}\right)^{2}}\right) X_{t-i}+\varepsilon_{t} \tag{4.1}
\end{equation*}
$$

The authors prove the stationarity of this model. They show the implementation of VP (variable projection) method to optimize its parameters. They denote by $\boldsymbol{\theta}_{L}$ and $\boldsymbol{\theta}_{N}$, respectively, the set of linear and nonlinear parameters:

$$
\begin{aligned}
& \boldsymbol{\theta}_{L} \triangleq\left(c_{0}, c_{1}, \pi_{1}, \ldots, c_{p}, \pi_{p}\right) \in \mathbb{R}^{2 p+1} \\
& \boldsymbol{\theta}_{N} \triangleq\left(\boldsymbol{\gamma}_{1}, z_{1}, \ldots, \gamma_{p}, z_{p}\right) \in \mathbb{R}^{2 p} .
\end{aligned}
$$

In order to apply VP method, they write the model (4.1) as

$$
X_{t}=\boldsymbol{\Psi}\left(\boldsymbol{\theta}_{N}, \mathbf{X}_{t-1}\right)^{\top} \cdot \boldsymbol{\theta}_{L}+\varepsilon_{t}
$$

where

$$
\begin{aligned}
\boldsymbol{\Psi}\left(\boldsymbol{\theta}_{N}, \mathbf{X}_{t-1}\right) & =\left(1, X_{t-1}, X_{t-1} \cdot e^{-\gamma_{1}\left(X_{t-1}-z_{1}\right)^{2}},\right. \\
& \left.X_{t-2}, X_{t-2} \cdot e^{-\gamma_{2}\left(X_{t-2}-z_{2}\right)^{2}}, \ldots, X_{t-p}, X_{t-p} \cdot e^{-\gamma_{p}\left(X_{t-p}-z_{p}\right)^{2}}\right)^{\top}
\end{aligned}
$$

Then, they derive the parameter optimization problem by computing

$$
\left(\widehat{\boldsymbol{\theta}}_{L}, \widehat{\boldsymbol{\theta}}_{N}\right)=\arg \max _{\boldsymbol{\theta}_{L}, \boldsymbol{\theta}_{N}} V\left(\boldsymbol{\theta}_{L}, \boldsymbol{\theta}_{N}\right)
$$

where

$$
V\left(\boldsymbol{\theta}_{L}, \boldsymbol{\theta}_{N}\right)=\frac{1}{2}\left\|\mathbf{r}\left(\boldsymbol{\theta}_{L}, \boldsymbol{\theta}_{N}\right)\right\|_{2}^{2}
$$

and

$$
\mathbf{r}\left(\boldsymbol{\theta}_{L}, \boldsymbol{\theta}_{N}\right)=\left(\mathbf{r}_{m}\left(\boldsymbol{\theta}_{L}, \boldsymbol{\theta}_{N}\right), \mathbf{r}_{m-1}\left(\boldsymbol{\theta}_{L}, \boldsymbol{\theta}_{N}\right), \ldots, \mathbf{r}_{p+1}\left(\boldsymbol{\theta}_{L}, \boldsymbol{\theta}_{N}\right)\right),
$$

with

$$
\mathbf{r}_{t}\left(\boldsymbol{\theta}_{L}, \boldsymbol{\theta}_{N}\right)=X_{t}-\boldsymbol{\Psi}\left(\boldsymbol{\theta}_{N}, \mathbf{X}_{t-1}\right)^{\top} \cdot \boldsymbol{\theta}_{L},
$$

denoting the residuals, and $m$ being the length of the data.
They estimate the nonlinear parameters by

$$
\min _{\boldsymbol{\theta}_{N}} \frac{1}{2}\left\|\left(1-\boldsymbol{\Phi}\left(\boldsymbol{\theta}_{N}\right) \boldsymbol{\Phi}\left(\boldsymbol{\theta}_{N}\right)^{\dagger}\right) \cdot \boldsymbol{x}\right\|_{2}^{2},
$$

where $\boldsymbol{\Phi}\left(\boldsymbol{\theta}_{N}\right)=\left(\boldsymbol{\Psi}\left(\boldsymbol{\theta}_{N}, \mathbf{X}_{m-1}\right), \boldsymbol{\Psi}\left(\boldsymbol{\theta}_{N}, \mathbf{X}_{m-2}\right), \ldots, \boldsymbol{\Psi}\left(\boldsymbol{\theta}_{N}, \mathbf{X}_{p}\right)\right)^{\top}, \boldsymbol{\Phi}\left(\boldsymbol{\theta}_{N}\right)^{\dagger}$ is the MoorePenrose inverse of $\boldsymbol{\Phi}\left(\boldsymbol{\theta}_{N}\right)$, and $\boldsymbol{x}=\left(x_{m}, x_{m-1}, \ldots, x_{p+1}\right)^{\top}$. Next, they derive the estimation of the linear parameter by

$$
\boldsymbol{\theta}_{L}=\boldsymbol{\Phi}\left(\boldsymbol{\theta}_{N}\right)^{\dagger} \cdot \boldsymbol{x}
$$

Also, Chatterjee and Das (2003) study the asymptotics of parameter estimates in conditional heteroscedastic models. They obtain the estimators by minimizing certain functionals and by solving estimation equations. They establish the consistency of these estimators and they find the asymptotic limit laws of the estimators. Next, they consider a condition under which the asymptotic law is normal. Finally, they illustrat their paper with a real data example.
Giraitis and Robinson (2001) use the Whittle estimation based on squared observations to estimate the parameters of a class of ARCH models. The authors establish the $\sqrt{n}$ consistency and asymptotical normality of the estimators. Many conditions are introduced for the squares to have short memory autocorrelation, by comparison with the work of Zaffaroni and d'Italia (2003), who establish the same properties on the basis of an alternative class of models with martingale difference levels and long memory autocorrelated squares.
In a class of pure GARCH and ARMA-GARCH process, Francq and Zakoian (2004) use the maximum likelihood method to estimate their parameters. The authors prove the strong consistency and asymptotic normality of the quasi-maximum likelihood estimator of the parameters of pure generalized autoregressive conditional heteroscedastic (GARCH) process, and of autoregressive moving-average models with noise sequence driven by a GARCH model. Also, Francq and Zakoian (2007) establish the asymptotic distribution of the quasi-maximum likelihood (QML) estimator for generalized autoregressive conditional heteroscedastic (GARCH) processes, when the true parameters may have zero coefficients. The authors show that this asymptotic distribution is the projection of a normal vector distribution onto a convexe cone. Their results are obtained under mild conditions. The main practical implication of these results concerns the estimation of overidentified GARCH models.
Coming back to our work, recall that in the model (1.1), $\rho_{0} \in \mathbb{R}^{p}$ denotes the true parameter and $\rho_{n}$ its consistent estimator. For any $t=1, \ldots, n, \boldsymbol{\rho} \in \mathbb{R}^{p}$ and $\gamma \in \mathbb{R}^{p(k+1)}$,
define

$$
\begin{equation*}
\varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})=\frac{X_{t}-T\left(\boldsymbol{\rho}+\boldsymbol{\gamma} \odot \omega(t), \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)} \tag{4.2}
\end{equation*}
$$

For the treatment of this chapter, we need the following additional assumptions.
$\left(\mathcal{B}_{1}\right)$ Assume that the model is identifiable, that is $\left(\boldsymbol{\rho}_{1}, \boldsymbol{\gamma}_{1}\right) \neq\left(\boldsymbol{\rho}_{2}, \boldsymbol{\gamma}_{2}\right) \Longrightarrow T\left(\boldsymbol{\rho}_{1}+\boldsymbol{\gamma}_{1} \odot\right.$ $\left.\omega(t), \mathbf{X}_{t-1}\right) \neq T\left(\boldsymbol{\rho}_{2}+\boldsymbol{\gamma}_{2} \odot \omega(t), \mathbf{X}_{t-1}\right)$, for $\boldsymbol{\rho}_{1}, \boldsymbol{\rho}_{2} \in \mathbb{R}^{p}$ and $\boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2} \in \mathbb{R}^{p(k+1)}$.
$\left(\mathcal{B}_{2}\right)$ The true parameter $\boldsymbol{\rho}_{\mathbf{0}}$ has a consistent estimator $\boldsymbol{\rho}_{\boldsymbol{n}}$ that satisfies the Bahadur representation (see,e.g., Bahadur et al. (1960)) given by:

$$
\begin{equation*}
n^{\frac{1}{2}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)=n^{-\frac{1}{2}} \sum_{t=1}^{n} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \aleph\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right)+o_{P}(1) \tag{4.3}
\end{equation*}
$$

where

- $\Upsilon\left(x, \boldsymbol{\rho}_{\mathbf{0}}\right)=\left(\Upsilon_{1}\left(x, \boldsymbol{\rho}_{\mathbf{0}}\right), \ldots, \Upsilon_{p}\left(x, \boldsymbol{\rho}_{\mathbf{0}}\right)\right)^{\top} \in \mathbb{R}^{p}$
- For any $j=1, \ldots, k+1, x \in \mathbb{R}^{d}, \exists a \geq 0$ such that $\int_{\mathbb{R}^{d}}\left\|\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right)\right\|^{2+a} d F_{j}(x)<$ $\infty$.
- $\int_{\mathbb{R}}|\aleph(x)|^{2+a} f(x) d x<\infty$ and $\int_{\mathbb{R}} \aleph(x) f(x) d x=0$,
$\left(\mathcal{B}_{3}\right)$ For any $j \in\{1, \ldots, k+1\}, h \in\{1, \ldots, p\}$, suppose that

$$
\int_{\mathbb{R}^{d}} \frac{\Upsilon\left(\boldsymbol{\rho}_{0}, x\right)}{V(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{0}, \gamma_{0}, x\right) d F_{j}(x)<\infty
$$

$\left(\mathcal{B}_{4}\right)$ For any $i=1, \ldots, k+1$ and $j=1, \ldots, p$, there exists a ball $B(r)$ of radius $r$, such that

$$
\begin{aligned}
& \max \left\{\sup _{\boldsymbol{\rho} \in B(r)}\left\|\partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \gamma_{0}, x\right)\right\|_{p}, \sup _{\boldsymbol{\rho} \in B(r)}\left\|\partial_{\boldsymbol{\rho}}\left(\frac{\partial T}{\partial \gamma_{i, j}}\right)\left(\boldsymbol{\rho}, \gamma_{0}, x\right)\right\|_{p},\right. \\
& \left.\sup _{\boldsymbol{\rho} \in B(r)}\| \| \partial_{\boldsymbol{\rho}}^{2}\left(\frac{\partial T}{\partial \gamma_{i, j}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, x\right)\| \|_{p}\right\} \leq \chi(x),
\end{aligned}
$$

$\left(\mathcal{B}_{5}\right)$ Assume that, for $j=1,2,3$ and $a, b \in\{0,1,2,3\}$,

$$
\lambda_{a, b}^{(j)}=\int_{\mathbb{R}^{d}} \frac{\nu^{a}(x) \chi^{b}(x)}{V^{j}(x)} d F_{j}(x)<\infty
$$

For any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, under $H_{0}$, the central sequence with true parameter is denoted by $\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ and its estimated version by $\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$.

Remark 4.2.1. [1] One can find in literature, numbers of models with functions $T(\boldsymbol{\rho}, \boldsymbol{\gamma}, x)$ satisfying ( $\mathcal{B}_{4}$ and ( $\left.\mathcal{B}_{5}\right)$.
[2] Assumption $\left(\mathcal{B}_{2}\right)$ helps to study the distribution of the test statistic. It has been used before in Ngatchou-Wandji and Ltaifa (2021). It is satisfied by least-squares and likelihood type estimators for some usual models within (1.1).

Remark 4.2.2. Assume that assumption $\left(\mathcal{A}_{1}\right.$ holds. Then denote by $\widehat{\rho}_{j, h}$ a consistent estimator of $\rho_{0, h}+\beta_{j, h} / \sqrt{n}$ on the basis of observations within $\left[\tau_{j-1}, \tau_{j}[\right.$. Then one can consider $\widehat{\beta}_{j, h}=\sqrt{n}\left(\widehat{\rho}_{j, h}-\widehat{\rho}_{0, h}\right)$ as an estimator of $\beta_{j, h}$, where $\widehat{\rho}_{0, h}$ is the estimation of $\rho_{0, h}$ on the basis of observations in $\left[1, \tau_{1}[\right.$.

Proposition 4.2.1. Under the assumption ( $\left.\mathcal{B}_{2}\right),\left(\mathcal{A}_{1}\right),\left(\mathcal{A}_{10}\right)$ we have:
i. Under $H_{0}$ :

$$
\sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0, \Sigma) .
$$

ii. Under $H_{\beta}^{(n)}$, we have:

$$
\sqrt{n}\left(\boldsymbol{\rho}_{n}-\boldsymbol{\rho}_{0}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(\mathscr{C}, \Sigma),
$$

where

$$
\mathscr{C}=\int_{\mathbb{R}} \aleph(x) \phi_{f}(x) f(x) d x \sum_{j=1}^{n} \alpha_{j} \sum_{h=1}^{p} \beta_{j, h} \int_{\mathbb{R}^{d}} \frac{\Upsilon\left(\boldsymbol{\rho}_{0}, x\right)}{V(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) d F_{j}(x) \in \mathbb{R}^{p}
$$

and

$$
\Sigma=\int_{\mathbb{R}} \aleph^{2}(x) f(x) d x \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) \Upsilon^{\top}\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) d F_{j}(x) \in \mathcal{M}_{p}(\mathbb{R})
$$

Proof of (i): From the Bahadur representation (4.3), we consider the sequence:

$$
R_{n, j}=n^{-\frac{1}{2}} \sum_{t=1}^{j} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right], j=1, \ldots, n
$$

It is easy to see that $R_{n, j}=\sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)$ if $j=n$. We use the sequence $R_{n, j}$ to prove that $\sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)$ converge to a normal law by applying Corollary 2.3.2 of Hall and Heyde (2014) that represents the modified version of the Central limit theorem of martingales. We take assistance from Ngatchou-Wandji (2008) and Ngatchou-Wandji (2005) to consider
this new sequence:
Let $u \in \mathbb{R}^{p}$ such that $u=\left(u_{1}, \ldots, u_{p}\right)^{\top}$. We observe that:

$$
u^{\top} R_{n, j}=\frac{1}{\sqrt{n}} \sum_{t=1}^{j} y_{t}(s) \in \mathbb{R}
$$

where

$$
y_{t}(u)=u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] .
$$

It is easy to see that $u^{\top} R_{n, j}$ is centered for every $j=1, \ldots, n$. In this part, we follow the same steps as in the proof of Theorem 2.

- We prove that $\left\{\left(u^{\top} R_{n, j}, \mathcal{F}_{j}\right), j=1, \ldots, n\right\}$ is a martingale sequence. Let $q, w \in \mathbb{Z}$ such that $q<w$, we have

$$
\begin{aligned}
\mathbb{E}\left\{u^{\top} R_{n, w} \mid \mathcal{F}_{q}\right\} & =\mathbb{E}\left\{u^{\top} R_{n, q} \mid \mathcal{F}_{q}\right\}+\frac{1}{\sqrt{n}} \sum_{t=q+1}^{w} \mathbb{E}\left\{y_{t}(s) \mid \mathcal{F}_{q}\right\} \\
& =u^{\top} R_{n, q}+\sum_{t=q+1}^{w} \mathbb{E}\left\{u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \mid \mathcal{F}_{q}\right\} \\
& =u^{\top} R_{n, q}+\sum_{t=q+1}^{w} \mathbb{E}\left\{u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right)\right\} \mathbb{E}\left\{\aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}
\end{aligned}
$$

Since $\mathbb{E}\left\{\aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right\}=0$ for every $t \in \mathbb{N}$, it follows that

$$
\mathbb{E}\left\{u^{\top} R_{n, w} \mid \mathcal{F}_{q}\right\}=u^{\top} R_{n, q} .
$$

- We check now the first condition of Corollary 2.3 .2 of Hall and Heyde (2014). Since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$ for $t=1, \ldots, n$, we can write

$$
\begin{aligned}
\sum_{t=1}^{n} \mathbb{E}\left\{\left.\left[n^{-\frac{1}{2}} y_{t}(u)\right]^{2} \right\rvert\, \mathcal{F}_{t-1}\right\} & =\sum_{t=1}^{n} n^{-1} \mathbb{E}\left\{\left[u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right]^{2} \mid \mathcal{F}_{t-1}\right\} \\
& =\sum_{t=1}^{n} n^{-1}\left[u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right)\right]^{2} \mathbb{E}\left\{\aleph^{2}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left[u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right)\right]^{2} \mathbb{E}\left\{\aleph^{2}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}
\end{aligned}
$$

By the assumptions $\left(\mathcal{B}_{2}\right),\left(\mathcal{B}_{3}\right)$ and the ergodic theorem, for $j=1, \ldots, k+1$, we can
write

$$
\begin{aligned}
\frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left[u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right)\right]^{2} \mathbb{E}\left\{\aleph^{2}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} & \xrightarrow{\text { a.s. }} \int_{\mathbb{R}^{d}}\left[u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right)\right]^{2} d F_{j}(x) \\
& \times \int_{\mathbb{R}} \aleph^{2}(x) f(x) d x<\infty .
\end{aligned}
$$

Then,

$$
\sum_{t=1}^{n} \mathbb{E}\left\{\left.\left[\frac{1}{\sqrt{n}} y_{t}(u)\right]^{2} \right\rvert\, \mathcal{F}_{t-1}\right\} \xrightarrow[n \rightarrow+\infty]{\text { a.s. }} s
$$

where

$$
s=\int_{\mathbb{R}} \aleph^{2}(x) f(x) d x \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}}\left[u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right)\right]^{2} d F_{j}(x)
$$

- Finally, we check the Linderberg condition, that is the second condition of Corollary 2.3 .2 of Hall and Heyde (2014). In this purpose, we will prove that, as $n \rightarrow+\infty$,

$$
\sum_{t=1}^{n} \mathbb{E}\left\{\left.\left[n^{-\frac{1}{2}} y_{t}(u)\right]^{2} \mathbb{1}_{\left|n^{-\frac{1}{2}} y_{t}(u)\right|>\epsilon} \right\rvert\, \mathcal{F}_{t-1}\right\} \xrightarrow{\text { a.s. }} 0 .
$$

Let $\epsilon>0$, by Hölder inequality, and Markov inequalities, we can write

$$
\begin{aligned}
& \sum_{t=1}^{n} \mathbb{E}\left\{\left.\left[n^{-\frac{1}{2}} y_{t}(u)\right]^{2} \mathbb{1}_{\left|n^{-\frac{1}{2}} y_{t}(u)\right|>\epsilon} \right\rvert\, \mathcal{F}_{t-1}\right\} \\
& \leq \sum_{t=1}^{n} \mathbb{E}^{\frac{2}{3}}\left\{\left.\left[n^{-\frac{1}{2}} y_{t}(u)\right]^{3} \right\rvert\, \mathcal{F}_{t-1}\right\} \mathbb{E}^{\frac{1}{3}}\left\{\left.\mathbb{1}_{\left.\left|n^{-\frac{1}{2}} y_{t}(u)\right|>\epsilon \right\rvert\,} \right\rvert\, \mathcal{F}_{t-1}\right\} \\
& \leq \sum_{t=1}^{n} \mathbb{E}^{\frac{2}{3}}\left\{\left.\left[n^{-\frac{1}{2}} y_{t}(u)\right]^{3} \right\rvert\, \mathcal{F}_{t-1}\right\} \mathbb{P}^{\frac{1}{3}}\left\{\left.\left|n^{-\frac{1}{2}} y_{t}(u)\right|>\epsilon \right\rvert\, \mathcal{F}_{t-1}\right\} \\
& \leq \sum_{t=1}^{n} \mathbb{E}^{\frac{2}{3}}\left\{\left.\left[n^{-\frac{1}{2}} y_{t}(u)\right]^{3} \right\rvert\, \mathcal{F}_{t-1}\right\} \frac{\mathbb{E}^{\frac{1}{3}}\left\{\left.\left|n^{-\frac{1}{2}} y_{t}(u)\right|^{3}>\epsilon \right\rvert\, \mathcal{F}_{t-1}\right\}}{\sqrt[3]{\epsilon}} \\
& \leq \sum_{t=1}^{n} \frac{1}{\sqrt[3]{\epsilon} \sqrt[2]{n^{3}}} \mathbb{E}^{\frac{2}{3}}\left\{\left[y_{t}(u)\right]^{3} \mid \mathcal{F}_{t-1}\right\} \mathbb{E}^{\frac{1}{3}}\left\{\left|y_{t}(u)\right|^{3}>\epsilon \mid \mathcal{F}_{t-1}\right\} \\
& \leq \sum_{t=1}^{n} \frac{1}{\sqrt[3]{\epsilon} \sqrt[2]{n^{3}}}\left\|u^{\top} \Upsilon\left(\boldsymbol{\rho}_{0}, \mathbf{X}_{t-1}\right)\right\|^{3} \mathbb{E}\left\{\left|\aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|^{3}\right\} \\
& \leq \frac{1}{\sqrt[3]{\epsilon} \sqrt{n}} \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left\|u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right)\right\| \|^{3} \mathbb{E}\left\{\left|\aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|^{3}\right\} .
\end{aligned}
$$

By piece-wise stationary and ergodic theorem, for $j=1, \ldots, k+1$, we obtain

$$
\begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{1}{\sqrt{n}} \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}}\left\|u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right)\right\|^{3} \mathbb{E}\left\{\left|\aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|^{3}\right\} \\
& =0 \times \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}}\left\|u^{\top} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right)\right\|^{3} d F_{j}(x) \times \int_{\mathbb{R}}|\aleph(x)|^{3} f(x) d x \\
& =0
\end{aligned}
$$

Then, using Corollary 2.3.2 of Hall and Heyde (2014), we conclude that, under $H_{0}$, we have

$$
u^{\top} \sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0, s) .
$$

Which implies that, under $H_{0}$ and as $n \rightarrow+\infty$,

$$
\sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0, \Sigma)
$$

where $\Sigma$ is the covariance matrix defined as

$$
\Sigma=\int_{\mathbb{R}} \aleph^{2}(x) f(x) d x \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) \Upsilon^{\top}\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) d F_{j}(x) \in \mathcal{M}_{p}(\mathbb{R})
$$

Proof of (iii): We recall that under $H_{0}$, as $n \rightarrow+\infty$,

$$
\begin{aligned}
& \sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right) \xrightarrow{\text { a.s. }} \mathcal{N}(0, \Sigma) \\
& \Theta_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}\left(-\frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}, \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\sum_{j=1}^{k+1} \alpha_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right) \\
\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right) & =I(f) \int_{\mathbb{R}^{d}} \frac{1}{V^{2}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) d F_{j}(x) .
\end{aligned}
$$

We consider the sequence $Q_{n}=\sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)$. By Le Cam's third Lemma, under $H_{0}$, as $n \rightarrow+\infty$,

$$
\binom{Q_{n}}{\Theta_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \xrightarrow{\mathcal{D}} \mathcal{N}\left(\binom{0}{-\frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}}, \xi\right)
$$

where

$$
\begin{aligned}
\xi & =\lim _{n \rightarrow+\infty}\left(\begin{array}{cc}
\mathbb{V a r}\left(Q_{n}\right) & \mathbb{C o v}\left(Q_{n}, \Theta_{n}\right) \\
\operatorname{Cov}\left(Q_{n}, \Theta_{n}\right) & \operatorname{Var}\left(\Theta_{n}\right)
\end{array}\right), \\
\mathbb{C o v}\left(Q_{n}, \Theta_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right. & =\mathbb{C o v}\left(Q_{n}, \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)-\frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}\right) \\
& =\mathbb{C} \operatorname{Cov}\left(Q_{n}, \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right) \\
& =\mathbb{E}\left\{Q_{n} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\}-\mathbb{E}\left\{Q_{n}\right\} \mathbb{E}\left\{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\} \\
& =\mathbb{E}\left\{\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{Q_{n}}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& -\mathbb{E}\left(Q_{n}\right) \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \mathbb{E}\left\{\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left[\mathbb{E}\left\{\frac{Q_{n}}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}\right. \\
& \left.-\mathbb{E}\left(Q_{n}\right) \mathbb{E}\left\{\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right\} \mathbb{E}\left\{\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}\right] .
\end{aligned}
$$

Since $\mathbb{E}\left\{\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right]\right\}=0$ and $\lim _{n \rightarrow+\infty} \mathbb{E}\left(Q_{n}\right)=0$, then

$$
\begin{aligned}
& \operatorname{Cov}\left(Q_{n}, \Theta_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right. \\
& =\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left[\mathbb{E}\left\{\frac{Q_{n}}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\}\right. \\
& =\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left\{\sum_{m=1}^{n} \Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{m-1}\right) \aleph\left(\varepsilon_{m}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right) \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]}{V\left(\mathbf{X}_{t-1}\right)}\right\} \\
& =\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left\{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \aleph\left(\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right) \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]}{V\left(\mathbf{X}_{t-1}\right)}\right\} \\
& +\frac{1}{n} \sum_{\substack{t, m=1 \\
t \neq m}}^{n} \mathbb{E}\left\{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{m-1}\right) \aleph\left(\varepsilon_{m}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right) \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]}{V\left(\mathbf{X}_{t-1}\right)}\right\} .
\end{aligned}
$$

Since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$ and $\mathbb{E}\left\{\aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right\}=0$ and $\mathbb{E}\left\{\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right\}=0$. Then, it follows that, for $t \neq m$, we have

$$
\begin{aligned}
& \frac{1}{n} \sum_{\substack{t, m=1 \\
t \neq m}}^{n} \mathbb{E}\left\{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{m-1}\right) \aleph\left[\varepsilon_{m}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]}{V\left(\mathbf{X}_{t-1}\right)}\right\} \\
& =\frac{1}{n} \sum_{\substack{t, m=1 \\
t \neq m}}^{n} \mathbb{E}\left\{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{m-1}\right)\right\} \mathbb{E}\left\{\aleph\left[\varepsilon_{m}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \mathbb{E}\left\{\frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right\} \mathbb{E}\left\{\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =0 .
\end{aligned}
$$

With this,

$$
\begin{aligned}
& \operatorname{Cov}\left(Q_{n}, \Theta_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right. \\
& =\mathbb{E}\left\{\aleph\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left\{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right\} \\
& =\int_{\mathbb{R}} \aleph(x) \phi_{f}(x) f(x) d x \frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left\{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right\} \\
& =\int_{\mathbb{R}} \aleph(x) \phi_{f}(x) f(x) d x \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \underbrace{\frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \mathbb{E}\left\{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \frac{\boldsymbol{\beta}^{\top} N\left(\boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right\}}_{V_{n}}
\end{aligned}
$$

By stationarity and ergodic theorem, we have

$$
\begin{aligned}
V_{n} & =\frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \omega_{j} \mathbb{E}\left\{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right) \frac{\beta_{j}^{\top} \partial_{j}\left[T\left(\gamma_{0}, \mathbf{X}_{t-1}\right)\right]}{V\left(\mathbf{X}_{t-1}\right)}\right\} \\
& =\frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \omega_{j} \mathbb{E}\left\{\frac{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)} \sum_{h=1}^{p} \beta_{j, h} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right\} \\
& \xrightarrow{\text { a.s. }} \omega_{j} \sum_{h=1}^{p} \beta_{j, h} \int_{\mathbb{R}^{d}} \frac{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right)}{V(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) d F_{j}(x)<\infty .
\end{aligned}
$$

Then,

$$
\mathbb{C o v}\left(Q_{n}, \Theta_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow[n \rightarrow+\infty]{ } \mathscr{C}\right.
$$

where

$$
\mathscr{C}=\int_{\mathbb{R}} \aleph(x) \phi_{f}(x) f(x) d x \sum_{j=1}^{n} \alpha_{j} \omega_{j} \sum_{h=1}^{p} \beta_{j, h} \int_{\mathbb{R}^{d}} \frac{\Upsilon\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right)}{V(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, x\right) d F_{j}(x)<\infty
$$

Then, under $H_{0}$, we have

$$
\binom{Q_{n}}{\Theta_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \stackrel{\mathcal{D}}{\rightarrow} \mathcal{N}\left(\binom{0}{-\frac{\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{2}},\left(\begin{array}{cc}
\Sigma & \mathscr{C}^{\top} \\
\mathscr{C} & \eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)
\end{array}\right)\right) .
$$

From this result and Le Cam's third lemma, under $H_{1}^{(n)}$, as $n$ tends to $+\infty$,

$$
\sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)=Q_{n} \xrightarrow{\mathcal{D}} \mathcal{N}(\mathscr{C}, \Sigma) .
$$

### 4.2.2 Asymptotic behavior of the new test statistic

Recall from Chapter 3 that the test statistic is, in this case,

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}, \gamma_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}
$$

and $\boldsymbol{\rho}$ must be substituted by its estimator. Here, the central sequence is denoted by

$$
\Pi_{n}(\boldsymbol{\rho}, \boldsymbol{\gamma}, \boldsymbol{\beta})=\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left\{\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\rho}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})\right]\right\} .
$$

Recall that, for every $j=1, \ldots, k+1, n_{j}(n)$ is the number of observations between the instants $\tau_{j}$ and $\tau_{j-1}$ and $F_{j}$ be the common cumulative distribution function of $\mathbf{X}_{t}$ 's with components within these instants. Also, recall that $\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)$ has the expression

$$
\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)=I(f) \int_{\mathbb{R}^{d}} \frac{1}{V^{2}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) d F_{j}(x),
$$

which depends on $F_{j}$ and $\boldsymbol{\rho}$.
An estimated version of $\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)$, denoted by $\widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)$, is given by

$$
\widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)=I(f) \int_{\mathbb{R}^{d}} \frac{1}{V^{2}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, x\right) d \widehat{F}_{j}(x),
$$

where $\widehat{F}_{j}$ is the empirical distribution function of the observations between $\tau_{j}$ and $\tau_{j-1}$. We can write

$$
\widehat{\eta}_{j, b}^{(h, m)}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)=\frac{I(f)}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{b}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)
$$

Then, we denote by

$$
\begin{aligned}
& \widehat{\eta}_{n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\sum_{j=1}^{k+1} \widehat{\alpha}_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right), \\
& \widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\sqrt{\widehat{\eta}_{n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)},
\end{aligned}
$$

where, for $j=1, \ldots, k+1$, the $\widehat{\alpha}_{j}$ is the estimator of $\alpha_{j}=\lim _{n \rightarrow+\infty} n_{j}(n) / n$.
The proof of the convergence of the central sequence is given by the following Proposition.

Proposition 4.2.2. Under the assymptions ( $\left.\mathcal{A}_{1}\right)\left(\mathcal{A}_{10}\right)$ and $\left(\mathcal{B}_{1}\right)$ ( $\left.\mathcal{B}_{5}\right)$, for any $n \geq 0$, for any consistent and asymptotic normal estimator $\boldsymbol{\rho}_{n}$ of $\boldsymbol{\rho}_{\mathbf{0}}$, we have, for any sequence of positive integers $s(n)$ such that $n / s(n) \rightarrow 0$, as $n \rightarrow+\infty$.
$i$.

$$
\begin{equation*}
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1), \tag{4.4}
\end{equation*}
$$

$i$ i.

$$
\begin{equation*}
\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \longrightarrow \pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) . \tag{4.5}
\end{equation*}
$$

Proof of (i): We aim to prove the convergence of the central sequence (3.9) to its estimated version in order to verify that the test still be optimal when we replace the parameter by its estimator.
In this purpose, we must prove that

$$
\Pi_{n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)-\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right) \xrightarrow[n \rightarrow+\infty]{\mathbb{P}} 0 .
$$

Recalling (3.2), we can write

$$
\varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})=\frac{X_{t}-T\left(\boldsymbol{\rho}+\boldsymbol{\gamma} \odot \omega(t), \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)} .
$$

From which one has,

$$
\begin{align*}
\partial_{\boldsymbol{\rho}} \varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma}) & =-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}+\boldsymbol{\gamma} \odot \omega(t), \mathbf{X}_{t-1}\right) \\
& =-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right), \tag{4.6}
\end{align*}
$$

and

$$
\begin{equation*}
\partial_{\boldsymbol{\rho}}^{2} \varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})=-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \partial_{\boldsymbol{\rho}}^{2} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \tag{4.7}
\end{equation*}
$$

Using a first-order Taylor expansion of $\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)$ in a neighborhood of $\boldsymbol{\rho}_{\mathbf{0}}$, for some $\widetilde{\boldsymbol{\rho}}_{n}$ lying between $\rho_{n}$ and $\rho_{0}$, from a simple calculations, we obtain

$$
\begin{equation*}
\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)=\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)-\frac{\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)}{V\left(\mathbf{X}_{t-1}\right)} \partial_{\boldsymbol{\rho}} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) . \tag{4.8}
\end{equation*}
$$

For any $\boldsymbol{\rho} \in \mathbb{R}^{p}$ and $\boldsymbol{\gamma}, \boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, we define

$$
\Theta_{n}(\boldsymbol{\rho}, \boldsymbol{\gamma}, \boldsymbol{\beta})=\log A_{n}=\sum_{t=1}^{n} \log \left\{f\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}+\frac{\boldsymbol{\beta}}{\sqrt{n}}\right)\right]\right\}-\log \left\{f\left[\varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})\right]\right\}+o_{P}(1)
$$

From this definition, we can conclude that the log-likelihood ratio test of $H_{0}$ against $H_{\boldsymbol{\beta}}^{(n)}$ is $\Theta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$. For $\widetilde{\boldsymbol{\rho}}_{n}$ lying between $\boldsymbol{\rho}_{\boldsymbol{n}}$ and $\boldsymbol{\rho}_{\mathbf{0}}$, we write a second-order Taylor expansion of $\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ around $\boldsymbol{\rho}_{\boldsymbol{n}}$ and obtain

$$
\begin{align*}
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)= & \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0}, \boldsymbol{\beta}\right)  \tag{4.9}\\
& +\frac{1}{2}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)
\end{align*}
$$

We wish to prove that, under $H_{0}$, as $n \rightarrow+\infty$,

$$
\begin{align*}
\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =o_{P}(1)  \tag{4.10}\\
\frac{1}{2}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right) & =o_{P}(1) \tag{4.11}
\end{align*}
$$

We start by (4.11), and we observe that

$$
\begin{aligned}
& \left|\frac{1}{2}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)\right| \\
& \leq\left\|\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right\|_{p}\left\|\left.\partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)\right|_{p}\right\| \boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}} \|_{p} \\
& \leq\left\|\sqrt{n}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)\right\|_{p} \times \frac{1}{\sqrt{n}}\left\|\left.\partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right|_{p}\right\| \boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}} \|_{p} .
\end{aligned}
$$

Using Proposition 4.2.1, under $H_{0}$ and as $n \rightarrow+\infty$, we have

$$
\sqrt{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0, \Sigma) .
$$

Also, as $n$ tends to infinity, we have

$$
\left(\rho_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right) \xrightarrow{\mathbb{P}} 0
$$

Then, to prove 4.11 , it suffices to show that $(1 / \sqrt{n}) \|\left.\partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right|_{p}$ tends in probability to some positive random variable.
Recall from (3.9), that

$$
\begin{aligned}
\Pi_{n}(\boldsymbol{\rho}, \boldsymbol{\gamma}, \boldsymbol{\beta}) & =\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left\{\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\rho}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})\right]\right\} \\
& =\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \frac{\partial T}{\partial \gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})\right] .
\end{aligned}
$$

In order to simplify the notations, let $T^{\gamma_{m, h}}=\partial T / \partial \gamma_{m, h}$. We have

$$
\begin{aligned}
\frac{1}{\sqrt{n}} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h}\left\{\partial_{\boldsymbol{\rho}} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right]\right. \\
& \left.+T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right]\right\} \\
& =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
& +\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}, \gamma_{0}, \boldsymbol{\beta}\right) & =\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right]
\end{aligned}
$$

For any $\boldsymbol{\rho} \in \mathbb{R}^{p}$, we have

$$
\begin{aligned}
& \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\partial_{\boldsymbol{\rho}}\left(\frac{\partial \Pi_{n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\partial \rho}\right) \\
& =\partial_{\boldsymbol{\rho}}\left(\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right]\right) \\
& -\partial_{\boldsymbol{\rho}}\left(\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right.} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right]\right) \\
& \\
& =\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}^{2}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
& \\
& +\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\left(\partial_{\boldsymbol{\rho}} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right]\right)^{\top} \\
& -\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h}\left(\partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)^{\top} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}}^{2} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V^{3}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\left(\partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)^{\top} \\
& \times \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}^{2}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{2}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h}\left(\partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)^{\top} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}}^{2} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V^{3}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\left(\partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)^{\top} \\
& \times \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right]
\end{aligned}
$$

Multiplying by $1 / \sqrt{n}$ and replacing $\boldsymbol{\rho}$ by $\widetilde{\boldsymbol{\rho}}_{n}$, we obtain

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \\
& =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}^{2}\left(T^{\gamma_{m, h}}\right)\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right) \phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}\right)\right] \\
& -\frac{2}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \partial_{\boldsymbol{\rho}}^{\top} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \partial_{\boldsymbol{\rho}}^{2} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right] \\
& +\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{3}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \partial_{\boldsymbol{\rho}} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}}^{\top} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =\Delta_{1, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)+\Delta_{2, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\Delta_{3, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\Delta_{4, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
\Delta_{1, n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}^{2}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
\Delta_{2, n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)= & -\frac{2}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \partial_{\boldsymbol{\rho}}^{\top} T\left(\boldsymbol{\rho}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
\Delta_{3, n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =-\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \partial_{\boldsymbol{\rho}}^{2} T\left(\boldsymbol{\rho}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] \\
\Delta_{4, n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}}^{\top} T\left(\boldsymbol{\rho}, \mathbf{X}_{t-1}\right) \\
& \times \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}\right)\right] .
\end{aligned}
$$

Recall that, for $i=1, \ldots, 4$, we wish to prove that $\left\|\mid \Delta_{i, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\| \|_{p}$ tends to a finite positive number as $n \rightarrow+\infty$.

Study of the asymptotic behavior of $\Delta_{1, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)$.
Recall that

$$
\Delta_{1, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}^{2} T^{\gamma_{m, h}}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right] .
$$

We have
$\left|\left|\left|\Delta_{1, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right|\right|\right|_{p} \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|| |\left|\partial_{\boldsymbol{\rho}}^{2} T^{\gamma_{m, h}}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right|| |_{p}\left|\phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right|$.
By the condition $\left(\mathcal{B}_{4}\right)$, we can write

$$
\begin{aligned}
\left|\left|\left|\Delta_{1, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right|\right|\right|_{p} & \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \chi\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right|
\end{aligned}
$$

Adding and subtracting appropriate terms, we obtain

$$
\begin{aligned}
\left|\left|\left|\Delta_{1, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right| \|_{p}\right.\right. & \leq \frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|
\end{aligned}
$$

We know that, by a second-order Taylor expansion, for some $\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}$ lying between $\boldsymbol{\rho}_{0}$ and $\widetilde{\boldsymbol{\rho}}_{n}$,

$$
\begin{aligned}
& \phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =\left(\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right)^{\top} \partial_{\boldsymbol{\rho}} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]+\frac{1}{2}\left(\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\left(\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right) .
\end{aligned}
$$

Using (4.6) and 4.7), we can write

$$
\begin{aligned}
\partial_{\boldsymbol{\rho}} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right] & =-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right], \\
\partial_{\boldsymbol{\rho}}^{2} \phi_{f}\left[\varepsilon_{t}\left(\widetilde{\tilde{\boldsymbol{\rho}}}_{n}, \gamma_{0}\right)\right] & =\frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left(\partial_{\boldsymbol{\rho}} T\left(\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\rho}} T\left(\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)^{\top} \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \partial_{\boldsymbol{\rho}}^{2} T\left(\widetilde{\tilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}\right)\right] .
\end{aligned}
$$

Using the assumption ( $\left.\mathcal{B}_{4}\right)$ and $\left(\mathcal{A}_{6}\right)$, we obtain

$$
\begin{aligned}
& \left.\left\|\partial_{\boldsymbol{\rho}} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right\|_{p} \leq \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \\
& \|\left.\partial_{\boldsymbol{\rho}}^{2} \phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right|_{p} \leq c_{\phi} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}+\frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\tilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

By the assumption $\left(\mathcal{A}_{6}\right)$, we can write

$$
\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| \leq c_{\phi}\left|\varepsilon_{t}\left(\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}\right)-\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right|+\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
$$

From on the inequality (3.6), we can write

$$
\left|\varepsilon_{t}\left(\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}\right)-\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right| \leq \frac{\left\|\widetilde{\tilde{\boldsymbol{\rho}}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}
$$

Then

$$
\begin{equation*}
\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| \leq c_{\phi}\left\|\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}+\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| . \tag{4.13}
\end{equation*}
$$

Consequently,

$$
\begin{aligned}
\|\left.\partial_{\boldsymbol{\rho}}^{2} \phi_{f}\left[\varepsilon_{t}\left(\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right|_{p} & \leq c_{\phi} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}+\frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +c_{\phi}\left\|\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \\
& =c_{\phi} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left(1+\left\|\mid \widetilde{\widetilde{\boldsymbol{\rho}}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p}\right)+\frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left|\phi_{f}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| & \left.\leq\left\|\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \\
& +\frac{1}{2}\left\|\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p}^{2} c_{\phi} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left(1+\left\|\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p}\right) \\
& +\frac{1}{2}\left\|\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p}^{2} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\|\left.\Delta_{1, n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right|_{p} \leq & \left.\frac{\left\|\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \\
& +\frac{c_{\phi}\left\|\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p}^{2}\left(1+\left\|\widetilde{\widetilde{\boldsymbol{\rho}}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p}\right) \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{2 n} \sum_{t=1}^{n} \frac{\chi^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& +\frac{\left\|\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{2 n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

Applying the ergodic theorem on each term after the summation with respect to $t$, as
$n \rightarrow+\infty$, since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$ and in view of Remark (3.4.4), we obtain

$$
\begin{aligned}
\left.\frac{1}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, & \left.=\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, \\
& \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \mathbb{E}\left\{\left|\phi_{f}^{\prime}\left[\varepsilon_{\tau_{j-1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|\right\} \int_{\mathbb{R}^{d}} \frac{\chi^{2}(x)}{V^{2}(x)} d F_{j}(x) \\
& \xrightarrow[n \rightarrow+\infty]{\text { a.s }} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x \lambda_{0,2}^{(2)}<\infty .
\end{aligned}
$$

In the same lines, we obtain

$$
\frac{1}{n} \sum_{t=1}^{n} \frac{\chi^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \lambda_{0,3}^{(3)}<\infty
$$

and,

$$
\frac{1}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right]\right| \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x \lambda_{0,2}^{(2)}<\infty
$$

In view of Remark (3.4.4),

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| & \xrightarrow[n \rightarrow+\infty]{a . s}
\end{aligned} \sum_{j=1}^{k+1} \alpha_{j} \mathbb{E}\left\{\left|\phi_{f}\left[\varepsilon_{\tau_{j-1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|\right\} \int_{\mathbb{R}^{d}} \frac{\chi(x)}{V(x)} d F_{j}(x) .
$$

Remark 4.2.3. As $n \rightarrow+\infty$, in probability,

$$
\left\|\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \leq\left\|\boldsymbol{\rho}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \rightarrow 0
$$

From Remark 4.2.3, since all the other terms are bounded, we can conclude that, as $n \rightarrow+\infty$, in probability, we have

$$
\left\|\left\|\Delta_{1, n}\left(\boldsymbol{\rho}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|\right\|_{p} \rightarrow 0
$$

Study of the asymptotic behavior of $\Delta_{2, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)$.
Recalling (4.13), we have

$$
\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| \leq c_{\phi}\left\|\widetilde{\boldsymbol{\rho}}_{n}-\rho_{0}\right\|_{p}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|+\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}\right)\right]\right| .
$$

Thus,

$$
\begin{aligned}
\left|\left|\left|\Delta_{2, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)\right| \|_{p}\right.\right. & \leq \frac{2}{n} \sum_{t=1}^{n} \frac{\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}\right)\right]\right|}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{2}} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left\|\partial_{\boldsymbol{\rho}} T^{\gamma_{m, h}}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right\|_{p} \\
& \times\left\|\partial_{\boldsymbol{\rho}} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right\|_{p} \\
& \leq \frac{2}{n} \sum_{t=1}^{n} \frac{\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right|}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{2}}\left|\chi\left(\mathbf{X}_{t-1}\right)\right|^{2} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \\
& \leq \frac{2 \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n}\left|\frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{2}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{2 \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| c_{\phi}\left\|\widetilde{\boldsymbol{\rho}}_{n}-\rho_{0}\right\|_{p}}{n} \sum_{t=1}^{n}\left|\frac{\chi^{2}\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)}\right| \\
& +\frac{2 \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n}\left|\frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{2}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

By the ergodic theorem and in view of the assumption $\left(\mathcal{B}_{4}\right)$, we have

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)} & =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)} \\
& \stackrel{a . s}{n \rightarrow+\infty} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\chi^{2}(x) \nu(x)}{V^{3}(x)} d F_{j}(x) \\
& \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \lambda_{1,2}^{(3)}<\infty .
\end{aligned}
$$

Also, since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$, in view of $\left(\mathcal{A}_{7}\right)$.

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| & =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\chi(x)}{V(x)} d F_{j}(x) \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x<\infty .
\end{aligned}
$$

Then, as $n \rightarrow+\infty, \mid\left\|\Delta_{2, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\| \|_{p}$ tends, in probability, to a positive real number. It results that, as $n \rightarrow+\infty, \mid\left\|\Delta_{2, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)\right\| \|_{p}$ tends in probability to a positive finite number.

Study of the asymptotic behavior of $\Delta_{3, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)$.

Recalling that

$$
\begin{aligned}
\Delta_{3, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =-\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \partial_{\boldsymbol{\rho}}^{2} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]
\end{aligned}
$$

and using $\left(\mathcal{B}_{4}\right)\left(\mathcal{A}_{9}\right)$ and 4.13), we have

$$
\begin{aligned}
& \left\|\left|\Delta_{3, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right|\right\|_{p} \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left|T^{\gamma_{m, h}}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right| \|\left.\partial_{\boldsymbol{\rho}}^{2} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right|_{p}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \nu\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \nu\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)\left[c_{\phi}\left\|\widetilde{\boldsymbol{\rho}}_{n}-\rho_{0}\right\| \|_{p}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|+\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|\right] \\
& \leq \frac{c_{\phi}\left\|\widetilde{\boldsymbol{\rho}}_{n}-\rho_{0}\right\|_{p} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu^{2}\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|
\end{aligned}
$$

By the ergodic theorem,

$$
\begin{aligned}
\lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{t=1}^{n} \frac{\nu^{2}\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} & =\lim _{n \rightarrow+\infty} \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\nu^{2}\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& =\sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\nu^{2}(x) \chi(x)}{|V(x)|^{3}} d F_{j}(x) \\
& =\sum_{j=1}^{k+1} \alpha_{j} \lambda_{2,1}^{(3)}<\infty .
\end{aligned}
$$

Again, since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$, in view of $\left(\mathcal{A}_{7}\right)$,

$$
\begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{t=1}^{n} \frac{\nu\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& =\lim _{n \rightarrow+\infty} \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\nu\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& =\sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\nu(x) \chi(x)}{V^{2}(x)} d F_{j}(x) \mathbb{E}\left\{\left|\phi_{f}^{\prime}\left[\varepsilon_{\tau_{j-1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|\right\}
\end{aligned}
$$

$$
=\sum_{j=1}^{k+1} \alpha_{j} \lambda_{1,1}^{(2)} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x<\infty .
$$

Thus, using (4.2.3), as $n \rightarrow+\infty,\left|\left|\left|\Delta_{3, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right| \|_{p}\right.\right.$ tends in probability to a finite positive real number.
It results that, as $n \rightarrow+\infty,\left|\left\|\Delta_{3, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \mid\right\|_{p}\right.$ tends in probability to a finite positive number.

Study of the asymptotic behavior of $\Delta_{4, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)$.

Recalling that

$$
\begin{aligned}
\Delta_{4, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \mathbf{X}_{t-1}\right) \\
& \times\left(\partial_{\boldsymbol{\rho}} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\rho}} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right)^{\top} \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right] .
\end{aligned}
$$

By assumption $\left(\mathcal{A}_{6}\right)$

$$
\begin{aligned}
\left|\left|\left|\Delta_{4, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)\right| \|_{p}\right.\right. & \leq \frac{c_{\phi}}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left|T^{\gamma_{m, h}}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right| \\
& \times\left\|\partial_{\boldsymbol{\rho}} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right\|_{p}^{2}
\end{aligned}
$$

By assumptions $\left(\mathcal{B}_{4}\right)$ and $\left(\mathcal{A}_{9}\right)$, we obtain

$$
\left\|\mid \Delta_{4, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\| \|_{p} \leq \frac{c_{\phi} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}
$$

The ergordic theorem yields

$$
\begin{aligned}
\lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} & =\lim _{n \rightarrow+\infty} \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \\
& =\sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}} \frac{\chi^{2}(x) \nu(x)}{V^{2}(x)} d F_{j}(x) \\
& =\sum_{j=1}^{k+1} \alpha_{j} \lambda_{1,2}^{(2)}<\infty .
\end{aligned}
$$

Then, as $n \rightarrow+\infty, \mid\left\|\Delta_{4, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\| \|_{p}$ tends in probability to a finite positive number.
Now, we proved that, for $i=1, \ldots, 4,\left\|\left|\left|\Delta_{i, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right| \|_{p}\right.\right.$ is bounded.
We conclude that, as $n \rightarrow+\infty,(1 / \sqrt{n}) \mid\left\|\partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\| \|_{p}$ tends in probability to a
finite positive real number, denoted by $b$.
Recall from (4.11) that, as $n \rightarrow+\infty$, we have

$$
\begin{aligned}
& \frac{1}{2}\left|\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)\right| \\
& \left.\leq \frac{1}{2}\left\|\sqrt{n}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)\right\|_{p}\| \| \frac{1}{\sqrt{n}} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \right\rvert\,\left\|_{p}\right\| \boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}} \|_{p} \\
& \leq \frac{1}{2}\left\|\sqrt{n}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)\right\|_{p}\left\|\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right\|_{p} \times b
\end{aligned}
$$

since under $H_{0}$, as $n \rightarrow+\infty$, we have

$$
\sqrt{n}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right) \rightarrow \mathcal{N}(0, \Sigma)
$$

by Remark (4.2.3), we conclude that

$$
\begin{equation*}
\frac{1}{2}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)=o_{P}(1) \tag{4.14}
\end{equation*}
$$

Treating (4.10).

From (4.14), we can write

$$
\begin{equation*}
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1) . \tag{4.15}
\end{equation*}
$$

Now, we aim to prove that

$$
\left(\boldsymbol{\rho}_{\boldsymbol{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0}, \boldsymbol{\beta}\right)=o_{P}(1)
$$

Now, as $n \rightarrow+\infty$, adding and subtracting appropriate terms, we can write

$$
\begin{aligned}
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)= & \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}+\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{s(n)}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1) \\
& =\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{s(n)}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \\
& +\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1)
\end{aligned}
$$

where $\{s(n)\}_{n \geq 1}$ stands for a sequence of positive integers such that $n / s(n) \rightarrow 0$ as $n \rightarrow+\infty$.
Observing that, as $n \rightarrow+\infty$,

$$
\sqrt{n}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{s(n)}\right)^{\top}=\sqrt{s(n)}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{s(n)}\right)^{\top} \times \frac{\sqrt{n}}{\sqrt{s(n)}}=o_{P}(1) .
$$

It is easy to see that,

$$
\left(\boldsymbol{\rho}_{0}-\boldsymbol{\rho}_{s(n)}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)=\sqrt{n}\left(\boldsymbol{\rho}_{0}-\boldsymbol{\rho}_{s(n)}\right)^{\top} \frac{1}{\sqrt{n}} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)
$$

Then, it suffices to show that $\partial_{\rho} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) / \sqrt{n}$ converges in probability to a random vector.

Asymptotic behavior of $\partial_{\rho} \Pi_{n}\left(\rho_{n}, \gamma_{0}, \boldsymbol{\beta}\right) / \sqrt{n}$.

We can write the following decomposition

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \\
& =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =\mho_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\mho_{2, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
\mho_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, n}}\right)\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right], \\
\mho_{2, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =-\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right] .
\end{aligned}
$$

Study of the asymptotic behavior of $\mho_{1, n}\left(\boldsymbol{\rho}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)$.

We have

$$
\begin{aligned}
\left\|\mho_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|_{p} & \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left\|\partial_{\boldsymbol{\rho}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right)\right\|_{p}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \chi\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right]\right|
\end{aligned}
$$

Adding and subtracting appropriate terms, we obtain,

$$
\left\|\mho_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|_{p} \leq \frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|
$$

$$
+\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
$$

We know that

$$
\begin{aligned}
& \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =-\frac{1}{V\left(\mathbf{X}_{t-1}\right)}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)^{\top} \partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{V\left(\mathbf{X}_{t-1}\right)}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right) \\
& +\frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right)^{\top}\left(\partial_{\boldsymbol{\rho}} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \gamma_{0}\right)\right)\left(\partial_{\boldsymbol{\rho}} T\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right)^{\top}\left(\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right) \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]
\end{aligned}
$$

where $\widetilde{\boldsymbol{\rho}}_{n}$ lies between $\boldsymbol{\rho}_{\boldsymbol{n}}$ and $\boldsymbol{\rho}_{\mathbf{0}}$.
Then, by assumption $\left(\mathcal{B}_{4}\right)$, we obtain

$$
\begin{aligned}
\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| & \leq\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{0}\right\|_{p}^{2} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{0}\right\|_{p}^{2} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

By (4.13), we can write

$$
\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| \leq c_{\phi}\left\|\widetilde{\boldsymbol{\rho}}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}+\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|,
$$

since as $n \rightarrow+\infty$,

$$
\phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}\right)\right] \leq c_{\phi}
$$

Then

$$
\begin{aligned}
& \left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|+c_{\phi}\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{0}\right\|_{p}^{3} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \\
& +\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{0}\right\|_{p}^{2} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|+c_{\phi}\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{0}\right\|_{p}^{2} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \\
& \leq\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|+c_{\phi}\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p}^{2}\left(1+\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p}\right) \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \\
& +\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{0}\right\|_{p}^{2} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \left\|\mho_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|_{p} \leq \frac{\left\|\boldsymbol{\rho}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \quad+\frac{c_{\phi}\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p}^{2}\left(1+\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{0}\right\|_{p}\right) \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& \quad+\frac{\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{0}\right\|_{p}^{2} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \quad+\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|
\end{aligned}
$$

By the ergodic theorem, as $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$, in view of Remark 3.4.4, we have

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right]\right| & =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\chi\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\chi(x)}{V(x)} d F_{j}(x) \int_{\mathbb{R}^{d}}\left|\phi_{f}(x)\right| f(x) d x<\infty .
\end{aligned}
$$

In view of $\left(\mathcal{A}_{7}\right)$ and following the same procedure for the other terms, we obtain

$$
\begin{aligned}
& \frac{1}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}\right)\right]\right| \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x \lambda_{0,2}^{(2)}<\infty, \\
& \frac{1}{n} \sum_{t=1}^{n} \frac{\chi^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \lambda_{0,3}^{3}<\infty, \\
& \frac{1}{n} \sum_{t=1}^{n} \frac{\chi^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right]\right| \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x \lambda_{0,2}^{(2)}<\infty .
\end{aligned}
$$

We know that, as $n \rightarrow+\infty$,

$$
\left\|\boldsymbol{\rho}_{\boldsymbol{n}}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \xrightarrow{\mathbb{P}} 0
$$

then we can easily conclude that, as $n \rightarrow+\infty$,

$$
\mho_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathbb{P}} \mathbf{0} \in \mathbb{R}^{p}
$$

Study of the asymptotic behavior of $\mho_{2, n}\left(\boldsymbol{\rho}_{n}, \gamma_{0}, \boldsymbol{\beta}\right)$.

Using the condition $\left(\mathcal{B}_{4}\right)$, we have

$$
\begin{aligned}
& \left\|\mho_{2, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|_{p} \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left|T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right|\left\|\partial_{\boldsymbol{\rho}} T\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right\|_{p}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

Using 4.13, we can write

$$
\begin{aligned}
\left\|\mho_{2, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|_{p} & \leq \frac{c_{\phi}\left\|\boldsymbol{\rho}_{n}-\boldsymbol{\rho}_{\mathbf{0}}\right\|_{p} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu\left(\mathbf{X}_{t-1}\right) \chi^{2}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}\right)\right]\right|
\end{aligned}
$$

Since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$ and using ergodic theorem, in view of $\left(\mathcal{A}_{7}\right)$, we obtain

$$
\begin{aligned}
& \frac{1}{n} \sum_{t=1}^{n} \frac{\nu\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\nu\left(\mathbf{X}_{t-1}\right) \chi\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}\right)\right]\right| \\
& \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\nu(x) \chi(x)}{V^{2}(x)} d F_{j}(x) \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x<\infty
\end{aligned}
$$

Following the same procedure, we obtain

$$
\frac{1}{n} \sum_{t=1}^{n} \frac{\nu\left(\mathbf{X}_{t-1}\right) \chi^{2}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \underset{n \rightarrow+\infty}{a . s} \sum_{j=1}^{k+1} \alpha_{j} \lambda_{1,2}^{(3)}<\infty
$$

Then, as $n \rightarrow+\infty$, it is easy to see that $\left\|\mho_{2, n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|_{p}$ tends in probability to a finite positive real number. Then,

$$
\left\|\frac{1}{\sqrt{n}} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|_{p} \leq\left\|\mho_{1, n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|_{p}+\left\|\mho_{2, n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\|_{p}<\infty
$$

It results that

$$
\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{s(n)}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=o_{P}(1) .
$$

Thus,

$$
\begin{equation*}
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1) \tag{4.16}
\end{equation*}
$$

In order to treat the above equation (4.16), we need the following lemma.

Lemma 4.2.1. Assume that $\left(\mathcal{B}_{2}\right)$ hold. Let $\{s(n)\}_{n \geq 1}$ be a sequence of positive integers such that $n / s(n)$ tends to 0 as $n \rightarrow+\infty$. For $\boldsymbol{\gamma}_{0}, \boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, $\boldsymbol{\rho}_{s(n)}$ is asymptotically in the tangent space $\mathbb{T}_{n}$ to the curve of $\Pi_{n}(\boldsymbol{\rho}, \boldsymbol{\gamma}, \boldsymbol{\beta})$ at $\boldsymbol{\rho}_{n}$, defined as follow:

$$
\mathbb{T}_{n}=\left\{z \in \mathbb{R}^{p} / \Pi_{n}\left(z, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\left(z-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right\} .
$$

Proof. Writing a second-order Taylor expansion of $\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ in a neighborhood of $\boldsymbol{\rho}_{\boldsymbol{n}}$, for some $\widetilde{\boldsymbol{\rho}}_{s(n)}$ lies between $\boldsymbol{\rho}_{s(n)}$ and $\boldsymbol{\rho}_{\boldsymbol{n}}$ we obtain

$$
\begin{aligned}
\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right) & =\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \\
& +\frac{1}{2}\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right) .
\end{aligned}
$$

To prove that, as $n \rightarrow+\infty, \boldsymbol{\rho}_{s(n)}$ belongs to $\mathbb{T}_{n}$, it suffices to show that $\left(\boldsymbol{\rho}_{s(n)}-\right.$ $\left.\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)=o_{P}(1)$.
To find the asymptotic distribution of $\sqrt{n}\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)$, we add and substract appropriate terms and we obtain

$$
\begin{aligned}
\sqrt{n}\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right) & =\sqrt{n}\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\mathbf{0}}+\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right) \\
& =\sqrt{n}\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\mathbf{0}}\right)+\sqrt{n}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right) \\
& =\sqrt{s(n)}\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\mathbf{0}}\right) \frac{\sqrt{n}}{\sqrt{s(n)}}+\sqrt{n}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right) \\
& =o_{P}(1)+\sqrt{n}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right) .
\end{aligned}
$$

Then, asymptotically, $\sqrt{n}\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)$ have the same distribution as $\sqrt{n}\left(\boldsymbol{\rho}_{\mathbf{0}}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)$. This means that $\sqrt{n}\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{n}\right)$ converges in distribution to a normal law.
Now, to prove that $\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{n}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right)\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{n}\right)=o_{P}(1)$, it suffices to show that $\partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) / \sqrt{n}$ converges in probability to a random vector.
Recall that

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right) \\
& =\Delta_{1, n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right)+\Delta_{2, n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right)+\Delta_{3, n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right)+\Delta_{4, n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right)
\end{aligned}
$$

where $\{s(n)\}_{n \geq 1}$ stands for a sequence of positive integers such that $n / s(n) \rightarrow 0$ as $n \rightarrow+\infty, \boldsymbol{\rho}_{\boldsymbol{n}}$ is given by $\left(\mathcal{B}_{2}\right)$, and $\widetilde{\boldsymbol{\rho}}_{s(n)}$ lies between $\boldsymbol{\rho}_{\boldsymbol{s}(n)}$ and $\boldsymbol{\rho}_{\mathbf{0}}$.
We have, as $n \rightarrow+\infty,\left\|\widetilde{\boldsymbol{\rho}}_{s(n)}-\boldsymbol{\rho}_{\mathbf{0}}\right\| \leq\left\|\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\mathbf{0}}\right\| \xrightarrow{\text { a.s. }} 0$, then,

$$
\widetilde{\boldsymbol{\rho}}_{s(n)}-\boldsymbol{\rho}_{\mathbf{0}}=o_{P}(1) .
$$

For some $\widetilde{\boldsymbol{\rho}}_{n}$ lying between $\boldsymbol{\rho}_{n}$ and $\boldsymbol{\rho}_{0}$, we proved perviousely that $\left|\left|\left|\partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right|\right| \|_{p} / \sqrt{n}\right.$ converge in probability, as $n \rightarrow+\infty$, to a finite positive number. By following the same
strategy, we can prove that $\left|\left\|\partial_{\rho}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \mid\right\|_{p} / \sqrt{n}\right.$ converge in probability to a positive finite number, where $\widetilde{\boldsymbol{\rho}}_{s(n)}$ lies between $\boldsymbol{\rho}_{s(n)}$ and $\boldsymbol{\rho}_{0}$.
Consequently,

$$
\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{n}\right)^{\top} \partial_{\boldsymbol{\rho}}^{2} \Pi_{n}\left(\widetilde{\boldsymbol{\rho}}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)=o_{P}(1)
$$

It results from Lemma 4.2 .1 that, as $n \rightarrow+\infty, \boldsymbol{\rho}_{s(n)}$ belongs to the tangent space $\mathbb{T}_{n}$. Thus, by replacing $z$ by $\boldsymbol{\rho}_{s(n)}$, we obtain

$$
\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\rho}_{s(n)}-\boldsymbol{\rho}_{\boldsymbol{n}}\right)^{\top} \partial_{\boldsymbol{\rho}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1)
$$

Finally, recalling (4.16), we obtain

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1) .
$$

Proof of (ii): To prove (4.5), it suffices to show that, as $n \rightarrow+\infty, \widehat{\eta}_{n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \rightarrow$ $\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$. For any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, we have

$$
\begin{aligned}
& \widehat{\eta}_{n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)-\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \\
& =\sum_{j=1}^{k+1} \widehat{\alpha}_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)-\sum_{j=1}^{k+1} \alpha_{j} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right) \\
& =\sum_{j=1}^{k+1} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m}\left[\widehat{\alpha}_{j} \widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)-\alpha_{j} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] .
\end{aligned}
$$

We add and substract appropriate terms and we obtain

$$
\begin{aligned}
& \widehat{\eta}_{n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)-\eta\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \\
& =\sum_{j=1}^{k+1} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m}\left[\widehat{\alpha}_{j} \widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)+\alpha_{j} \widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)-\alpha_{j} \widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)-\alpha_{j} \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =\sum_{j=1}^{k+1} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m}\left(\widehat{\alpha}_{j}-\alpha_{j}\right)\left[\widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)-\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)+\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& +\sum_{j=1}^{k+1} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \alpha_{j}\left[\widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)-\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =\sum_{j=1}^{k+1} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m}\left[\left(\widehat{\alpha}_{j}-\alpha_{j}\right)\left[\widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)-\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]+\left(\widehat{\alpha}_{j}-\alpha_{j}\right) \eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& +\sum_{j=1}^{k+1} \sum_{1 \leq h \leq m \leq p} \beta_{j, h} \beta_{j, m} \alpha_{j}\left[\widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}_{0}\right)-\eta_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right],
\end{aligned}
$$

where, for $h=1, \ldots, p$,

$$
\widehat{\eta}_{j, 2}^{(h, m)}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)=\frac{I(f)}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{2}(x)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, x\right)
$$

For all $j=1, \ldots, k+1$, we have

$$
\widehat{\alpha}_{j}-\alpha_{j} \xrightarrow[n \rightarrow+\infty]{ } 0 .
$$

For $j=1, \ldots, k+1$ and $h=1, \ldots, p$, using the assumption $\left(\mathcal{A}_{9}\right)$ and the fact that the functions $\frac{1}{V}, \frac{\partial T}{\partial \gamma_{j, h}}$ are bounded, it follows from the Lebesgue's convergence theorem that each term in the right-hand side of (4.17) tends to 0 .

For testing $H_{0}$ against $H_{\boldsymbol{\beta}}^{(n)}$, for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, we consider the following statistic

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} .
$$

Theorem 4. (Optimality)
Assume that $\left(\mathcal{A}_{1}\right)\left(\mathcal{A}_{10}\right)$ and $\left(\mathcal{B}_{1}\right)\left(\mathcal{B}_{5}\right)$ hold. Then, for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, we have
i. Under $H_{0}$, as $n \rightarrow+\infty, \mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1)$.
ii. Under local alternatives $H_{\beta}^{(n)}$, at level of significance $\left.\alpha \in\right] 0,1[$, the asymptotic power of the test based on the statistic $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ is $\mathcal{P}_{k, \tau^{k}}=1-\Phi\left(z_{\alpha}-\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right)$, where $z_{\alpha}$ is the $(1-\alpha)$-quantile of a standard Gaussian distribution with cumulative distribution function $\Phi$.
iii. The test based on the statistic $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ is locally asymptotically optimal.

Proof: The statistic that we have is

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right)}
$$

We proved in Proposition (4.2.2) that

$$
\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1) .
$$

Also, we proved that, as $n \rightarrow+\infty$,

$$
\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathbb{P}} \pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)
$$

Then, under $H_{0}$ and as $n \rightarrow+\infty$, we have

$$
\lim _{n \rightarrow+\infty} \frac{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}=1
$$

Then, under $H_{0}$ and as $n \rightarrow+\infty$, we have

$$
\begin{aligned}
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right) & =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \\
& =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{0}, \gamma_{0}, \boldsymbol{\beta}\right)+o_{P}(1)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \\
& =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}+\frac{1}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \times o_{P}(1) \\
& =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \times \frac{\left.\pi_{( } \boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}+\frac{1}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \times o_{P}(1) \\
& =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \times \frac{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}+\frac{1}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \times o_{P}(1) \\
& \simeq \mathcal{T}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) .
\end{aligned}
$$

The convergence of $\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ to $\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ remains true under the local alternatives $H_{\beta}^{(n)}$ by contiguity. Then, under $H_{\beta}^{(n)}$ and as $n \rightarrow+\infty$, using Lecam's third lemma, we have

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\frac{\widehat{\Pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} \xrightarrow{\mathcal{D}} \mathcal{N}\left(\pi\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right), 1\right) .
$$

Thus, we can say that the power of the test remains the same.
With this, we have established that

- The central sequence based on the estimated version has no effect to the power of the test.
- The statistic based on the estimated version is asymptotically equivalent to that based on the true parameter.

Then we conclude that the test remains optimal in the case where the nuisance parameter is unknown with known $\gamma_{0}$.

### 4.3 The functions involved in the model and the parameters are unknown.

In practice, $\gamma_{0}$ may be unknown and has to be estimated. One of estimation methods is the maximum likelihood. Denote by $\boldsymbol{\gamma}_{n}=\gamma_{0}+\boldsymbol{\beta} / \sqrt{n}$, for some $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$. Let $\widehat{\gamma}_{n}$ and $\widehat{\gamma}_{0, n}$ be respectively, the maximum likelihood estimator of $\gamma_{n}$ and $\gamma_{0}$.
We need the following additional assumptions
$\left(\mathcal{B}^{\prime}{ }_{1}\right)$ For any $m=1, \ldots, k+1, h=1, \ldots, p$,
$\max \left\{\sup _{\boldsymbol{\gamma}}\left|T^{\gamma_{m, h}}(\boldsymbol{\rho}, \boldsymbol{\gamma}, x)\right|, \sup _{\boldsymbol{\gamma}}\left\|\partial_{\boldsymbol{\gamma}} T^{\gamma_{m, h}}(\boldsymbol{\rho}, \boldsymbol{\gamma}, x)\right\|_{p(k+1)}\right.$,
$\sup _{\boldsymbol{\gamma}}\left|\left\|\partial_{\gamma}^{2} T^{\gamma_{m, h}}(\boldsymbol{\rho}, \boldsymbol{\gamma}, x) \mid\right\|_{p(k+1)}\right\}<\kappa(x)$, where $T^{\gamma_{m, h}}(\boldsymbol{\rho}, \boldsymbol{\gamma}, x)=\frac{\partial T}{\partial \gamma_{m, h}}(\boldsymbol{\rho}, \boldsymbol{\gamma}, x)$.
$\left(\mathcal{B}^{\prime}{ }_{2}\right)$ For $j=1, \ldots, k+1$, assume that, for $u=1,2,3$ and $a, b \in\{0,1,2,3\}$

$$
\delta_{a, b}^{(u)}=\int_{\mathbb{R}^{d}} \frac{\nu^{a}(x) \kappa^{b}(x)}{V^{u}(x)} d F_{j}(x)<\infty .
$$

$\left(\mathcal{B}^{\prime}{ }_{3}\right)$ Assume that $\sqrt{n}\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)=O_{P}(1)$.

Remark 4.3.1. Let $\widehat{\gamma}_{0, n}$ and $\widetilde{\gamma}_{0, n}$ be the maximum likelihood estimator of $\gamma_{0}$ under $H_{0}$ and $H_{\beta}^{(n)}$ respectively. In probability, asymptoticaly, we have

$$
\widetilde{\gamma}_{0, n}=\widehat{\gamma}_{0, n}+\beta / \sqrt{n} .
$$

Let $s(n)$ be any sequence of positive integers satisfying $n / s(n) \rightarrow 0$, as $n \rightarrow+\infty$.
When $\boldsymbol{\gamma}_{0}$ is unknown, for testing $H_{0}$ against $H_{\boldsymbol{\beta}}^{(n)}$, for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, our test statistic can be expressed as follow

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}
$$

Proposition 4.3.1. Assume that $\left(\mathcal{A}_{1}\right) \cdot\left(\mathcal{A}_{10}\right),\left(\mathcal{B}_{1}\right)-\left(\mathcal{B}_{5}\right)$ and $\left(\mathcal{B}^{\prime}{ }_{1}\right) \cdot\left(\mathcal{B}^{\prime}{ }_{3}\right)$ hold. Then, for any sequence $s(n)$ of positive integers satisfying, as $n \rightarrow+\infty, n / s(n) \rightarrow 0$, for any sequence of consistent and asymptotically normal estimators $\left\{\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}\right)\right\}_{n \geq 1}$ of $\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)$ and for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, we have, under $H_{0}$ and as $n \rightarrow+\infty$,

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+o_{P}(1) .
$$

Proof: The proof relies on a number of lemmas that we state and prove.

Lemma 4.3.1. Assume that $\left(\mathcal{A}_{1}\right),\left(\mathcal{A}_{10}\right),\left(\mathcal{B}_{1}\right)-\left(\mathcal{B}_{5}\right)$, and $\left(\mathcal{B}^{\prime}{ }_{1}\right),\left(\mathcal{B}^{\prime}{ }_{3}\right)$ hold. Then, for any sequence $s(n)$ of positive integers satisfying, as $n \rightarrow+\infty, n / s(n) \rightarrow 0$, for any sequence of consistent and asymptotically normal estimators $\left\{\widehat{\gamma}_{0, n}\right\}_{n \geq 1}$ of $\boldsymbol{\gamma}_{0}$ and for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, we have, under $H_{0}$ and as $n \rightarrow+\infty$,

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+o_{P}(1)
$$

Proof: For any $\boldsymbol{\rho} \in \mathbb{R}^{p}$ and $(\boldsymbol{\gamma}, \boldsymbol{\beta}) \in \mathbb{R}^{p(k+1)} \times \mathbb{R}^{p(k+1)}$, for $\widehat{\gamma}_{0, n}$ the maximum likelihood or the least squares estimator of $\boldsymbol{\gamma}_{0}$, we write a first-order Taylor expansion of $\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ in a neighborhood of $\widehat{\gamma}_{0, n}$ and we obtain, for some $\widetilde{\widetilde{\gamma}}_{0, n}$ lying between $\gamma_{0}$ and $\widehat{\gamma}_{0, n}$,

$$
\begin{aligned}
\Pi_{n}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)-\left(\widehat{\boldsymbol{\gamma}}_{0, n}-\boldsymbol{\gamma}_{0}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\boldsymbol{\gamma}}_{0, n}, \boldsymbol{\beta}\right) \\
& +\frac{1}{2}\left(\widehat{\gamma}_{0, n}-\boldsymbol{\gamma}_{0}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right),
\end{aligned}
$$

where

$$
\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)=\left(\begin{array}{ccc}
\partial_{\gamma_{1}}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right) & \ldots & \partial_{\gamma_{1} \gamma_{p}}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right) \\
\vdots & \ddots & \vdots \\
\partial_{\gamma_{p} \gamma_{1}}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right) & \ldots & \partial_{\gamma_{p}}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)
\end{array}\right) \in \mathcal{M}_{p(k+1)}
$$

Our aim is to prove that, under $H_{0}$, as $n \rightarrow+\infty$,

$$
\begin{align*}
\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) & =o_{P}(1)  \tag{4.18}\\
\left(\widehat{\gamma}_{0, n}-\boldsymbol{\gamma}_{0}\right)^{\top} \partial_{\boldsymbol{\gamma}}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\boldsymbol{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\boldsymbol{\gamma}_{0}\right) & =o_{P}(1) \tag{4.19}
\end{align*}
$$

Starting with (4.19), we observe that

$$
\begin{aligned}
& \left|\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)\right| \\
& \leq\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \times\| \| \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right) \mid\left\|_{p(k+1)} \times\right\| \widehat{\gamma}_{0, n}-\gamma_{0} \|_{p(k+1)} .
\end{aligned}
$$

Multiplying and dividing by $\sqrt{n}$, we obtain

$$
\begin{aligned}
& \left|\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)\right| \\
& \leq\left\|\sqrt{n}\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)\right\|_{p(k+1)} \times \frac{1}{\sqrt{n}}\left|\left\|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right) \mid\right\|_{p(k+1)} \times\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}\right.
\end{aligned}
$$

The Proposition 4.2.1 treats the case where $\boldsymbol{\rho}_{\boldsymbol{n}}$ is an asymptotically normal estimator of $\boldsymbol{\rho}_{\mathbf{0}}$. Same thing when $\widehat{\gamma}_{0, n}$ is an estimator of $\gamma_{0}$. Then, using Proposition 4.2.1, under $H_{0}$, as $n \rightarrow+\infty, \sqrt{n}\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)$ converges in distribution to a normal distribution and $\widehat{\gamma}_{0, n}-\gamma_{0}$ tends to 0 in probability as $n \rightarrow+\infty$.

Then, to prove 4.19), it suffices to show that $\left\|\left|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right|\right\|_{p(k+1)} / \sqrt{n}$ tends in probability, as $n \rightarrow+\infty$, to some positive random variable. Recalling (3.9), we have

$$
\begin{aligned}
\Pi_{n}(\boldsymbol{\rho}, \boldsymbol{\gamma}, \boldsymbol{\beta}) & =\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left\{\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \boldsymbol{\beta}^{\top} N\left(\boldsymbol{\rho}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})\right]\right\} \\
& =\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}(\boldsymbol{\rho}, \boldsymbol{\gamma}, \boldsymbol{\beta}) \phi_{f}\left[\varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})\right] .
\end{aligned}
$$

Then,
$\partial_{\boldsymbol{\gamma}} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)=\left(\omega_{1} \partial_{\boldsymbol{\gamma}_{1}} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right), \ldots, \omega_{k+1} \partial_{\gamma_{k+1}} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)^{\top} \in \mathbb{R}^{p(k+1)}$,
and
$\partial_{\gamma}^{2} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)$
$=\left(\begin{array}{cccc}\omega_{1}^{2} H_{\gamma_{1}} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) & \mathbf{0} & \cdots & \mathbf{0} \\ \mathbf{0} & \omega_{2}^{2} H_{\gamma_{2}} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) & \ddots & \vdots \\ \vdots & \ddots & \ddots & \mathbf{0} \\ \mathbf{0} & \cdots & \mathbf{0} & \omega_{k+1}^{2} H_{\gamma_{k+1}} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\end{array}\right)$
$\in \mathcal{M}_{p(k+1)}(\mathbb{R})$,
where, for any $i=1, \ldots, k+1, H_{\gamma_{i}}\left[T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right]$ is the Hessian matrix of $T^{\gamma_{m, h}}$ with respect to $\gamma_{i}$.
We recall (3.2 and write, for any $t \in \mathbb{N}, \boldsymbol{\rho} \in \mathbb{R}^{p}$ and $\gamma \in \mathbb{R}^{p(k+1)}$,

$$
\varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})=\frac{X_{t}-T\left(\boldsymbol{\rho}+\boldsymbol{\gamma} \odot \omega(t), \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}
$$

then,

$$
\partial_{\boldsymbol{\gamma}} \varepsilon_{t}(\boldsymbol{\rho}, \boldsymbol{\gamma})=-\frac{1}{V\left(\mathbf{X}_{t-1}\right)} \partial_{\boldsymbol{\gamma}} T\left(\boldsymbol{\rho}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) .
$$

Remember that we wish to bound $\frac{1}{\sqrt{n}}\left\|\mid \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\| \|_{p(k+1)}$. Also, recall that

$$
\begin{aligned}
\frac{1}{\sqrt{n}} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \boldsymbol{\beta}\right) & =\frac{1}{n} \partial_{\gamma}\left(\sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right]\right) \\
& =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\gamma}}\left(T^{\gamma_{m, h}}\right)\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& -\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \partial_{\boldsymbol{\gamma}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] .
\end{aligned}
$$

From this, for any $\boldsymbol{\rho} \in \mathbb{R}^{p}$ and $(\boldsymbol{\gamma}, \boldsymbol{\beta}) \in \mathbb{R}^{p(k+1)} \times \mathbb{R}^{p(k+1)}$, we have

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \boldsymbol{\beta}\right)=\frac{1}{\sqrt{n}} \partial_{\boldsymbol{\gamma}}\left[\partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \boldsymbol{\beta}\right)\right] \\
& =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\gamma}}^{2} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& -\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h}\left(\partial_{\boldsymbol{\gamma}} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\gamma}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)^{\top} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& -\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h}\left(\partial_{\gamma} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\gamma}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)^{\top} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& -\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \partial_{\gamma}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& +\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\gamma}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)^{\top} \\
& \times \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\gamma}^{2} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& -\frac{2}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h}\left(\partial_{\gamma} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\gamma}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)^{\top} \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& -\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \partial_{\gamma}^{2} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] \\
& +\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\boldsymbol{\gamma}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}, \mathbf{X}_{t-1}\right)\right)^{\top} \\
& \times \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}\right)\right] .
\end{aligned}
$$

Thus,

$$
\begin{align*}
\frac{1}{\sqrt{n}} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right) & =\Xi_{1, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)-\Xi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)  \tag{4.20}\\
& -\Xi_{3, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)+\Xi_{4, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right),
\end{align*}
$$

where

$$
\Xi_{1, n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)=\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\gamma}^{2} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]
$$

$$
\begin{aligned}
\Xi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)= & \frac{2}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h}\left(\partial_{\gamma} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right)\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}_{0, n}\right)\right)^{\top} \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right], \\
\Xi_{3, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)= & \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right) \partial_{\gamma}^{2} T\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}\right) \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}_{0, n}\right)\right], \\
\Xi_{4, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)= & \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right) \\
& \times\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{0}, \widetilde{\boldsymbol{\gamma}}_{0, n}\right)\right)^{\top} \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}_{0, n}\right)\right] .
\end{aligned}
$$

Here, our main purpose is to show that, for $i=1, \ldots, 4,\| \| \Xi_{i, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\| \|_{p(k+1)}$ converges to a finite positive number.

Study of the asymptotic behavior of $\Xi_{1, n}\left(\rho_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)$.

We have

By assumption $\left(\mathcal{B}^{\prime}{ }_{1}\right)$, we obtain

$$
\left\|\left|\Xi_{1, n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right|\right\|_{p(k+1)} \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]\right|
$$

Adding and subtracting appropriate terms, we obtain

$$
\begin{aligned}
& \left|\left|\left|\Xi_{1, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right|\right|\right|_{p(k+1)} \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}_{0, n}\right)\right]+\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

By a second-order Taylor expansion, for some $\ddot{\gamma}_{0, n}$ lying between $\widetilde{\widetilde{\gamma}}_{0, n}$ and $\gamma_{0}$, we have

$$
\begin{aligned}
& \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& =-\frac{1}{V\left(\mathbf{X}_{t-1}\right)}\left(\widetilde{\widetilde{\gamma}}_{0, n}-\boldsymbol{\gamma}_{0}\right)^{\top} \partial_{\boldsymbol{\gamma}} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \\
& -\frac{1}{2 V\left(\mathbf{X}_{t-1}\right)}\left(\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right)^{\top} \partial_{\gamma}^{2} T\left(\boldsymbol{\rho}_{0}, \ddot{\gamma}_{0, n}, \mathbf{X}_{t-1}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \ddot{\gamma}_{0, n}\right)\right]\left(\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right) \\
& +\frac{1}{2 V^{2}\left(\mathbf{X}_{t-1}\right)}\left(\widetilde{\widetilde{\gamma}}_{0, n}-\boldsymbol{\gamma}_{0}\right)^{\top}\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{0}, \ddot{\gamma}_{0, n}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \ddot{\gamma}_{0, n}, \mathbf{X}_{t-1}\right)\right)^{\top}\left(\widetilde{\widetilde{\gamma}}_{0, n}-\boldsymbol{\gamma}_{0}\right) \\
& \times \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \ddot{\gamma}_{0, n}\right)\right] .
\end{aligned}
$$

Then, using the assumption $\left(\mathcal{A}_{9}\right)$, we obtain

$$
\begin{aligned}
\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| & \leq\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right\|_{p(k+1)}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\| \| \widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0} \|_{p(k+1)}^{2}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \ddot{\gamma}_{0, n}\right)\right]\right| \\
& +\| \| \widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0} \|_{p(k+1)}^{2}\left|\frac{\nu^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\right|\left|\phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \ddot{\gamma}_{0, n}\right)\right]\right| .
\end{aligned}
$$

Using the fact that $\phi_{f}^{\prime}$ is $c_{\phi}$-lipshitz, we have, for any $\gamma \in \mathbb{R}^{p(k+1)}$,

$$
\left|\phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma\right)\right]\right| \leq c_{\phi},
$$

and

$$
\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \ddot{\gamma}_{0, n}\right)\right]\right| \leq c_{\phi}\left|\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \ddot{\gamma}_{0, n}\right)-\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right|+\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}\right)\right]\right| .
$$

From equality (3.6), we obtain

$$
\left|\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \ddot{\gamma}_{0, n}\right)-\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right| \leq \frac{\left|\nu\left(\mathbf{X}_{t-1}\right)\right|\left\|\ddot{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}
$$

from which we have

$$
\begin{equation*}
\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \ddot{\gamma}_{0, n}\right)\right]\right| \leq c_{\phi}\left\|\ddot{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|+\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| . \tag{4.21}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| & \leq\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\boldsymbol{\gamma}_{0}\right\|_{p(k+1)}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|  \tag{4.22}\\
& +c_{\phi}\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\boldsymbol{\gamma}_{0}\right\|_{p(k+1)}^{3}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{2} \\
& +\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\boldsymbol{\gamma}_{0}\right\|_{p(k+1)}^{2}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +c_{\phi}\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\boldsymbol{\gamma}_{0}\right\|_{p(k+1)}^{2}\left|\frac{\kappa^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\right| .
\end{align*}
$$

Then,

$$
\begin{aligned}
& \left|\left|\left|\Xi_{1, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right|\right| \|_{p(k+1)}\right. \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| c_{\phi}\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right\|_{p(k+1)}^{3}}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu^{2}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right\|_{p(k+1)}^{2}}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| c_{\phi}\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right\|_{p(k+1)}^{2}}{n} \sum_{t=1}^{n} \frac{\kappa^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}\right)\right]\right| .
\end{aligned}
$$

Applying suitably the ergodic theorem on each term in the right-hand side of the above inequality, by assumption $\left(\mathcal{B}^{\prime}{ }_{2}\right)$, since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$, in view of $\left(\mathcal{A}_{7}\right)$, we obtain

$$
\begin{aligned}
& \frac{1}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \underset{n \rightarrow+\infty}{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\kappa(x) \nu(x)}{V^{2}(x)} d F_{j}(x) \mathbb{E}\left\{\left|\phi_{f}^{\prime}\left[\varepsilon_{\tau_{j-1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|\right\} \\
& \underset{n \rightarrow+\infty}{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x \delta_{1,1}^{(2)}<\infty .
\end{aligned}
$$

Also,

$$
\frac{1}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu^{2}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}}=\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu^{2}\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)}
$$

$$
\begin{aligned}
& \xrightarrow[n \rightarrow+\infty]{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\kappa(x) \nu^{2}(x)}{V^{3}(x)} d F_{j}(x) \\
& \underset{n \rightarrow+\infty}{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \delta_{2,1}^{(3)} \\
& <\infty .
\end{aligned}
$$

Furthermore, since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$ and based on $\left(\mathcal{A}_{7}\right)$,

$$
\begin{aligned}
& \frac{1}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \stackrel{\text { a.s. }}{\rightarrow \rightarrow+\infty} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\kappa(x) \nu(x)}{V^{2}(x)} \mathbb{E}\left\{\left|\phi_{f}^{\prime}\left[\varepsilon_{\tau_{j-1}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right|\right\} \\
& =\sum_{j=1}^{k+1} \alpha_{j} \delta_{1,1}^{(2)} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x \\
& <\infty
\end{aligned}
$$

In the same lines, one shows that

$$
\frac{1}{n} \sum_{t=1}^{n} \frac{\kappa^{3}\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)} \xrightarrow[n \rightarrow+\infty]{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \delta_{0,3}^{(3)}<\infty
$$

Also,

$$
\left.\frac{1}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \xrightarrow[n \rightarrow+\infty]{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}}\left|\phi_{f}(x)\right| f(x) d x\right) \delta_{0,1}^{(1)}<\infty .
$$

Since $\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|$ and $c_{\phi}$ are finite, we have

$$
\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \leq\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \xrightarrow[n \rightarrow+\infty]{ } 0
$$

we conclude that, as $n \rightarrow+\infty$,

$$
\left\|\left\|\Xi_{1, n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right\|\right\|_{p(k+1)} \rightarrow 0
$$

Study of the asymptotic behavior of $\Xi_{2, n}\left(\rho_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)$.

By assumption $\left(\mathcal{B}^{\prime}{ }_{1}\right)$, we have

$$
\begin{aligned}
& \left|\left\|\Xi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)| |\right\|_{p(k+1)}\right. \\
& \leq \frac{2}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left\|\partial_{\gamma} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right)\right\|_{p(k+1)}^{2}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}_{0, n}\right)\right]\right| \\
& \leq \frac{2}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \kappa^{2}\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]\right| .
\end{aligned}
$$

Using the inequality 4.21, we obtain

$$
\begin{aligned}
\left\|\left|\Xi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right|\right\|_{p(k+1)} & \leq \frac{2 c_{\phi}\left\|\widetilde{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\kappa^{2}\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& +\frac{2 \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\kappa^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}\right)\right]\right| .
\end{aligned}
$$

By the piece-wise stationarity and the ergodic theorem, using ( $\left(\mathcal{B}^{\prime}{ }_{2}\right)$, we obtain

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\kappa^{2}\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} & =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\kappa^{2}\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& \xrightarrow[n \rightarrow+\infty]{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\kappa^{2}(x) \nu(x)}{V^{3}(x)} d F_{j}(x) \\
& \xrightarrow[n \rightarrow+\infty]{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \delta_{1,2}^{(3)}<\infty .
\end{aligned}
$$

Since $\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|$ is a finite summation, since as $n \rightarrow+\infty,\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \rightarrow 0$, its result that

$$
\frac{2 c_{\phi}\left\|\widetilde{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{j=1}^{k+1} \alpha_{j} \delta_{1,2}^{(3)} \xrightarrow{\text { a.s }} 0 .
$$

Also, since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$, in view of $\left(\mathcal{A}_{7}\right)$ and $\left(\mathcal{B}^{\prime}{ }_{2}\right)$, we have

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\kappa^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| & =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\kappa^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right]\right| \\
& \xrightarrow{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x \delta_{0,2}^{(2)}<\infty .
\end{aligned}
$$

Hence, as $n \rightarrow+\infty$,

$$
\left\|\mid \Xi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right\| \|_{p(k+1)}<\infty
$$

Study of the asymptotic behavior of $\Xi_{3, n}\left(\rho_{0}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right)$.

Recall that

$$
\begin{aligned}
\Xi_{3, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right) & =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right) \partial_{\gamma}^{2} T\left(\boldsymbol{\rho}_{0}, \widetilde{\gamma}_{0, n}, \mathbf{X}_{t-1}\right) \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right] .
\end{aligned}
$$

Using the assumptions $\left(\mathcal{B}^{\prime}{ }_{1}\right)$ and $\left(\mathcal{A}_{9}\right)$, we have

$$
\begin{aligned}
& \left\|\Xi_{3, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right\|_{\mathcal{M}_{p(k+1)}} \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left|T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\boldsymbol{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right)\right|\left\|\left|\partial_{\gamma}^{2} T\left(\boldsymbol{\rho}_{0}, \widetilde{\boldsymbol{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right)\right|\right\|_{p(k+1)} \\
& \times\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]\right| \\
& \leq \frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]\right| .
\end{aligned}
$$

Using the inequality 4.21, we obtain

$$
\begin{aligned}
\left|\left|\left|\Xi_{3, n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right|\right|\right|_{p(k+1)} & \leq \frac{c_{\phi}\left\|\widetilde{\widetilde{\gamma}}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu^{3}\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)} \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right]\right|
\end{aligned}
$$

By the ergodic theorem, using $\left(\mathcal{B}^{\prime}{ }_{2}\right)$, as $n \rightarrow+\infty$, we obtain

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\nu^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} & =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\nu^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& \stackrel{a . s .}{n \rightarrow+\infty} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\nu^{3}(x)}{V^{3}(x)} d F_{j}(x) \\
& =\sum_{j=1}^{k+1} \alpha_{j} \delta_{3,0}^{(3)}<\infty .
\end{aligned}
$$

Furthermore, as $n \rightarrow+\infty$,

$$
\frac{c_{\phi}\left\|\widetilde{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu^{3}\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)^{3}} \xrightarrow{\text { a.s. }} 0 .
$$

Again, by the ergodic theorem, since $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$, in view of $\left(\mathcal{A}_{7}\right)$,

$$
\begin{aligned}
& \frac{1}{n} \sum_{t=1}^{n} \frac{\nu^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}\right)\right]\right| \xrightarrow[n \rightarrow+\infty]{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\nu^{2}(x)}{V^{2}(x)} d F_{j}(x) \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x \\
& \xrightarrow[n \rightarrow+\infty]{\text { a.s. }} \sum_{j=1}^{k+1} \alpha_{j} \delta_{2,0}^{(2)} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x<\infty .
\end{aligned}
$$

We conclude that, as $n \rightarrow+\infty$,

$$
\left\|\left\|\Xi_{3, n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right\|\right\|_{p(k+1)}<\infty
$$

Study of the asymptotic behavior of $\Xi_{4, n}\left(\rho_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)$.

Using the assumptions $\left(\mathcal{A}_{9}\right)$ and $\left(\mathcal{A}_{6}\right)$, we obtain

$$
\begin{aligned}
& \left\|\left|\left|\Xi_{4, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right| \|_{p(k+1)}\right.\right. \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left|T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right)\right|\left\|\partial_{\gamma} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right\|_{p(k+1)}^{2} \\
& \times\left|\phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right]\right| \\
& \leq \frac{c_{\phi} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu^{3}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} .
\end{aligned}
$$

By piece-wise stationarity and the ergordic theorem, in view of $\left(\mathcal{B}^{\prime}{ }_{2}\right)$, we obtain

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\nu^{3}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)} \xrightarrow[n \rightarrow+\infty]{\text { a.s. }} & \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}} \frac{\nu^{3}(x)}{V^{2}(x)} d F_{j}(x) \\
\xrightarrow[n \rightarrow+\infty]{\text { a.s. }} & \sum_{j=1}^{k+1} \alpha_{j} \delta_{3,0}^{(2)}<\infty .
\end{aligned}
$$

Then, as $n \rightarrow+\infty$,

$$
\left\|\left\|\Xi_{4, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right\|\right\|_{p(k+1)}<\infty
$$

Then, for $i=1, \ldots, 4$, we proved that $\left|\left|\Xi_{i, n}\left(\widetilde{\boldsymbol{\rho}}_{n}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)\right| \|_{p(k+1)}\right.$ converges to a finite positive number. From this, one will have that $\mid\left\|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right\| \|_{p(k+1)} / \sqrt{n}$ converges to a finite positive number.
For proving (4.19), one can write

$$
\begin{aligned}
& \left|\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)\right| \\
& \left.\left.\leq\left\|\frac{1}{\sqrt{n}}\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)\right\|_{p(k+1)} \frac{1}{\sqrt{n}} \right\rvert\,\left\|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right\|\left\|_{p(k+1)}\right\| \widehat{\gamma}_{0, n}-\gamma_{0}\right) \|_{p(k+1)} .
\end{aligned}
$$

Using Propositon 4.2 .1 we can see that, under $H_{0},\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)} / \sqrt{n}$ converges to a finite positive number. Since $\widehat{\gamma}_{0, n}-\gamma_{0}$ tends to $0 \in \mathbb{R}^{p(k+1)}$ in probability, and $\left\|\left|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right|\right\|_{p(k+1)} / \sqrt{n}$ converges under $H_{0}$ to some finite positive number, it follows that

$$
\begin{equation*}
\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\boldsymbol{\gamma}_{0}\right)=o_{P}(1) \tag{4.23}
\end{equation*}
$$

Treating (4.18).

Based on (4.14), we can write

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)-\left(\widehat{\gamma}_{0, n}-\boldsymbol{\gamma}_{0}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1)
$$

Now, we prove that

$$
\left(\boldsymbol{\gamma}_{0}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)=o_{P}(1)
$$

By adding and subtracting appropriate terms, we obtain

$$
\begin{aligned}
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\gamma}_{0}-\widehat{\gamma}_{0, n}+\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, s(n)}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1) \\
& =\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\gamma}_{0}-\widehat{\gamma}_{0, s(n)}\right) \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) \\
& +\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1)
\end{aligned}
$$

where $\{s(n)\}_{n \geq 1}$ stands for a sequence of positive integers such that $n / s(n) \rightarrow 0$ as $n \rightarrow+\infty$.
Observing that, as $n \rightarrow+\infty$,

$$
\begin{equation*}
\sqrt{n}\left(\gamma_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top}=\sqrt{s(n)}\left(\gamma_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top} \times \frac{\sqrt{n}}{\sqrt{s(n)}}=o_{P}(1) \tag{4.24}
\end{equation*}
$$

it is easy to see that,

$$
\left(\boldsymbol{\gamma}_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)=\sqrt{n}\left(\boldsymbol{\gamma}_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top} \frac{1}{\sqrt{n}} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)
$$

Then, it suffices to show that $(1 / \sqrt{n}) \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)$ converge in probability, as $n \rightarrow$ $+\infty$, to a random vector.

Study of the asymptotic behavior of $\partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) / \sqrt{n}$.

Recalling that

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) \\
& =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\gamma} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right] \\
& -\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right) \partial_{\gamma} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right] \\
& =\psi_{1, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)-\psi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right),
\end{aligned}
$$

where
$\psi_{1, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)=\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\gamma}} T^{\gamma_{m, n}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right]$
$\psi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)=\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right) \partial_{\boldsymbol{\gamma}} T\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right]$.

Study of the asymptotic behavior of $\psi_{1, n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)$.

By assumption $\left(\mathcal{B}^{\prime}{ }_{1}\right)$, we have

$$
\begin{aligned}
& \left\|\psi_{1, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p} \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left\|\partial_{\gamma} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right\|_{p(k+1)}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right]\right| \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right]\right| .
\end{aligned}
$$

Adding and subtracting appropriate terms, we obtain

$$
\begin{aligned}
& \left\|\psi_{1, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p} \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]+\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\frac{1}{n} \sum_{t=1}^{n} \frac{1}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right| \kappa\left(\mathbf{X}_{t-1}\right)\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| .
\end{aligned}
$$

Using (4.22), we can write

$$
\begin{aligned}
\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}\right)\right]-\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right]\right| & \leq\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right]\right| \\
& +c_{\phi}\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}^{3}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|^{2} \\
& +\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}^{2}\left|\frac{\nu\left(\mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}\right|\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +c_{\phi}\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}^{2}\left|\frac{\kappa^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\right| .
\end{aligned}
$$

Then, as $n \rightarrow+\infty$,

$$
\begin{aligned}
\left\|\psi_{1, n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p} & \leq \frac{\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\frac{c_{\phi}\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}^{3} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu^{2}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& +\frac{\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}^{2} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& +\frac{c_{\phi}\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}^{2} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\kappa^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} \\
& \left.+\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|} \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right] \right\rvert\, .
\end{aligned}
$$

By a suitable application of the ergodic theorem, as $\varepsilon_{t}$ is independent of $\mathcal{F}_{t-1}$, in view of $\left(\mathcal{A}_{7}\right)$, we obtain

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| & =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}\right)\right]\right| \\
& \stackrel{a . s}{n \rightarrow+\infty} \sum_{j=1}^{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\kappa(x) \nu(x)}{V^{2}(x)} d F_{j}(x) \mathbb{E}\left\{\left|\phi_{f}^{\prime}\left[\varepsilon_{\tau_{j-1}}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|\right\} \\
& \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \delta_{1,1}^{(2)} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x<\infty .
\end{aligned}
$$

Following the same procedure, we obtain

$$
\begin{gathered}
\frac{1}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu^{2}\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)} \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \delta_{2,1}^{(3)}<\infty \\
\frac{1}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right) \nu\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \delta_{1,1}^{(2)} \int_{\mathbb{R}^{d}}\left|\phi_{f}^{\prime}(x)\right| f(x) d x<\infty
\end{gathered}
$$

$$
\begin{gathered}
\lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{t=1}^{n} \frac{\kappa^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}}=\sum_{j=1}^{k+1} \alpha_{j} \delta_{0,3}^{(3)}<\infty, \\
\frac{1}{n} \sum_{t=1}^{n} \frac{\kappa\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|}\left|\phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right| \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \delta_{0,1}^{(1)} \int_{\mathbb{R}^{d}}\left|\phi_{f}(x)\right| f(x) d x<\infty .
\end{gathered}
$$

We know that

$$
\lim _{n \rightarrow+\infty}\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)}=0
$$

then, it is easy to see that, as $n \rightarrow+\infty$,

$$
\left\|\psi_{1, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p} \rightarrow 0
$$

Study of the asymptotic behavior of $\psi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)$.

We have

$$
\begin{aligned}
\left\|\psi_{2, n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p(k+1)} & \leq \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|\left|T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \mathbf{X}_{t-1}\right)\right| \\
& \times\left\|\partial_{\gamma} T\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \mathbf{X}_{t-1}\right)\right\|_{p(k+1)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}\right)\right]\right|
\end{aligned}
$$

Using the assumption $\left(\mathcal{A}_{9}\right)$, we can write

$$
\left\|\psi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p(k+1)} \leq \frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}\right)\right]\right| .
$$

Using (4.13), we obtain

$$
\begin{aligned}
\left\|\psi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p(k+1)} & \leq \frac{c_{\phi}\left\|\widehat{\gamma}_{0, n}-\gamma_{0}\right\|_{p(k+1)} \sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu^{3}\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)} \\
& +\frac{\sum_{m=1}^{k+1} \sum_{h=1}^{p}\left|\beta_{m, h}\right|}{n} \sum_{t=1}^{n} \frac{\nu^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}\right)\right]\right|
\end{aligned}
$$

Using the ergodic theorem and $\left(\mathcal{B}_{5}\right)$, we obtain

$$
\begin{aligned}
\frac{1}{n} \sum_{t=1}^{n} \frac{\nu^{3}\left(\mathbf{X}_{t-1}\right)}{\left|V\left(\mathbf{X}_{t-1}\right)\right|^{3}} & =\sum_{j=1}^{k+1} \frac{n_{j}(n)}{n} \frac{1}{n_{j}(n)} \sum_{t=\tau_{j-1}}^{\tau_{j}} \frac{\nu^{3}\left(\mathbf{X}_{t-1}\right)}{V^{3}\left(\mathbf{X}_{t-1}\right)} \\
& \stackrel{a . s}{n \rightarrow+\infty} \\
& \xrightarrow[n=1]{k+1} \alpha_{j} \int_{\mathbb{R}^{d}} \frac{\nu^{3}(x)}{V^{3}(x)} d F_{j}(x) \\
& \sum_{j=1}^{k+1} \alpha_{j} \lambda_{0,3}^{(3)}<\infty .
\end{aligned}
$$

In a similar way, we obtain

$$
\frac{1}{n} \sum_{t=1}^{n} \frac{\nu^{2}\left(\mathbf{X}_{t-1}\right)}{V^{2}\left(\mathbf{X}_{t-1}\right)}\left|\phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{0}, \gamma_{0}\right)\right]\right| \xrightarrow[n \rightarrow+\infty]{a . s} \sum_{j=1}^{k+1} \alpha_{j} \lambda_{0,2}^{(2)} \int_{\mathbb{R}^{d}} \phi_{f}^{\prime}(x) f(x) d x<\infty
$$

It is easy to see that, under $H_{0}$, as $n \rightarrow+\infty$,

$$
\left\|\psi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p(k+1)}<\infty
$$

From the asymptotic behavior of $\psi_{1, n}$ and $\psi_{2, n}$, we can see that $\left\|\partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p(k+1)} / \sqrt{n}$ is bounded. It results that

$$
\left(\gamma_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\boldsymbol{\gamma}}_{0, n}, \boldsymbol{\beta}\right)=o_{P}(1) .
$$

Thus,

$$
\begin{equation*}
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1) \tag{4.25}
\end{equation*}
$$

To treat the previous equation, we need the following lemma.

Lemma 4.3.2. Let $\widehat{\gamma}_{0, n}$ be a consistent and asymptotically normal estimator of $\gamma_{0} \in$ $\mathbb{R}^{p(k+1)}$. Let $\{s(n)\}_{n \geq 1}$ be a sequence of positive integers such that $n / s(n)$ tends to 0 as $n \rightarrow+\infty$. For $\boldsymbol{\rho}_{\mathbf{0}} \in \mathbb{R}^{p}$ and $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, $\widehat{\gamma}_{0, s(n)}$ is asymptotically in the tangent space $\widetilde{\mathbb{T}}_{n}$ to the curve $\Pi_{n}(\boldsymbol{\rho}, \boldsymbol{\gamma}, \boldsymbol{\beta})$ at $\widehat{\gamma}_{0, n}$, defined as follow:

$$
\widetilde{\mathbb{T}}_{n}=\left\{y \in \mathbb{R}^{p(k+1)} / \Pi_{n}\left(\boldsymbol{\rho}_{0}, y, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(y-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\} .
$$

Proof: Writing a second-order Taylor expansion of $\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)$ in a neighborhood of $\widehat{\gamma}_{0, n}$, for some $\widetilde{\widehat{\gamma}}_{0, s(n)}$ lying between $\widehat{\gamma}_{0, s(n)}$ and $\widehat{\gamma}_{0, n}$, we obtain

$$
\begin{aligned}
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right) & =\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) \\
& +\frac{1}{2}\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widehat{\gamma}}_{0, s(n)}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) .
\end{aligned}
$$

To prove that, as $n \rightarrow+\infty, \widehat{\gamma}_{0, n}$ belongs to $\widetilde{\mathbb{T}}_{n}$, it suffices to show that

$$
\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widehat{\gamma}}_{0, s(n)}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)=o_{P}(1) .
$$

Then, we study the asymptotic distribution of $\sqrt{n}\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)$. By adding and subtracting appropriate terms, we obtain

$$
\begin{aligned}
\sqrt{n}\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) & =\sqrt{n}\left(\widehat{\gamma}_{0, s(n)}+\gamma_{0}-\gamma_{0}-\widehat{\gamma}_{0, n}\right) \\
& =\sqrt{n}\left(\widehat{\gamma}_{0, s(n)}-\gamma_{0}\right)+\sqrt{n}\left(\gamma_{0}-\widehat{\gamma}_{0, n}\right) \\
& =\sqrt{s(n)}\left(\widehat{\gamma}_{0, s(n)}-\gamma_{0}\right) \frac{\sqrt{n}}{\sqrt{s(n)}}+\sqrt{n}\left(\gamma_{0}-\widehat{\gamma}_{0, n}\right) \\
& =o_{P}(1)+\sqrt{n}\left(\gamma_{0}-\widehat{\gamma}_{0, n}\right) .
\end{aligned}
$$

It is easy to see that, as $n \rightarrow+\infty, \sqrt{n}\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)$ has the same distribution as $\sqrt{n}\left(\gamma_{0}-\widehat{\gamma}_{0, n}\right)$ and then, $\sqrt{n}\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)$ converge in distribution to a normal law.
Now, to prove that $\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widehat{\gamma}}_{0, s(n)}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)=o_{P}(1)$, it suffices to show that $\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widehat{\widehat{\gamma}}_{0, s(n)}, \boldsymbol{\beta}\right) / \sqrt{n}$ converges in probability to a random vector.
Using (4.26), we can write

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right) \\
& =\Xi_{1, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)-\Xi_{2, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)-\Xi_{3, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+\Xi_{4, n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)
\end{aligned}
$$

where $\{s(n)\}_{n \geq 1}$ stands for a sequence of positive integers, $\widehat{\gamma}_{0, n}$ is an asymptotically normal estimator of $\gamma_{0}$ and $\widetilde{\widehat{\gamma}}_{0, s(n)}$ lies between $\widehat{\gamma}_{0, s(n)}$ and $\gamma_{0}$.
Asymptotically, we have $\left\|\widetilde{\gamma}_{0, s(n)}-\gamma_{0}\right\|_{p(k+1)} \xrightarrow{\text { a.s. }} 0$, which implies that

$$
\widetilde{\widehat{\gamma}}_{0, s(n)}-\gamma_{0}=o_{P}(1)
$$

Previously, we proved that $\left\|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p(k+1)} / \sqrt{n}$ converges in probability to a positive random variable where $\widetilde{\widetilde{\gamma}}_{0, n}$ lies between $\widehat{\gamma}_{0, n}$ and $\boldsymbol{\gamma}_{0}$.
Following the same techniques, we can prove that $\left\|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widetilde{\widehat{\gamma}}_{0, s(n)}, \boldsymbol{\beta}\right)\right\|_{p(k+1)} / \sqrt{n}$ converges in probability to a positive random variable, where $\widetilde{\widehat{\gamma}}_{0, s(n)}$ lies between $\widehat{\gamma}_{0, s(n)}$ and $\gamma_{0}$.
It results that

$$
\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{0}, \widetilde{\widehat{\gamma}}_{0, s(n)}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)=o_{P}(1) .
$$

It follows from Lemma 4.3 .2 that, as $n \rightarrow+\infty, \widehat{\gamma}_{0, s(n)}$ belongs to the tangent space $\widetilde{\mathbb{T}}_{n}$. Replacing $y$ by $\widehat{\gamma}_{0, s(n)}$, we obtain

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1)
$$

Recalling 4.25, we obtain

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+o_{P}(1)
$$

Lemma 4.3.3. Assume that $\left(\mathcal{A}_{1}\right)\left(\mathcal{A}_{10}\right)$, (敢) $\left(\mathcal{B}_{5}\right)$ and $\left(\mathcal{B}^{\prime}{ }_{1}\right)-\left(\mathcal{B}^{\prime}{ }_{3}\right)$ hold. Let $\left\{\widehat{\gamma}_{0, n}\right\}_{n \geq 1}$ be a sequence of consistent and asymptotically normal estimators of $\gamma_{0}$. Let $s(n)$ be any sequence of positive integers such that $n / s(n) \rightarrow 0$ as $n \rightarrow+\infty$. Then, for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, under $H_{0}$, as $n \rightarrow+\infty$, we have,

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+o_{P}(1) .
$$

Proof: Following the same technique as above and by applying Taylor expansion of $\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ in a neighborhood of $\widehat{\gamma}_{0, n}$, for some $\widetilde{\boldsymbol{\gamma}}_{0, n}$ lying between $\gamma_{0}$ and $\widehat{\gamma}_{0, n}$, we obtain

$$
\begin{aligned}
\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right) & =\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)-\left(\widehat{\gamma}_{0, n}-\boldsymbol{\gamma}_{0}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) \\
& +\frac{1}{2}\left(\widehat{\gamma}_{0, n}-\boldsymbol{\gamma}_{0}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right) .
\end{aligned}
$$

We have

$$
\begin{aligned}
& \left|\left(\widehat{\boldsymbol{\gamma}}_{0, n}-\gamma_{0}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)\right| \\
& =\left|\sqrt{n}\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)^{\top} \frac{1}{\sqrt{n}} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)\right| \\
& \leq\left\|\sqrt{n}\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)\right\|_{p(k+1)} \times \frac{1}{\sqrt{n}}\left\|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left|\left\|_{p(k+1)}\right\| \widehat{\gamma}_{0, n}-\gamma_{0}\right|\right\|_{p(k+1)} .
\end{aligned}
$$

Recall that, under $H_{0}, \sqrt{n}\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)$ converges to a finite Gaussian random vector and, almost surely, as $n \rightarrow+\infty, \widetilde{\gamma}_{0, n}-\gamma_{0}$ tends to $\mathbf{0} \in \mathbb{R}^{p(k+1)}$; we study the convergence of $\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{n}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right) / \sqrt{n}$.
Based on the proof of Lemma 4.3.1, we have

$$
\begin{align*}
\frac{1}{\sqrt{n}} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{n}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right) & =\Xi_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)-\Xi_{2, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)  \tag{4.26}\\
& -\Xi_{3, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)+\Xi_{4, n}\left(\boldsymbol{\rho}_{n}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right),
\end{align*}
$$

where

$$
\begin{aligned}
\Xi_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)= & \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\gamma}^{2} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right], \\
\Xi_{2, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right)= & \frac{2}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h}\left(\partial_{\gamma} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\boldsymbol{\gamma}}_{0, n}\right)\right)^{\top} \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right], \\
\Xi_{3, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)= & \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, n}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right) \partial_{\gamma}^{2} T\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right) \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\boldsymbol{\gamma}}_{0, n}\right)\right], \\
\Xi_{4, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)= & \frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, n}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right) \\
& \times\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right)\right)\left(\partial_{\gamma} T\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\boldsymbol{\gamma}}_{0, n}, \mathbf{X}_{t-1}\right)\right)^{\top} \phi_{f}^{\prime \prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{n}, \widetilde{\widetilde{\gamma}}_{0, n}\right)\right] .
\end{aligned}
$$

Based on the assumptions $\left(\mathcal{B}_{1}\right),\left(\mathcal{B}_{5}\right),\left(\mathcal{B}^{\prime}{ }_{1}\right),\left(\mathcal{B}_{3}^{\prime}\right)$ and using the same techniques, we can prove that $(1 / \sqrt{n})\left\|\left|\left|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{n}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right|\left\|\|_{p(k+1)}\right.\right.\right.$ converges to a finite positive number.

Thus, $(1 / \sqrt{n})\left|\left|\left|\partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right| \|_{p(k+1)}\right.\right.$ converges, almost surely to a finite random positive number.
From these results, we can conclude that

$$
\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\widetilde{\gamma}}_{0, n}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right)=o_{P}(1) .
$$

Then we can write

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\gamma}_{0}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1)
$$

Adding and subtracting appropriate term, we obtain

$$
\begin{aligned}
\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0}, \boldsymbol{\beta}\right) & =\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(\boldsymbol{\gamma}_{0}-\widehat{\gamma}_{0, s(n)}+\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1) \\
& =\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(\gamma_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) \\
& +\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1) .
\end{aligned}
$$

We start with the study of the asymptotic behavior of $\left(\boldsymbol{\gamma}_{0}-\widehat{\boldsymbol{\gamma}}_{0, s(n)}\right)^{\top} \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)$.
Note that,

$$
\sqrt{n}\left(\gamma_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top}=\sqrt{s(n)}\left(\gamma_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top} \sqrt{\frac{n}{s(n)}}=o_{P}(1)
$$

We have

$$
\left(\boldsymbol{\gamma}_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)=\sqrt{n}\left(\boldsymbol{\gamma}_{0}-\widehat{\gamma}_{0, s(n)}\right)^{\top} \frac{1}{\sqrt{n}} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) .
$$

Then, to prove that this term tends to 0 as $n \rightarrow+\infty$, it suffices to prove that, as $n \rightarrow+\infty$, $\left\|\partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)\right\|_{p(k+1)} / \sqrt{n}$ tends in probability to a finite positive number.
We have

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) \\
& =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\gamma} T^{\gamma_{m, n}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}\right)\right] \\
& -\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, n}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \mathbf{X}_{t-1}\right) \partial_{\gamma} T\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}\right) \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{n}, \widehat{\gamma}_{0, n}\right)\right] \\
& =\psi_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)-\psi_{2, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\psi_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) & =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\gamma} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}\right)\right] \\
\psi_{2, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right) & =\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} T^{\gamma_{m, h}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \mathbf{X}_{t-1}\right) \partial_{\gamma} T\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \mathbf{X}_{t-1}\right) \\
& \times \phi_{f}^{\prime}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}\right)\right] .
\end{aligned}
$$

Study of the asymptotic behavior of $\psi_{1, n}\left(\rho_{n}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)$.

We have

$$
\psi_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)=\frac{1}{n} \sum_{t=1}^{n} \frac{1}{V\left(\mathbf{X}_{t-1}\right)} \sum_{m=1}^{k+1} \sum_{h=1}^{p} \beta_{m, h} \partial_{\boldsymbol{\gamma}} T^{\gamma_{m, n}}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \mathbf{X}_{t-1}\right) \phi_{f}\left[\varepsilon_{t}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}\right)\right] .
$$

Applying a first order Taylor expansion on $\psi_{1, n}$ around $\boldsymbol{\gamma}_{0}$, we obtain

$$
\psi_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)=\psi_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\left(\widehat{\gamma}_{0, n}-\gamma_{0}\right) \psi_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\gamma}_{0, n}, \boldsymbol{\beta}\right),
$$

where $\widetilde{\boldsymbol{\gamma}}_{0, n}$ lies between $\widehat{\gamma}_{0, n}$ and $\boldsymbol{\gamma}_{0}$.
First of all, as $n \rightarrow+\infty$, we have

$$
\widehat{\gamma}_{0, n}-\gamma_{0} \xrightarrow{\mathbb{P}} 0
$$

By the assumptions $\left(\mathcal{B}_{1}\right)\left(\mathcal{B}_{5}\right)$ and by the ergodic theorem, following the same techniques as before, we can easily prove that

$$
\left(\widehat{\gamma}_{0, n}-\boldsymbol{\gamma}_{0}\right) \psi_{1, n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)=o_{P}(1) .
$$

Study of the asymptotic behavior of $\psi_{2, n}\left(\boldsymbol{\rho}_{n}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)$.

From the same calculation as for $\psi_{2, n}\left(\boldsymbol{\rho}_{0}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)$, we can easily show that, as $n \rightarrow+\infty$, $\psi_{2, n}\left(\boldsymbol{\rho}_{n}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)$ tends to a finite constant. Then, we can write

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\boldsymbol{\gamma}}_{0, n}, \boldsymbol{\beta}\right)+\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1)
$$

Now, as in a preceding situation, we must prove that $\widehat{\gamma}_{0, s(n)}$ belongs to the tangent space to the curve of $\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}, \boldsymbol{\beta}\right)$ at $\widehat{\boldsymbol{\gamma}}_{0, n}$, as $n \rightarrow+\infty$.
By applying a second-order Taylor expansion on $\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0, s(n)}, \boldsymbol{\beta}\right)$ in a neighborhood of $\widehat{\gamma}_{0, n}$, we obtain

$$
\begin{aligned}
\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0, s(n)}, \boldsymbol{\beta}\right) & =\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0, n}, \boldsymbol{\beta}\right)+\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) \partial_{\boldsymbol{\gamma}} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0, n}, \boldsymbol{\beta}\right) \\
& +\frac{1}{2}\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right),
\end{aligned}
$$

where $\widetilde{\gamma}_{0, s(n)}$ lies between $\widehat{\gamma}_{0, s(n)}$ and $\widehat{\gamma}_{0, n}$.
Then, to prove that $\widehat{\gamma}_{0, s(n)}$ belongs to the tangent space to the curve of $\Pi_{n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}, \boldsymbol{\beta}\right)$ at $\widehat{\gamma}_{0, n}$, it suffices to prove that

$$
\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{n}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)=o_{P}(1)
$$

We have

$$
\begin{aligned}
\sqrt{n}\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) & =\sqrt{s(n)}\left(\widehat{\gamma}_{0, s(n)}-\gamma_{0}+\gamma_{0}-\widehat{\gamma}_{0, n}\right) \frac{\sqrt{n}}{\sqrt{s(n)}} \\
& =\sqrt{s(n)}\left(\widehat{\gamma}_{0, s(n)}-\gamma_{0}\right) \frac{\sqrt{n}}{\sqrt{s(n)}}+\sqrt{n}\left(\gamma_{0}-\widehat{\gamma}_{0, n}\right) \\
& =o_{P}(1)+\sqrt{n}\left(\gamma_{0}-\widehat{\gamma}_{0, n}\right) .
\end{aligned}
$$

That means, as $n \rightarrow+\infty, \sqrt{n}\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)$ converges in law to a normal distribution. Also, we have

$$
\begin{aligned}
& \left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{n}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) \\
& =\sqrt{n}\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \frac{1}{\sqrt{n}} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{n}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) .
\end{aligned}
$$

We proved above that $(1 / \sqrt{n})\left\|\mid \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{n}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)\right\| \|_{p(k+1)}$ tends to a positive random variable. It results that $\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)^{\top} \partial_{\gamma}^{2} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widetilde{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right)=o_{P}(1)$. Then, we conclude that

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, n}, \boldsymbol{\beta}\right)+\left(\widehat{\gamma}_{0, s(n)}-\widehat{\gamma}_{0, n}\right) \partial_{\gamma} \Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \gamma_{0, n}, \boldsymbol{\beta}\right)+o_{P}(1),
$$

from which it follows that $\widehat{\gamma}_{0, s(n)}$ belongs to the tangent space to the curve of $\Pi_{n}\left(\boldsymbol{\rho}_{n}, \boldsymbol{\gamma}, \boldsymbol{\beta}\right)$ at $\widehat{\gamma}_{0, n}$.
Therefore,

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+o_{P}(1),
$$

where $\{s(n)\}) n \geq 1$ is a sequence of positive integers such that, as $n \rightarrow+\infty, n / s(n) \rightarrow$ 0.

Returning to the proof of Proposition 4.3.1 and by using Lemma 4.3.1, we have

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{\boldsymbol{n}}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+o_{P}(1) .
$$

We can write

$$
\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \gamma_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+o_{P}(1) .
$$

Using Proposition 4.2.2, we have

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1) .
$$

Also, we have

$$
\begin{aligned}
& \Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)-\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{s(n)}, \boldsymbol{\beta}\right) \\
& =\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)-\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)-\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{s(n)}, \boldsymbol{\beta}\right) \\
& =\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)-\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1)
\end{aligned}
$$

Finally, using the above results, we can write

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+o_{P}(1)
$$

For testing $H_{0}$ against $H_{\boldsymbol{\beta}}^{(n)}$, for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, we consider the following statistic

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)} .
$$

Theorem 5. (Optimality)
Assume that $\left(\mathcal{A}_{1}\right),\left(\mathcal{A}_{10}\right),\left(\mathcal{B}_{1}\right)-\left(\mathcal{B}_{5}\right)$ and $\left(\mathcal{B}^{\prime}\right),\left(\mathcal{B}^{\prime}{ }_{3}\right)$ hold. Let $s(n)$ be any sequence of positive integers such that $n / s(n) \rightarrow 0$ as $n \rightarrow+\infty$. Then, for any $\boldsymbol{\beta} \in \mathbb{R}^{p(k+1)}$, we have
i. Under $H_{0}$, as $n \rightarrow+\infty, \mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1)$.
ii. Under local alternatives hypothesis $H_{\beta}^{(n)}$, at level of significance $\left.\alpha \in\right] 0,1[$, the asymptotic power of the test based on the statistic $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)$ is $\mathcal{P}_{k, \tau^{k}}=1-\Phi\left(z_{\alpha}-\right.$ $\left.\pi\left(\boldsymbol{\rho}_{0}, \gamma_{0}, \boldsymbol{\beta}\right)\right)$, where $z_{\alpha}$ is the $(1-\alpha)$-quantile of a standard Gaussian distribution with cumulative distribution function $\Phi$.
iii. The test based on the statistic $\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)$ is locally asymptotically optimal.

Proof: The test statistic is

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)=\frac{\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}
$$

We proved in Proposition 4.3.1, that

$$
\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)=\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)+o_{P}(1)
$$

We also proved that, as $n \rightarrow+\infty$,

$$
\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\boldsymbol{\gamma}}_{0, s(n)}, \boldsymbol{\beta}\right) \xrightarrow{\mathbb{P}} \pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)
$$

Thus, under $H_{0}$, as $n \rightarrow+\infty$, we have

$$
\lim _{n \rightarrow+\infty} \frac{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}=1
$$

and

$$
\begin{aligned}
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right) & =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)} \\
& =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)+o_{P}(1)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)} \\
& =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}+\frac{1}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)} \times o_{P}(1) \\
& =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)} \times \frac{\pi\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}+\frac{1}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)} \times o_{P}(1) \\
& =\frac{\Pi_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)} \times \frac{\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}+\frac{1}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)} \times o_{P}(1) \\
& \xrightarrow{\mathbb{P}} \mathcal{T}_{n}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, \boldsymbol{\beta}\right) .
\end{aligned}
$$

The convergence of $\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)$ to $\pi\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)$ remains true under the local alternative $H_{\beta}^{(n)}$ by contiguity. Then, under $H_{\beta}^{(n)}$ and as $n \rightarrow+\infty$, using Lecam's third lemma, we have

$$
\mathcal{T}_{n}\left(\boldsymbol{\rho}_{s(n)}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\frac{\widehat{\Pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)}{\widehat{\pi}_{n}\left(\boldsymbol{\rho}_{s(n)}, \widehat{\gamma}_{0, s(n)}, \boldsymbol{\beta}\right)} \xrightarrow{\mathcal{D}} \mathcal{N}\left(\pi\left(\boldsymbol{\rho}_{\mathbf{0}}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right), 1\right) .
$$

Then, we can say that the power of the test remains the same.
With this, we have established that

- The central sequence based on the estimated version has no effect to the power of the test.
- The statistic based on the estimated version is asymptotically equivalent to that based on the true parameter.

Then we conclude that the test remains optimal in the case where the nuisance parameter and $\gamma$ parameters are unknown.

### 4.4 Conclusion

In this chapter, we have treated the case where the functions $T$ and $V$ have known forms and the parameters are assumed to be unknown. We have assumed the existence of
consistent and asymptotically normal estimators for $\rho_{\mathbf{0}}$ and $\gamma_{0}$ and we have proved the asymptotic equivalence between the central sequence based on the estimators of these parameters and that based on the true parameters. Furthermore, we have proved theoretically the local asymptotic optimality of our test, and we have derived an explicit expression for its local power. The results of this chapter will be illustrated by a simulation experiment in chapter 6. They will also be used to change-point study in the next chapter.

## Chapter 5

## Application to change-point study

### 5.1 Introduction

In this chapter, we apply the results of Chapter 4 to change-point study. We follow the idea of Ltaifa (2021) and Ngatchou-Wandji and Ltaifa (2021). However, the sequential algorithm that we propose here is different from that proposed in these papers. The algorithm proposed there are based on the use of the chronogram from which potential change-points are found. The locations are then found around these change locations. This presents an exhaustive search which is known to be time-consuming.
The new algorithm proposed here finds change-points at blind. It is more automatic and do not require the eyes of the user. However, it is more exhaustive and therefore, timeconsuming.
This chapter is organized as follows. In Section 5.2 and 5.3 , we give a brief review of some existing algorithm on change-points study. We describe our algorithm in the last section.

### 5.2 Some algorithms for change-point detection and the location estimation

Many papers study strategies for change-points detection and/or for estimating their locations. Here, we review some of them, that propose algorithms based on these strategies for change-points study.

### 5.2.1 Automatic procedure based on parametric autoregressive model (Auto-PARM)

In Davis et al. (2006) an automatic procedure called Auto-PARM is proposed for modeling a nonstationary time series by segmenting the series into blocks of different autoregressive processes.
Consider $k_{j}$ as the change-point between the $j$ th and the $(j+1)$ th $A R$ processes, with $j=1, \ldots, m, k_{0}=1$ and $k_{m}<T$. Thus, the $j$ th piece of the series is modelled as:

$$
X_{t}=x_{t, j}, k_{j-1} \leq t<k_{j}
$$

where $\left\{x_{t, j}\right\}$ is an $A R\left(p_{j}\right)$ prcess:

$$
x_{t, j}=\gamma_{j}+\phi_{j 1} x_{t-1, j}+\ldots+\phi_{j, p_{j}, j}+\sigma_{j} \varepsilon_{t}
$$

with $\theta_{j}:=\left(\gamma_{j}, \phi_{j, 1}, \ldots, \phi_{j, p_{j}}, \sigma_{j}^{2}\right)$ the parameter vector corresponding to this $A R\left(p_{j}\right)$ process, and $\left\{\varepsilon_{t}\right\}$ as iid sequence with mean 0 and variance 1 . This model assumes that the behavior of the time series is changing at various times. Such a change might be a shift in the mean, a change in the variance, and or a change in the dependence structure of the process.
The best segmentation is the one that makes the maximum compression of the data possible measured by the $M D L$ principle of Rissanen (1998)). MDL is defined as

$$
\begin{gathered}
M D L\left(m, k_{1}, \ldots, k_{m}, p_{1}, \ldots, p_{m+1}\right)=\log m+(m+1) \log T+\sum_{j=1}^{m+1} \log p_{j}+ \\
\sum_{j=1}^{m+1} \frac{p_{j}+2}{2} \log T_{j}+\sum_{j=1}^{m+1} \frac{T_{j}}{2} \log \left(2 \pi \widehat{\sigma}_{j}^{2}\right)
\end{gathered}
$$

where $m$ is the number of the change-points located at $k_{1}, \ldots, k_{m}, T_{j}$ is the number of observations in each segment $j, p_{j}$ is the order of the autoregressive model fitted to the segment $j$, and $\widehat{\sigma}_{j}^{2}$ is the Yule Walker estimator of $\sigma_{j}^{2}$ (Brockwell et al. (1991)).

### 5.2.2 Smooth localized complex exponentials (Auto-SLEX) functions approach

In Adak (1998) and Donoho et al. (1998), the segmentation is performed by using a cost function based on the spectrum, called the evolutionary spectrum, because the calculation is done by the spectrum of each stationary interval. Ombao et al. (2002) created

SLEX vectors (Smooth Localized complex Exponential) which are calculated by applying a projection operator on the Fourier vectors, to get a basis that is simultaneously orthogonal and localized in time and frequency and is useful to compute the spectrum of nonstationary time series.
The cost function of the block $S_{j}=\left[k_{j}, k_{j+1}\right]$ is given by

$$
\operatorname{cost}(S)=\sum_{S_{j}} \log \left(\widehat{\alpha}_{S_{j}}\right)+\beta \sqrt{m_{j}}
$$

where $\widehat{\alpha}_{S_{j}}$ is the $S L E X$ periodogram, $\beta$ is a penalty parameter generally equal to 1 (see Donoho et al. (1998)), and $m_{j}$ is the number of breaks in the block. The cost for a particular segmentation of the time series is the sum of the costs at all the blocks defining that segmentation is the one having the smallest cost.

### 5.2.3 Informational approaches

Information criteria that are used for the measure of goodness-of-fit of a model, can also be used to detect change-points and estimate their locations. The most popular of the information criteria is the Akaike Information Criteria (AIC), introduced in 1973 for model selection in statistics. This criterion has found many applications in time series, outliers detection, robustness, and regression analysis. AIC is defined as

$$
A I C=T \log \left(\widehat{\sigma}_{M V}^{2}\right)+2 p
$$

where $\widehat{\sigma}_{M V}^{2}$ is the maximum likelihood estimator of $\sigma^{2}$, and $p$ is the number of free parameters.
A model that minimizes the $A I C$ is considered the appropriate model.
Another information criterion was introduced in Schwarz et al. (1978) and is commonly referred to as BIC or SIC. The fundamental difference with the $A I C$ is the penalization function, which penalizes more the number of model parameters and leads to an asymptotically consistent estimate of the order of the true model.
$B I C$ is defined as:

$$
B I C=T \log \left(\widehat{\sigma}_{M V}^{2}\right)+p \log (T),
$$

where $\widehat{\sigma}_{M V}^{2}$ is the maximum likelihood estimator of $\sigma^{2}, p$ is the number of free parameters, and $T$ is the length of time series.

### 5.2.4 Binary segmentation

Another method for change detection is the binary segmentation (BS). In case where the number of breaks is known, and in a multivariate space, Vostrikova (1981) proves the consistency of this method. The test used is the CUSUM test. When the test detects the break, the proposed stopping criterion is not easy. For this reason, Olshen et al. (2004) introduce a modification of the (BS) called circular segmentation method (CBS). They test the hypothesis of no break in the mean of the data against the hypothesis of the presence of breaks at the ends of the data.
Fryzlewicz (2014) proposes a new technique for estimating the number of breaks and their locations in a univariate and non-stationary stochastic series. This method based on CUSUM test is called Wild Binary Segmentation (WBS). Fryzlewicz (2014) proves its consistency, and shows that it works even when the breaks are very close and/or of small amplitude, unlike the BS method. Fryzlewicz (2014) proposes two stopping criterions for WBS. The first is based on the critical threshold, and the second one based on the "strengthened Schwarz Information Criterion (sSIC)". He applies his method for detecting breaks in financial data, more precisely, in S\&P 500 indexes.
Baranowski et al. (2019) introduce a new method called NOT, which is a modification of WBS. They apply their method to real data such as the global anomaly temperature and the housing data in London. We can use the NOT method with "R" program not (see Baranowski et al. (2019)). The NOT method estimates the number of breaks in piece-wise stationnary time series. Baranowski et al. (2019) use the same model as Fryzlewicz (2014) given by the following stochastic equation

$$
Y_{t}=f_{t}+\varepsilon_{t}, \quad t=1, \ldots, n
$$

where $\left(Y_{t}\right)_{t}$ stands for the series of observations, $f_{t}$ is an unknown function that verifies some conditions, $\left(\varepsilon_{t}\right)_{t}$ is a centered white noise and $n$ is the number of observations.
When $f_{t}$ is piece-wise constant, they consider the breaks in $f_{t}$, and they study the breaks in $f_{t}^{\prime}$ when $f_{t}$ is linear and piece-wise continuous. They study the discontinuity of $f_{t}$ when $f_{t}$ is discontinuous, and they study the breaks in $f_{t}^{\prime}$ when $f_{t}$ is piece-wise linear without the continuity assumption. The NOT method has low computational complexity and precision. NOT method is one of the most efficient method for the estimation and the localization of the breaks. The calculation of NOT method is fast which gives it an advantage regarding WBS method of Fryzlewicz (2014), SMVCE method of Frick et al. (2014) and the FDRSeg method of Li et al. (2016).

Furthermore, we can see many other update for BS method, see Cho and Fryzlewicz (2020), Anastasiou and Fryzlewicz (2022). We can see a detailed discussion of these
methods in Ltaifa (2021).

### 5.3 Some recent methods

Some more recent methods focus on the study of change detection at the beginning and the end of a time series, and on weak change detection study.

### 5.3.1 Horváth et al. (2020)

Horváth et al. (2020) propose a new class of change-point test statistics that utilizes a modified version of CUSUM test. It is called weighting and trimming scheme for the cumulative sum (CUSUM) process inspired by Rényi (1953). Let $X_{1}, \ldots, X_{n}$ denoted a series of observations, $n$ the sample size and consider the following shifted model

$$
X_{t}=\mu_{t}+e_{t}, \quad 1 \leq t \leq n,
$$

where $\mathbb{E}\left(e_{t}\right)=0$. The author aim to test
$\mathrm{H}_{0}: \mu_{1}=\mu_{2}=\cdots=\mu_{n}$ against $\mathrm{H}_{\mathrm{A}}: \mu_{1}=\mu_{2}=\cdots=\mu_{t^{\star}} \neq \mu_{t^{\star}+1}=\cdots=\mu_{n}$,
with some $1<t^{\star}<n$. For that, Horváth et al. (2020) generalize the statistic of Rényi (1953) and the test statistic considered has the following expression

$$
D_{n}=D_{n}\left(t_{n}\right)=\max _{t_{n} \leq t \leq n-t_{n}}\left|\frac{1}{t} \sum_{s=1}^{t} X_{s}-\frac{1}{n-t} \sum_{s=t+1}^{n} X_{s}\right|
$$

where the standard CUSUM has the following expression

$$
C U S U M=\frac{1}{\sqrt{n}} \max _{1 \leq t \leq n}\left|\sum_{s=1}^{t} X_{s}-\frac{t}{n} \sum_{s=1}^{n} X_{s}\right| .
$$

This new class of statistics possesses superior power compared to traditional change-point statistics based on the CUSUM process when the change-point is near the beginning or the end of the sample. On the website https://github.com/haeran-cho/wem.gsc, the authors propose an "R" code for detecting the change-points and estimating their locations.

### 5.3.2 Ngatchou-Wandji and Ltaifa (2021)

Now, we present the methods in Ngatchou-Wandji and Ltaifa (2021). These are for the model (1.1) with the autoregression function (the conditional mean) of the form

$$
T\left(\boldsymbol{\rho}_{0}+\boldsymbol{\gamma} \odot \omega(t), \mathbf{X}_{t-1}\right)=U\left(\mathbf{X}_{t-1}\right)+\boldsymbol{\gamma} \odot \omega(t)
$$

for some smooth function $U$. The authors give an explicit expression to the local power of the test studied, which is a particular case of that obtained in this thesis. This power is then used for detecting changes and estimating their locations. For the change detection, an estimated version of the power is obtained as a function of potential change-points to which several values are attributed. If the obtained power is significantly different from the nominal level of the test, then the data contains at least one change-point. A sequential algorithm is further constructed for estimating the locations of all possible changes. Note that the potential change-points locations are determined from the chronogram.

### 5.4 Algorithm for break detection and location estimation

### 5.4.1 The algorithm

There is at least one change in the time series at hand if the parameter of its distribution is constant up to the time index $\tau_{1}$ when it changes for the first time. Considering the test constructed in this paper for testing the null hypothesis of no change against at least one change, for any model from the class (1.1) adjusted to the time series under study, all the components of $\gamma_{0}$ in the null model will always be taken to be the same, say $\boldsymbol{\rho}_{1}$, the parameter of the stationary model on $\left[\tau_{0}, \tau_{1}\right)$, while the first component of $\beta$ would be nil.

The test constructed in this work can do more than testing no change against at least one change. To understand this, assume changes have been detected in the data by a given method, and their locations have been estimated. Our test can serve as a screening method for finding possible missing changes by this method. In this situation, one can assume the changes already detected as well as their locations as known. With this, all the components of $\gamma_{0}$ will no longer be the same, and some of the $\tau_{j}$ 's in the model would be considered as known. Thus, our test can be used for testing the null hypothesis of $\iota$ changes against at least $\iota+1$ changes, for some given $\iota \in \mathbb{N}$.

Recall that for any $k \geq 1, \mathcal{P}_{k, \tau^{k}}$ denotes the theoretical power of this test at $\tau^{k}=$ $\left(\tau_{1}, \ldots, \tau_{k}\right)$, with the convention that $\mathcal{P}_{0, \tau^{0}}=\alpha, \alpha \in(0,1)$, the level of significance. Let $\zeta \in(0, .1)$ and $X_{1}, X_{2}, \ldots, X_{m},(m \ll n)$, the $m$ first stationary observations. With our assumptions, $m$ may be taken to be $n_{1}(n)$.

Our procedure for detecting changes in the time series $X_{1}, X_{2}, \ldots, X_{n}$ and estimating their locations is described in the following algorithm.

## Location 1 :

Put $j=1$ and Do
(A1): Take any $t$ between 1 and $m+j$,
so that there is a large number of indices before and after $t$ (for example $t=[(m+j) / 2])$.

Adjust model (1.1) to $X_{1}, \ldots, X_{m+j}$ with a potential change located at the time index $t$ and apply the testing procedure studied.

If $\left|\mathcal{P}_{1, \tau^{1}}-\mathcal{P}_{0, \tau^{0}}\right|>\zeta$,
Put $\tau_{1}=m+j$ and Go to Location 2 (first change location estimated)
Else
Do $j=j+1$ and Go to (A1).

## Location 2 :

Consider the next $h$ observations to $X_{\tau_{1}}$ :
$X_{\tau_{1}+1}, \ldots, X_{\tau_{1}+h}$
Put $j=1$ and Do
(A2): Take any $t$ between $\tau_{1}+1$ and $\tau_{1}+h+j+1$
so that there is a large number of indices before and after $t$.
Adjust model 1.1 to $X_{\tau_{1}+1}, \ldots, X_{\tau_{1}+h+j}$ with a potential change located at the time index $t$ and apply the testing procedure studied.

If $\left|\mathcal{P}_{1, \tau^{1}}-\mathcal{P}_{0, \tau^{0}}\right|>\zeta$,
Put $\tau_{2}=\tau_{1}+h+j$ and Go to Location 3 (second change location estimated) Else

Do $j=j+1$ and Go to (A2).

## Location i :

Let $\tau_{i-1}$ be the change location at step i-1
Put $j=1$ and Do
(Ai): Take any $t$ between $\tau_{i-1}+1$ and $\tau_{i-1}+h+j$
so that there is a large number of indices before and after $t$
Adjust model (1.1) to $X_{\tau_{i-1}+1}, \ldots, X_{\tau_{i-1}+h+j+1}$ with a potential change located at the time index $t$ and apply the testing procedure studied

$$
\text { If }\left|\mathcal{P}_{1, \tau^{1}}-\mathcal{P}_{0, \tau^{0}}\right|>\zeta,
$$

Put $\tau_{i}=\tau_{i-1}+h+j, i=i+1$ and Go to Location $\mathbf{i}$ (ith change location estimated)

Else
Do $j=j+1$ and Go to (Ai).

### 5.4.2 Comments

The change-point detection algorithm above is motivated by the idea that in the case of no change, the magnitude of any eventual change would be nil or very close to 0 , and the estimated power would be close to the level of the test. Also, if there is at least one change, then one can find one $\tau_{1}$ for which the value of the parameter associated to the observations before and after that time index are different. The test would then reject the null hypothesis of no break. Next, at the correct locations, the power of the test should be the largest.

## Chapter 6

## Practical considerations

### 6.1 Introduction

In this chapter, we study the finite sample properties of our results. We apply them to simulated data using "R" software. We first study the power of our test as a function of the magnitudes of the breaks, when the breaks locations are assumed to be known. Next, using an estimated version of the power where the magnitudes are replaced by their estimators, we apply the algorithm described in Chapter 5 for detecting change-points and estimating their locations.

### 6.2 Numerical study

In this part, we use the following particular CHARN model

$$
\begin{align*}
X_{t} & =\rho_{0,1}+\gamma_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\left(\rho_{0,2}+\gamma_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1} e^{\left(\rho_{0,3}+\gamma_{0,3}+\frac{\beta_{1,3}}{\sqrt{n}}\right) X_{t-1}^{2}}  \tag{6.1}\\
& +\left(\theta_{1}+\theta_{2} X_{t-1}^{2}\right)^{\frac{1}{2}} \varepsilon_{t}
\end{align*}
$$

where $n$ denotes the number of observations and $\left(\varepsilon_{t}\right)_{t}$ is a standard white noise. Here, $\boldsymbol{\rho}_{0}=\left(\rho_{0,1}, \rho_{0,2}, \rho_{0,3}\right) \in \mathbb{R}^{3}, \gamma_{0}=\left(\gamma_{0,1}, \gamma_{0,2}, \gamma_{0,3}\right) \in \mathbb{R}^{3}, \beta_{1}=\left(\beta_{1,1}, \beta_{1,2}, \beta_{1,3}\right) \in \mathbb{R}^{3}$ and $\theta=\left(\theta_{1}, \theta_{2}\right)$ is assumed to be known.
The number of replications is $N=1000$ and the nominal levels considered are $\alpha=1 \%, 5 \%$ and $10 \%$.
First of all, we study the local power of the test constructed in chapters 3 and 4 . For
fixed breaks, this power is a function of $\boldsymbol{\beta}$. Next, we apply our methods to change-point study.

### 6.2.1 Power study

Case where $\gamma_{0}=0$

We start with the case $\gamma_{0}=0$, for $\boldsymbol{\rho}_{0}=\left(\rho_{0,1}, 0,0\right), \theta_{1}=1$ and $\theta_{2}=0$. It corresponds to an $A R(1)$ model, which reduces to

$$
X_{t}=\rho_{0,1}+\gamma \odot \omega(t)+\varepsilon_{t} .
$$

In this case, the hypotheses to be tested are:

$$
H_{0}: \boldsymbol{\gamma}=0 \quad \text { against } \quad H_{1}: \boldsymbol{\gamma}=\frac{\boldsymbol{\beta}}{\sqrt{n}}
$$

where $\boldsymbol{\beta}=\left(\beta_{1,1}, \beta_{2,1}\right) \in \mathbb{R}^{2}$.
For $t=1, \ldots, 100$, and a fixed break location, for example, at $t=40$, the simulated data, in this case, can be obtained from

$$
\left\{\begin{array}{l}
X_{t}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\varepsilon_{t} \quad t=1, \ldots, 40 \\
X_{t}=\rho_{0,1}+\frac{\beta_{2,1}}{\sqrt{n}}+\varepsilon_{t} \quad t=41, \ldots, 100
\end{array}\right.
$$

where $\left(\varepsilon_{t}\right)$ is a sequence of standard Gaussian white noise.
Recall the expression of the power function 3.13). We use $\widehat{\pi}_{n}=\sqrt{\widehat{\eta}_{n}\left(\boldsymbol{\rho}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)}$ an estimator of $\pi$ where $\widehat{\eta}_{n}\left(\widehat{\boldsymbol{\rho}}_{0}, \boldsymbol{\gamma}_{0}, \boldsymbol{\beta}\right)=\sum_{j=1}^{k+1} \widehat{\alpha}_{j} \sum_{1 \leq h, m \leq p} \beta_{j, h} \beta_{j, m} \widehat{\eta}_{j, 2}^{(h, m)}\left(\widehat{\boldsymbol{\rho}}_{0}, \boldsymbol{\gamma}_{0}\right)$ with $\widehat{\alpha}_{j}=n_{j}(n) / n$ and $\widehat{\eta}_{j, 2}^{(h, m)}\left(\widehat{\boldsymbol{\rho}}_{0}, \boldsymbol{\gamma}_{0}\right)$ is the empirical estimator of $\eta_{j, 2}^{(h, m)}\left(\widehat{\boldsymbol{\rho}}_{0}, \boldsymbol{\gamma}_{0}\right)$ given by

$$
\widehat{\eta}_{j, 2}^{(h, m)}\left(\widehat{\boldsymbol{\rho}}_{0}, \boldsymbol{\gamma}_{0}\right)=\frac{I(f)}{n_{j}(n)} \sum_{\tau_{j-1}}^{\tau_{j}} \frac{1}{V^{2}\left(\mathbf{X}_{t-1}\right)} \frac{\partial T}{\partial \gamma_{j, h}}\left(\widehat{\boldsymbol{\rho}}_{0}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) \frac{\partial T}{\partial \gamma_{j, m}}\left(\widehat{\boldsymbol{\rho}}_{0}, \boldsymbol{\gamma}_{0}, \mathbf{X}_{t-1}\right) .
$$

Here, $I(f)=1$ since $\left(\varepsilon_{t}\right)$ is a standard white noise, $n_{1}(n)=40$ and $n_{2}(n)=60, V(x)=1$ and the partial derivative $\partial T / \partial \gamma_{j, h}$ and $\partial T / \partial \gamma_{j, m}$ are equals to 1 . For $\rho_{0,1}=0.8, \beta_{1,1}=0$ and $\beta_{2,1}=5$, the chronogram of the data is represented on Figure 6.1a).

(a) Model 6.1 with $\rho_{0,2}=\rho_{0,3}=\theta_{2}=$ $\gamma_{0,2}=\gamma_{0,3}=0$

(b) Power of the test.

Figure 6.1: Power of test against a shifted white noise.

It is easy to see that the mean has a break at $t=40$. Figure (6.1b presents the power of the test as a function of $\beta_{1,1}$ and $\beta_{2,1}$. It is clear that the power increases when $\left|\beta_{1,1}\right|$ and $\left|\beta_{2,1}\right|$ increase. When $\beta_{1,1}=\beta_{2,1}=0$, the power is close to $1-\Phi\left(Z_{0.05}-0\right) \simeq 0.05$. Next, we study the case where $\boldsymbol{\rho}_{\mathbf{0}}=\left(0, \rho_{0,2}, 0\right), \theta_{1}=1$ and $\theta_{2}=0$. The test concerns the change in the autocorrelation. Here, the model has the following expression

$$
\left\{\begin{array}{l}
X_{t}=\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t} \quad t=1, \ldots, 40 \\
X_{t}=\left(\rho_{0,2}+\frac{\beta_{2,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t} \quad t=41, \ldots, 100
\end{array}\right.
$$

where $\left(\varepsilon_{t}\right)$ is a sequence of standard Gaussian white noise.
In this case, the partial derivatives $\partial T / \partial \gamma_{j, h}\left(\gamma_{0}, X_{t-1}\right)$ and $\partial T / \partial \gamma_{j, m}\left(\gamma_{0}, X_{t-1}\right)$ are equals to $X_{t-1}$. For $\rho_{0,2}=0.5$, the power as a function of magnitudes change $\beta=\left(\beta_{1,2}, \beta_{2,2}\right)$ is presented in Figure 6.2b).

(a) Model 6.1 with $\rho_{0,1}=\rho_{0,3}=\theta_{2}=\gamma_{0,1}=$ $\gamma_{0,3}=0$.

(b) Power of the test.

Figure 6.2: Power of test in case of change in autocorrelation.

Here, $\boldsymbol{\beta}=\left(\beta_{1,2}, \beta_{2,1}\right)$. The power as a function of $\boldsymbol{\beta}$, for $\beta_{1,2}$ and $\beta_{2,2}$ varying between -10 and 10, is given in Figure 6.2b). It is clear from this figure that the power increases when $\left|\beta_{1,2}\right|$ and $\left|\beta_{2,2}\right|$ increase. In the third case, we take $\boldsymbol{\rho}_{0}=\left(\rho_{0,1}, \rho_{0,2}, 0\right), \theta_{1}=1$ and $\theta_{2}=0$. This corresponds to the following model

$$
\left\{\begin{array}{l}
X_{t}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t} \quad t=1, \ldots, 40  \tag{6.2}\\
X_{t}=\rho_{0,1}+\frac{\beta_{2,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{2,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t} \quad t=41, \ldots, 100
\end{array}\right.
$$

where $\left(\varepsilon_{t}\right)$ is a sequence of iid standard Gaussian variables.
Here, $\partial T / \partial \gamma_{j, 1}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, X_{t-1}\right)=1$ and $\partial T / \partial \gamma_{j, 2}\left(\boldsymbol{\rho}_{\mathbf{0}}, \gamma_{0}, X_{t-1}\right)=X_{t-1}$. In this case, $\boldsymbol{\beta}$ have 4 components $\left(\beta_{1}=\left(\beta_{1,1}, \beta_{1,2}\right)\right.$ and $\left.\beta_{2}=\left(\beta_{2,1}, \beta_{2,2}\right)\right)$. To obtain a clear figure, we fix one component of $\beta_{1}$ and one of $\beta_{2}$, and we study the power as a function of the remaining components. With this, it results 4 figures. Figure (6.3) shows that the power converges to 1 when the magnitude of change increases.
Now, we take $\theta_{1}=1$ and $\theta_{2}=0.02$. Then, we have $V(x)=\sqrt{1+0.02 x^{2}}$. This corresponds to the following model

$$
\begin{cases}X_{t}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\sqrt{1+0.02 X_{t-1}^{2}} \varepsilon_{t} & t=1, \ldots, 40  \tag{6.3}\\ X_{t}=\rho_{0,1}+\frac{\beta_{2,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{2,2}}{\sqrt{n}}\right) X_{t-1}+\sqrt{1+0.02 X_{t-1}^{2}} \varepsilon_{t} & t=41, \ldots, 100\end{cases}
$$

where $\left(\varepsilon_{t}\right)$ is a sequence of standard Gaussian white noise.
Here, $\boldsymbol{\rho}_{\mathbf{0}}=\left(\rho_{0,0}, \rho_{0,1}\right) \in \mathbb{R}^{2}, \boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}\right) \in \mathbb{R}^{2 \times 2}$ with $\beta_{1}=\left(\beta_{1,1}, \beta_{1,2}\right)$ and $\beta_{2}=\left(\beta_{2,1}, \beta_{2,2}\right)$, $V\left(X_{t}\right)=\sqrt{1+0.02 X_{t-1}^{2}}, \partial T / \partial \gamma_{j, 1}\left(\boldsymbol{\rho}_{0}, \gamma_{0}, X_{t-1}\right)=1$ and $\partial T / \partial \gamma_{j, 2}\left(\rho_{0}, \gamma_{0}, X_{t-1}\right)=X_{t-1}$. As before, following the strategy explained above, we obtain Figure 6.4.

## Case where $\gamma_{0}$ and $f$ are unknown

As said before, in practice, $\gamma_{0}$ and $f$ are unknown and must be estimated. The theoretical study of this case seems long and cumbersome. So, we do not try to tackle it here. However, as in Ltaifa (2021) and Ngatchou-Wandji and Ltaifa (2021), we don't study theoretically the case where $f$ is unknown. We use the least-squares method to estimate $\gamma_{0}$ and we estimate $f$ by Parzen-Rosenbatt estimator (see Parzen (1962)) by

$$
\widehat{f}_{n}(x)=\frac{1}{n h_{n}^{2}} \sum_{t=1}^{n} K\left(\frac{x-\widehat{\varepsilon}_{t}}{h_{n}}\right), \quad x \in \mathbb{R}
$$

where

$$
\widehat{\varepsilon}_{t}=\frac{X_{t}-T\left(\boldsymbol{\rho}_{n}+\widehat{\gamma}_{n} \odot \omega(t), \mathbf{X}_{t-1}\right)}{V\left(\mathbf{X}_{t-1}\right)}
$$

where $\boldsymbol{\rho}_{n}$ and $\widehat{\boldsymbol{\gamma}}_{n}$ denote respectively the least-squares estimator of $\boldsymbol{\rho}_{0}$ and $\boldsymbol{\gamma}_{0}, h_{n}$ is the smoothing parameter and $K$ the kernel function having the following properties:
i. $K(x)>0$ for any $x \in \mathbb{R}$ (Positivity).
ii. $\int_{\mathbb{R}} K(x) d x=1$ (density).
iii. $\int_{\mathbb{R}} x K(x) d x=0$ (symmetry).

Now we calculate the power of the test using these estimators. We choose a Gaussian kernel $K$ and the band width $h_{n}=\sigma_{n}^{2} \cdot n^{-1 / 5}$ where $\sigma_{n}^{2}$ stands for the sample variance. We consider a sample of $n=100$ observations, $n_{1}(n)=40, n_{2}(n)=60$ and we generate the observations using model (6.1). The results for $\rho_{0,1}=0.8, \rho_{0,2}=0.2, \rho_{0,3}=0, \theta_{1}=1$ and $\theta_{2}=0.02$ at level of significance $5 \%$ are given by Figure 6.5), and those at level of significance $1 \%$ by Figure 6.6. It is clear that the test is more powerful in case of exponential noise than in case of Gaussian noise.
It is important to know that we obtain the same result if we choose another kernel like Epanechnikov, Uniform kernel, quadratic kernel, etc.

(a) $\beta_{1,1}=2$ and $\beta_{2,1}=2.5$

(c) $\beta_{1,1}=1$ and $\beta_{2,2}=1.2$

(b) $\beta_{1,2}=1$ and $\beta_{2,2}=1.5$

(d) $\beta_{1,2}=1$ and $\beta_{2,1}=0.5$

Figure 6.3: Power against an $\operatorname{AR}(1)$.


Figure 6.4: Power against an $\mathrm{AR}(1)$.


(a) $\rho_{0,1}=0.6, \rho_{0,2}=0.2, \rho_{0,3}=$ $0, \theta_{1}=1$ and $\theta_{2}=0.02$
(b) $\rho_{0,1}=0.6, \rho_{0,2}=0.2, \rho_{0,3}=$ $0, \theta_{1}=1$ and $\theta_{2}=0.02$

Figure 6.5: Level of significance $5 \%$.

(a) $\rho_{0,1}=0.6, \rho_{0,2}=0.2, \rho_{0,3}=$
(b) $\rho_{0,1}=0.6, \rho_{0,2}=0.2, \rho_{0,3}=$
$0, \theta_{1}=1$ and $\theta_{2}=0.02$
$0, \theta_{1}=1$ and $\theta_{2}=0.02$

Figure 6.6: Level of significance 1\%.

### 6.2.2 Breaks detection

In this section, we apply the strategy presented in chapter 5 to detect the breaks and estimate their locations. In other words, we want to check if our method is able to detect and localize the breaks or not. We first treat the case where there is no break. Next, we study the case of multiple breaks in the data generated by many particular cases of model 6.1).

## No break in the data

We start by calculating the asymptotic local power given by (3.13) in case where there is no break in the model (6.1), that means the case $k=0$. We consider a sample of $n=200$ observations generated from model (6.1), for $\gamma_{0}=0$ and $f$ a standard Gaussian density. For $\rho_{0,1}=0.5, \rho_{0,2}=\rho_{0,3}=\theta_{2}=0$ and $\theta_{1}=1$, the asymptotic local power of our test with different levels of significance is plotted on Figures 6.8 and 6.7. We can see there that the local power does not exceed 0.1012 when $\alpha=10 \%$, does not exceed 0.0507 when $\alpha=5 \%$, and does not exceed 0.01018 when $\alpha=1 \%$. Then, for any $\alpha=1 \%, 5 \%$, and $10 \%$, for the values $\zeta=0.0002,0.008$ and 0.002 , we keep the null hypothesis and we conclude that there is no break in the data.


Figure 6.7: No break $(\alpha=5 \%)$.

(a) No break $(\alpha=1 \%)$.

(b) No break $(\alpha=10 \%)$.

Figure 6.8: No break in the data.

## One single break

We consider in this part the model (6.1) with $n=200$ and $\gamma_{0}=0$ and we treat two situations of breaks. First, the break happens in the parameter $\rho_{0,1}$ which induces a change in the mean. Second, the break happens in $\rho_{0,2}$ inducing a change in the autocorrelation.

## First case

We take $\rho_{0,2}=\rho_{0,3}=\theta_{2}=0, \theta_{1}=1, \beta_{1,1}=1$ and $f$ a standard Gaussian density. The corresponding model is the following shifted white noise:

$$
\begin{equation*}
X_{t-1}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\varepsilon_{t} . \tag{6.4}
\end{equation*}
$$

The data are obtained for $\rho_{0,1}=0$ from the following shifted white noise model

$$
\left\{\begin{array}{l}
X_{t-1}=\varepsilon_{t}, \quad t=1, \ldots, \tau_{1} \\
X_{t-1}=\frac{\beta_{1,1}}{\sqrt{n}}+\varepsilon_{t}, \quad t=\tau_{1}+1, \ldots, n
\end{array}\right.
$$

The power computed at any location is significantly different from the level of significance $\alpha$. The problem now is to estimate the location of $\tau_{1}$. The data are obtained for different times of breaks: $\tau_{1}=40,60,100,150$. For $\alpha=5 \%$, the asymptotic local power is plotted on Figure (? ?); for $\alpha=1 \%$, on Figure (??) and for $\alpha=10 \%$ on Figure (??).
From Figure (??), we can see that the power of the test is maximal at the corresponding instant of break $\tau_{1}$; that means, the power of the test considered is a good tool for the break detection in the mean. For $\rho_{0,1}=0.5$ and $n=200$, Table 6.1 shows different estimation of break times for different values of $\beta_{1,1}$.

| $\tau_{1}$ | 1 | 1.5 | 2 | 2.5 | 4 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 60 | 61 | 60 | 59 | 60 | 60 |
| 80 | 80 | 82 | 80 | 80 | 79 |
| 100 | 99 | 101 | 100 | 100 | 100 |
| 140 | 138 | 141 | 140 | 140 | 140 |
| 185 | 183 | 183 | 185 | 184 | 185 |

Table 6.1: Estimation of break location.

## Second case.

Here, we start by taking $\rho_{0,1}=\rho_{0,3}=\theta_{2}=0, \theta_{1}=1$ and $f$ a standard Gaussian density. This corresponds to the following model

$$
X_{t-1}=\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t}
$$

We are thus studying the break in the autocorrelation. The data are obtained from the following model

$$
\left\{\begin{array}{llc}
X_{t-1}= & \rho_{0,2} X_{t-1}+\varepsilon_{t}, & t=1, \ldots, \tau_{1} \\
X_{t-1}= & \left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t}, & t=\tau_{1}+1, \ldots, n
\end{array}\right.
$$

The power of the test is larger than the level of significance $\alpha$, at any time index. The problem now is to estimate $\tau_{1}$, the location of the break. The data are obtained for different times of break. Here, we need sufficient observations at the beginning to achieve the stationarity of the first observations as explained in Chapter 5. For 1000 replications, $n=200, \rho_{0,2}=0.3$ and $\tau_{1}=100,150,170$, and for $\alpha=5 \%$, we obtain Figure 6.9).
On Figure (6.9), we can see that the power of the test is maximal at the corresponding instant of break, meaning that our method is a good tool for break detection in the autocorrelation.
For $\rho_{0,2}=0.3$ and $n=200$, Table 6.2 shows different estimations of break detection for different values of $\beta_{1,2}$.

| $\tau_{1}$ | 3 | 4 | 5 | -6 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 60 | 62 | 61 | 59 | 60 | 60 |
| 80 | 78 | 81 | 79 | 80 | 80 |
| 100 | 97 | 103 | 101 | 101 | 100 |
| 140 | 142 | 141 | 138 | 140 | 140 |
| 185 | 183 | 184 | 187 | 186 | 185 |

Table 6.2: Estimation of the break location in the autocorrelation.


Figure 6.9: Estimation of the break location for $\tau_{1}=100$ in a class of $\mathrm{AR}(1)$ models (first case).

## Third case

Here, we take $\rho_{0,3}=\theta_{2}=0, \theta_{1}=1$ and $f$ is a standard Gaussian density. In this case, we are studying the break the in parameters of the following model

$$
\begin{equation*}
X_{t-1}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t}, \quad t=1, \ldots, n . \tag{6.5}
\end{equation*}
$$

The data are obtained from the following model

$$
\left\{\begin{array}{lll}
X_{t-1}= & \rho_{0,1}+\rho_{0,2} X_{t-1}+\varepsilon_{t}, & t=1, \ldots, \tau_{1} \\
X_{t-1}= & \rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t}, & t=\tau_{1}+1, \ldots, n
\end{array}\right.
$$

where $\left(\varepsilon_{t}\right)$ is a sequence of standard Gaussian white noise. We consider different values of $\tau_{1}$ and we monitor the power of test to evaluate if it can detect the break. We treat many cases. First, we assume that $\beta_{1,2}=0$, that means we verify if our test can detect breaks in a class of models (6.5) when the break happens only at $\rho_{0,1}$. That means, the data are obtained by the following model

$$
\left\{\begin{array}{l}
X_{t-1}=\quad \rho_{0,1}+\rho_{0,2} X_{t-1}+\varepsilon_{t}, \quad t=1, \ldots, \tau_{1} \\
X_{t-1}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\rho_{0,2} X_{t-1}+\varepsilon_{t}, \quad t=\tau_{1}+1, \ldots, n,
\end{array}\right.
$$

For $n=200, \rho_{0,1}=\rho_{0,3}=\theta_{2}=0, \rho_{0,2}=0.5, \theta_{1}=1$ and $\alpha=5 \%$, Figure 6.10 shows the power for different values of $\tau_{1}$. Table 6.4 shows the estimation of $\tau_{1}$ obtained by our method.
From Figure 6.10, we see that the power of the test is maximal around the correct instant of break. This shows that our method is a good tool for breaks detection in case of $\operatorname{AR}(1)$ models when a break occurs in $\rho_{0,1}$.

| $\tau_{1}$ | 1 | -1 | 1.5 | 2 | -2 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 100 | 101 | 100 | 99 | 101 | 99 |
| 130 | 129 | 129 | 130 | 131 | 131 |
| 155 | 156 | 155 | 155 | 156 | 155 |

Table 6.3: Estimation of the break locations for many different $\tau_{1}$ and different values of $\beta_{1,1}$.


Figure 6.10: Estimation of the break location for $\tau_{1}=100$ in a class of $\operatorname{AR}(1)$ models (second case).

Now, we generalize the previous case and we study the break at any of the parameters of the following model

$$
\left\{\begin{array}{lll}
X_{t-1}= & \rho_{0,1}+\rho_{0,2} X_{t-1}+\varepsilon_{t}, & t=1, \ldots, \tau_{1} \\
X_{t-1}= & \rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t}, & t=\tau_{1}+1, \ldots, n
\end{array}\right.
$$

The results for $\tau_{1}=100,140,160,185, \rho_{0,1}=0.5, \rho_{0,2}=-0.2, \beta_{2,1}=-3$ and $\beta_{2,2}=2$, are given by Figure 6.11. For $n=200, \alpha=5 \%, \tau_{1}=80,100,120,140,160,185$, and for different values of $\beta=\left(\beta_{1,1}, \beta_{1,2}\right)$, the estimation of the break location is given in Table 6.4

| $\tau_{1}$ | $\binom{\beta_{1,1}}{\beta_{1,2}}$ | $\binom{2}{1}$ | $\binom{1}{2}$ | $\binom{-2}{1}$ | $\binom{-2}{3}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |$\binom{-3}{2} |$|  | 78 | 81 |
| :---: | :---: | :---: |
| 82 | 80 | 80 |
| 80 | 99 | 99 |
| 102 | 101 | 100 |
| 100 | 122 | 121 |
| 119 | 120 | 121 |
| 120 | 137 | 138 |
| 141 | 140 | 139 |
| 140 | 155 | 156 |
| 160 | 179 | 179 |
| 185 | 179 | 161 |

Table 6.4: Estimation of break location for $n=200, \rho_{0,1}=0.5, \rho_{0,2}=-0.2, \rho_{0,3}=\theta_{2}=$ $0, \theta_{1}=1$ and $\alpha=5 \%$.


Figure 6.11: Estimation of break location for different $\tau_{1}$ in a class of $\operatorname{AR}(1)$ model (third case).

Case of two breaks $(k=2)$.

The data to be studied are obtained from the following model

$$
\left\{\begin{array}{cc}
X_{t}=\rho_{0,1}+\varepsilon_{t}, & t=1, \ldots, \tau_{1}  \tag{6.6}\\
X_{t}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\varepsilon_{t}, & t=\tau_{1}+1, \ldots, \tau_{2} \\
X_{t}=\rho_{0,1}+\frac{\beta_{2,1}}{\sqrt{n}}+\varepsilon_{t}, & t=\tau_{2}+1, \ldots, n
\end{array}\right.
$$

where $\left(\varepsilon_{t}\right)$ is a sequence of standard Gaussian white noise. Our aim is to detect and locate the changes for which the number and the locations are assumed to be unknown. We consider different instants of break $\left(\tau_{1}, \tau_{2}\right)=(120,210)$ and $(140,240)$. For 5000 reolications, $n=300, \rho_{0,1}=0.2$, for different values of $\beta_{1,1}$ and $\beta_{2,1}$, and different thresholds corresponding to the choice of $\zeta$, the results of detecting the breaks and estimating their
locations are given on Table 6.5. It is easy to see that the more $\zeta$ is high, the more the estimation of the breaks are far from the exact breaks locations. While, whenever $\zeta$ is very small, many false detections can appear.
Figure 6.12 shows the local power for $\beta_{1,1}=2, \beta_{2,1}=-1$ and $\left(\tau_{1}, \tau_{2}\right)=(110,220)$. When the local power crosses the threshold considered, which is the nominal level plus $\zeta$ ( 0.051 in this figure), we consider that we are around the zone of a break and we calculate the local power at the next few observations. The observation which has the maximum local power will be considered a change-point. Next, we skip some observations (as assumed in Chapter 5), and after that, we repeat the same technique (sequential method).
The results shown in Table 6.5 demonstrate that the algorithm presented in Chapter 5 is efficient for detecting more than one break in the parameters of CHARN (1.1) models. Compared to the other methods in literature, it is more accurate for detecting the weak changes and estimating their locations. Our method is sensitive to the choice of $\zeta$.
For a class of models (6.4), for $n=300, \alpha=5 \%,\left(\tau_{1}, \tau_{2}\right)=(110,220), \rho_{0,1}=0.3, \beta_{1,1}=$ $2, \beta_{2,1}=-1$ and for $\zeta=0.06 \%, 0.09 \%, 0,1 \%, 0,13 \%$ and $0.15 \%$, Table 6.6 shows the results of breaks locations estimation corresponding to different values of $\zeta$.

|  | $\left(\beta_{1,1}, \beta_{2,1}\right)$ | $(2,-1)$ | $(3,-1)$ | $(-1,3)$ |
| :--- | :---: | :---: | :---: | :---: |
| $\left(2, \tau_{2}\right)$ |  |  |  |  |
| $(110,220)$ | $(113,221)$ | $(115,221)$ | $(117,222)$ | $(112,222)$ |
| $\zeta$ | $0.1 \%$ | $0.1 \%$ | $0.1 \%$ | $0.1 \%$ |
| $(130,230)$ | $(131,234)$ | $(131,231)$ | $(132,231)$ | $(131,234)$ |
| $\zeta$ | $0.1 \%$ | $0.1 \%$ | $0.1 \%$ | $0.1 \%$ |

Table 6.5: Estimation of breaks locations $(k=2)$.

| $\left(\tau_{1}, \tau_{2}\right)$ | $(2,-1)$ | $(2,-1)$ | $(2,-1)$ | $(2,-1)$ | $(2,-1)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $(110,220)$ | $(65,110,165,220)$ | $(111,221)$ | $(113,221)$ | $(117,223)$ | $(118,225)$ |
| $\zeta$ | $0.06 \%$ | $0.09 \%$ | $0.1 \%$ | $0.13 \%$ | $0.15 \%$ |

Table 6.6: Breaks locations for the same magnitude of change and for different thresholds.


Figure 6.12: Breaks locations estimation in the case of two breaks.

Case of three breaks $(k=3)$.
The data to be studied are obtained from the following model

$$
\begin{cases}X_{t}=\rho_{0,1}+\varepsilon_{t}, & t=1, \ldots, \tau_{1}  \tag{6.7}\\ X_{t}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\varepsilon_{t}, & t=\tau_{1}+1, \ldots, \tau_{2} \\ X_{t}=\rho_{0,1}+\frac{\beta_{2,1}}{\sqrt{n}}+\varepsilon_{t}, & t=\tau_{2}+1, \ldots, \tau_{3} \\ X_{t}=\rho_{0,1}+\frac{\beta_{3,1}}{\sqrt{n}}+\varepsilon_{t}, & t=\tau_{3}+1, \ldots, n\end{cases}
$$

where $\left(\varepsilon_{t}\right)$ is a sequence of standard Gaussian white noise. As before, we aim to detect and locate the changes from which their number and their locations are assumed to be unknown.
The results for 5000 replications, $n=400, \rho_{0,1}=0.2,\left(\tau_{1}, \tau_{2}, \tau_{3}\right)=(90,195,310)$, and for different values of $\beta_{1,1}, \beta_{2,1}, \beta_{3,1}$ and for the same threshold corresponding to $\zeta=0.1 \%$, are shown in Table 6.7.

|  | $\left(\beta_{1,1}, \beta_{2,1}, \beta_{3,1}\right)$ | $(2,-1,0.5)$ | $(3,1,-0.5)$ | $(-1,2,4)$ | $(1,2,3)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ | $(90,195,310)$ | $0.196,316)$ | $(91,197,317)$ | $(93,196,315)$ | $(93,198,316)$ |
| $\zeta$ |  | $0.1 \%$ | $0.1 \%$ | $0.1 \%$ |  |

Table 6.7: Breaks locations estimation in the case of three breaks.

| $\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ | $\left(\beta_{1,1}, \beta_{2,1}, \beta_{3,1}\right)$ | $(2,-1,1)$ | $(2,-1,1)$ | $(2,-1,1)$ | $(2,-1,1)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $(90,195,310)$ | $(50,90,140$, | $(91,196,314)$ | $(91,196,315)$ | $(94,198,319)$ |  |
|  | $195,245,310)$ |  |  |  |  |
| $\zeta$ | $0.06 \%$ | $0.1 \%$ | $0.13 \%$ | $0.2 \%$ |  |

Table 6.8: Breaks locations estimation in the case of three breaks for the same magnitude of change and for different values of $\zeta$.

The behavior of the local power corresponding to the case of $\beta_{1,1}=3, \beta_{2,1}=-1, \beta_{3,1}=$ -0.5 and $\zeta=0.1 \%$ is presented in Figure 6.13.


Figure 6.13: Behavior of the local power of the test in case of three breaks in a class of shifted models.

Now, we generalize the situation of detecting multiple change-points to be in a class of models (6.5). The data under study are obtained from the following model

$$
\begin{cases}X_{t-1}= & \rho_{0,1}+\rho_{0,2} X_{t-1}+\varepsilon_{t}, \\ X_{t-1}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t}, & t=\tau_{1}+1, \ldots, \tau_{1} \\ X_{t-1}= & \rho_{0,1}+\frac{\beta_{2,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{2,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t}, \\ & t=\tau_{2}+1, \ldots, \tau_{3}, \\ X_{t-1}= & \rho_{0,1}+\frac{\beta_{3,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{3,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t}, \\ & t=\tau_{3}+1, \ldots, n,\end{cases}
$$

where $\left(\varepsilon_{t}\right)$ is a sequence of standard Gaussian white noise. The number of change-points are assumed to be unknown and we aim to detect these weak breaks and estimate their locations.
Note that, in this case, the code in "R" program took much more time than the above situations which is related to the replications of the fitted $\mathrm{AR}(1)$ model on a large number of instants checked. For 5000 replications, $n=300, \rho_{0}=\left(\rho_{0,1}, \rho_{0,2}\right)=(0.2,0.3)$ $\tau=\left(\tau_{1}, \tau_{2}, \tau_{3}\right)=(90,190,275)$ and for different values of the components of $\boldsymbol{\beta}_{j}=$ $\left(\beta_{j, 1}, \beta_{j, 2}\right), j=1,2,3$ and for the same threshold corresponding to $\zeta=0.1 \%$, we obtain Table 6.11.

| $\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{3}\right) \quad\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ | $\begin{gathered} (90,190,275) \\ \zeta=0.1 \% \end{gathered}$ |
| :---: | :---: |
| $\left(\left[\begin{array}{l}3 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{c}-1 \\ 1\end{array}\right]\right)$ | $(93,195,280)$ |
| $\left(\left[\begin{array}{c}1 \\ -0.5\end{array}\right],\left[\begin{array}{l}2 \\ 1\end{array}\right],\left[\begin{array}{c}-1 \\ -1\end{array}\right]\right)$ | $(96,196,278)$ |
| $\left(\left[\begin{array}{c}-2 \\ 1.5\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{c}-0.5 \\ -1\end{array}\right]\right)$ | (94,193,277) |

Table 6.9: Estimation of the breaks locations in a class of $\operatorname{AR}(1)$ model.

The results presented in Table 6.11 show that our method is efficient to detect the weak breaks in the parameters of $\operatorname{AR}(1)$ models. Such breaks contain those in the autocorrelation which is a very important result.
Again for $\mathrm{AR}(1)$ models, the data to be studied are obtained for a fixed values of $\boldsymbol{\beta}_{j}, j=1,2,3$, and the same instants of break $\tau=\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$. Table 6.10 shows the results of the corresponding estimates of change-points locations for different values of $\zeta$. When the threshold is too small, the local power crosses it early and then, a change-point is detected which may be false alarm. This is what happens for $\zeta=0.7 \%$. However, when the threshold is high enough, the values of the local power doesn't exceed the threshold considered, especially when the values of the magnitudes of the change $\boldsymbol{\beta}_{j} / \sqrt{n}$ is too
small. This is the case for $\zeta=2.5 \%$.

| $\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{3}\right)$ | $\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ |
| :---: | :---: |
| $\left(\left[\begin{array}{l}3 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{c}-1 \\ 1\end{array}\right]\right)$ | $(56,93,142,195,245,280)$ <br> $\zeta=0.7 \%$ |
| $\left(\left[\begin{array}{l}3 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{c}-1 \\ 1\end{array}\right]\right)$ | $(93,195,280)$ <br> $\zeta=0.1 \%$ |
| $\left(\left[\begin{array}{l}3 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{c}-1 \\ 1\end{array}\right]\right)$ | $(94,197,282)$ <br> $\zeta=0.15 \%$ |
| $\left(\left[\begin{array}{l}3 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{c}-1 \\ 1\end{array}\right]\right)$ | $(96,283)$ <br> $\zeta=0.25 \%$ |

Table 6.10: Estimation of the breaks locations in a class of $\operatorname{AR}(1)$ model for different threshold.

## AR-ARCH models.

Now, we treat the case of multiple change-points corresponding to the data obtained by taken $\theta_{1}=1, \theta_{2}=0.02$ and $\rho_{0,3}=0$. Then, the data under study are generated by the following AR-ARCH models

$$
\left\{\begin{array}{lll}
X_{t-1}= & \rho_{0,1}+\rho_{0,2} X_{t-1}+\sqrt{1+0.02 X_{t-1}^{2}} \varepsilon_{t}, & t=1, \ldots, \tau_{1} \\
X_{t-1}= & \rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\sqrt{1+0.02 X_{t-1}^{2}} \varepsilon_{t}, & t=\tau_{1}+1, \ldots, \tau_{2}, \\
X_{t-1}= & \rho_{0,1}+\frac{\beta_{2,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{2,2}}{\sqrt{n}}\right) X_{t-1}+\sqrt{1+0.02 X_{t-1}^{2}} \varepsilon_{t}, & t=\tau_{2}+1, \ldots, \tau_{3}, \\
X_{t-1}= & \rho_{0,1}+\frac{\beta_{3,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{3,2}}{\sqrt{n}}\right) X_{t-1}+\sqrt{1+0.02 X_{t-1}^{2}} \varepsilon_{t}, & t=\tau_{3}+1, \ldots, n,
\end{array}\right.
$$

For $n=350, \rho_{0,1}=0.2, \rho_{0,2}=0.3, \boldsymbol{\beta}_{1}=(3,-2), \boldsymbol{\beta}_{2}=(1,1), \boldsymbol{\beta}_{3}=(-2,4)$, the detection of the changes are illustrated with Figure.

| $\left.\mathbf{( \boldsymbol { \beta }}_{1}, \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{3}\right) \quad\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ | $\begin{gathered} (90,190,275) \\ \zeta=0.1 \% \end{gathered}$ |
| :---: | :---: |
| $\left(\left[\begin{array}{l}3 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{c}-1 \\ 1\end{array}\right]\right)$ | $(93,195,280)$ |
| $\left(\left[\begin{array}{c}1 \\ -0.5\end{array}\right],\left[\begin{array}{l}2 \\ 1\end{array}\right],\left[\begin{array}{c}-1 \\ -1\end{array}\right]\right)$ | $(96,196,278)$ |
| $\left(\left[\begin{array}{c}-2 \\ 1.5\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{c}-0.5 \\ -1\end{array}\right]\right)$ | $(94,193,277)$ |

Table 6.11: Estimation of the breaks locations in a class of $\operatorname{AR}(1)$ model.


Figure 6.14: Detection of multiple changepoints in a class of ARCH models

Collecting the results obtained above, in a class of AR-ARCH models, we can see that our method is efficient and accurate for detecting multiple breaks in a class of non-linear models.

### 6.3 Comparison with Horváth et al. (2020)

In a class of shifted model (6.4), Ltaifa (2021) did a comparison between her method, which is a particular case from ours, and other methods including the one of Horváth et al. (2020). She concluded that her method is more powerful for estimating the localization of weak breaks.
In this section, we compare our method to that of Horváth et al. (2020) denoted by SCUSUM, for a class of more general model. Recall the model 6.5),

$$
X_{t-1}=\rho_{0,1}+\frac{\beta_{1,1}}{\sqrt{n}}+\left(\rho_{0,2}+\frac{\beta_{1,2}}{\sqrt{n}}\right) X_{t-1}+\varepsilon_{t}, \quad t=1, \ldots, n .
$$

For $n=200$, in the case of one single break at $\tau_{1}=80,120,185$, we do 1000 replications and at each replication, we obtain a data generated by the same model (6.5) with same parameter values and we investigate the estimation of change-point by SCUSUM. For $\alpha=5 \%, \rho_{0,1}=0.5, \rho_{0,2}=-0.2$ and different values of $\beta=\left(\beta_{1,1}, \beta_{1,2}\right)^{\top}$ we obtain Table 6.12.

During these 1000 replications, for most of them, SCUSUM has not been able to detect any change-points. For that, we keep only the cases where this method detects a change, and we calculate the mean of the change location estimated among these 1000 replications, and we display it in Table 6.12.
It is obvious that our method is more accurate than SCUSUM for the detection of weak changes in the parameters of model (6.5).

|  | $\binom{\beta_{1,1}}{\beta_{1,2}}$ | $\binom{2}{1}$ | $\binom{1}{2}$ | $\binom{-2}{1}$ | $\binom{-2}{3}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |$\binom{-3}{2}$.

Table 6.12: Breaks locations estimation obtained by our method and SCUSUM for different instants of break $\tau_{1}$ and different magnitudes of change.

### 6.4 Conclusion

In this chapter, we have evaluated the performance of a new method for change-points detection and for estimating the localization. The results obtained show that our method is efficient on several models considered.
Compared to Horváth et al. (2020), it seems to be more efficient for detecting weak changes and estimating their locations. It seems also more performant for detecting changes in the earliest data and in the latest ones. This fact was already pointed out by Ltaifa (2021) and Ngatchou-Wandji and Ltaifa (2021).

## Chapter 7

## General conclusion and outlook

### 7.1 Conclusion

Ngatchou-Wandji and Ltaifa (2021) studied weak break in the mean of a class of CHARN models. We have generalized their work to a class of more general CHARN models.
In our work, we studied weak breaks in the parameters of the function $T$. We started our work by assuming that the function $T, V$ and the parameters $\boldsymbol{\rho}_{0}$ and $\gamma_{0}$ are known. We established a LAN and a contiguity results. Also, we derived an explicit expression of the local power of the likelihood test that constructed.
Next, we assumed that the function $T$ and $V$ have known forms, but the parameters $\boldsymbol{\rho}_{\mathbf{0}}$ and $\gamma_{0}$ are unknown. First, we estimated these parameters, then we proved the convergence between the central sequence based on the estimated parameters and the one based on the true parameters. In this case, we derived an explicit expression of the local power, and we proved that our test remains optimal if we replace the parameters with their estimators. From these results, we used the theoretical power for detecting weak breaks in time series through an algorithm that we constructed.
The simulation experiment that we constructed shows that our method can detect the weak breaks in the mean of shifted white noise models. It can also detect weak breaks in the autocorrelation, and in all the parameters of some AR models considered.
We can see that, in all the examples illustrated in the simulation part, the detection of the break instants was exact or very close (differ for one or two instants) to the exact instants of breaks. This is a good indicator of the efficiency of our method.
Compared to other method, like Horváth et al. (2020), it seems to be more efficient for detecting weak changes and estimating their locations. Sometimes, Horváth et al. (2020) method detects breaks in data having no break. This has not happened with our method
when we choose a suitable $\zeta$.

### 7.2 Outlook

With regard to the simulation results in the preceding chapter, our work seams interesting and needs some extensions in many directions. In the sequel, we outline some perspectives.
i. At a theoretical point of view, our work is done with the assumption that the density function $f$ of $\varepsilon_{t}$ is known. It can be interesting to study the case where $f$ is unknown.
ii. In our study the function $V$ is assumed to be given. Our next purpose is to study weak breaks in its parameters. These breaks induce changes in the conditional variance.
iii. We also plan to try the case where both the functions $T$ and $V$ are jointly parametric.
iv. At a practical point of view, the creation of an $R$ package that uses our method to detect the weak breaks in the data is something to be investigated.
v. It will be interesting to update the "code" and make it able to check if a future observation is a break, in other words, we think to adapt the " R " program to the on-line detection.
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