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(mention informatique)

par

YOU YANG

Composition du jury

Président : Armelle Brun Professeur, Université de Lorraine
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Résumé

Dans cette thèse, nous nous intéressons à la prise de décision haut niveau (planification de tâches)
pour la robotique à l’aide de modèles de prise de décision markoviens et sous deux aspects : la
collaboration robot-robot et la collaboration homme-robot.

Dans le cadre de la collaboration robot-robot (RRC), nous étudions les problèmes de déci-
sion de plusieurs robots devant atteindre un objectif commun de manière collaborative, et nous
utilisons le cadre des processus de décision markoviens partiellement observables et décentralisés
(Dec-POMDP) pour modéliser de tels problèmes. Nous proposons deux nouveaux algorithmes
pour résoudre les Dec-POMDP. Le premier algorithme (Inf-JESP) trouve des équilibres de Nash
en construisant itérativement pour chaque agent la politique meilleure réponse aux autres agents
jusqu’à ce qu’aucune amélioration ne soit possible. Pour traiter les Dec-POMDP à horizon infini,
nous représentons la politique de chaque agent à l’aide d’un contrôleur à états finis. Le deuxième
algorithme (MC-JESP) étend Inf-JESP avec des modèles génératifs, ce qui nous permet de passer
à l’échelle pour des grands problèmes. Nous démontrons expérimentalement que nos méthodes
sont compétitives par rapport aux solveurs Dec-POMDP existants.

Dans le cadre de la collaboration homme-robot (HRC), nous ne pouvons contrôler que le
comportement du robot, lequel doit faire face à des objectifs humains et à des comportements
induits incertains. Nous cherchons ainsi à dériver des politiques de robot qui sont robustes aux
incertitudes sur les comportements humains. Pour cela, nous discutons des modèles mentaux
qui peuvent être utilisés pour modéliser le comportement humain dans une telle tâche collab-
orative. Nous décrivons ensuite une approche générale pour dériver, automatiquement et sans
connaissance préalable, un modèle de comportements humains basé sur l’hypothèse que l’humain
contrôle aussi le robot. À partir de là, nous proposons deux algorithmes pour calculer des poli-
tiques robustes pour le robot en se basant sur la résolution d’un POMDP dont l’état contient
l’état interne de l’humain. Le premier algorithme fonctionne hors ligne et fournit une politique
complète qui peut être utilisée par le robot pendant son exécution. Le deuxième algorithme
est une méthode en ligne, c’est-à-dire qu’il décide de l’action du robot à chaque pas de temps
au cours de l’exécution. Par rapport à l’approche hors ligne, la méthode en ligne ne nécessite
qu’un modèle génératif et peut donc s’adapter à de grands problèmes. Des expériences avec des
humains synthétiques et réels sont menées dans un environnement simulé pour évaluer ces al-
gorithmes. Nous observons que nos méthodes peuvent fournir des décisions robustes pour des
robots collaboratifs malgré les incertitudes sur les objectifs et les comportements humains.

Dans cette thèse, notre recherche sur la collaboration robot-robot fournit une base pour
construire des politiques meilleure réponse dans un cadre partiellement observable et multi-
agent, base qui sert d’étape intermédiaire importante pour aborder les problèmes de collaboration
homme-robot. De plus, pour chaque contribution, nous fournissons des algorithmes plus flexibles
utilisant des modèles génératifs dont nous pensons qu’ils faciliteront la mise en œuvre de nos
contributions à des applications du monde réel.
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Abstract

In this thesis, using Markov decision models, we investigate high-level decision-making (task-level
planning) for robotics in two aspects: robot-robot collaboration and human-robot collaboration.

In robot-robot collaboration (RRC), we study the decision problems of multiple robots in-
volved to achieve a shared goal collaboratively, and we use the decentralized partially observable
Markov decision process (Dec-POMDP) framework to model such RRC problems. Then, we pro-
pose two novel algorithms for solving Dec-POMDPs. The first algorithm (Inf-JESP) finds Nash
equilibrium solutions by iteratively building the best-response policy for each agent until no
improvement can be made. To handle infinite-horizon Dec-POMDPs, we represent each agent’s
policy using a finite-state controller. The second algorithm (MC-JESP) extends Inf-JESP with
generative models, which enables us to scale up to large problems. Through experiments, we
demonstrate our methods are competitive with existing Dec-POMDP solvers.

In human-robot collaboration (HRC), we can only control the robot, and the robot faces un-
certain human objectives and induced behaviors. Therefore, we attempt to address the challenge
of deriving robot policies in HRC, which are robust to the uncertainties about human behaviors.
In this direction, we discuss possible mental models that can be used to model humans in an HRC
task. We propose a general approach to derive, automatically and without prior knowledge, a
model of human behaviors based on the assumption that the human could also control the robot.
From here, we then design two algorithms for computing robust robot policies relying on solving
a robot POMDP, whose state contains the human’s internal state. The first algorithm operates
offline and gives a complete robot policy that can be used during the robot’s execution. The
second algorithm is an online method, i.e., it plans the robot’s action at each time step during
execution. Compared with the offline approach, the online method only requires a generative
model and thus can scale up to large problems. Experiments with synthetic and real humans
are conducted in a simulated environment to evaluate these algorithms. We observe that our
methods can provide robust robot decisions despite the uncertainties over human objectives and
behaviors.

In this thesis, our research for RRC provides a foundation for building best-response policies
in a partially observable and multi-agent setting, which serves as an important intermediate step
for addressing HRC problems. Moreover, we provide more flexible algorithms using generative
models in each contribution, and we believe this will facilitate applying our contributions to
real-world applications.
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Introduction

1.1 Motivation and Research Questions

Collaborative robots are widely used in modern society in various domains. For example, in
agriculture, a robot can work as a sprayer to help farmers get rid of harmful insects [Berenstein
and Edan, 2012]; in daily life, robots provide services in hospitals for therapeutic programs and
guide passengers in airports [Tapus et al., 2007, Triebel et al., 2016]; in industry, robots are used
to lift heavy objects, perform high-precision manipulations, or collaborate with human workers
[Vysocky and Novak, 2016]. We can mainly categorize these robot collaboration applications into:

• Robot-Robot Collaboration (RRC): multiple robots are involved together to collaboratively
achieve a task or a specified goal;

• Human-Robot Collaboration (HRC): Humans and robots work together cooperatively; usu-
ally, a goal is specified by human users or linked to humans’ objectives.

This thesis is funded by the ANR project Flying Co-Worker, an aerial manipulator robot
that acts as a teammate of a human worker to realize complex tasks. As shown in Figure 1.1,
one possible scenario is that two workers are in a working space, and a flying drone is designed
to deliver tools between workers. In this thesis, we are interested in the robot’s decision-making
system in a broader view in both RRC and HRC. In other words, we investigate how the robot
should decide on its actions in order to achieve a task, no matter whether the partners are humans
or other robots. We focus on sequential decision-making as the collaboration tasks take multiple
time steps to accomplish, so we search for policies to maximize the team’s global performance.
Those policies indicate what actions the agents should perform for each condition they encounter.
Moreover, one can decompose the decision-making process hierarchically into low-level and high-
level decisions [Cacace et al., 2015], here (in robotics) with low-level decisions corresponding to
low-level control, i.e., motor commands, and high-level decision 1 corresponding to task-planning,
i.e., deciding to “pick an object”, “repair a device”. Our thesis focuses on the high-level decision
(hence task-planning) for robotics in both RRC and HRC.

However, the research questions raised by task planning in RRC and HRC are different due
to their different features. In RRC, we assume that we can assign policies for all robots, and then
they behave independently in the environment. Thus, we investigate how to design algorithms
that compute optimal policies for each agent to maximize the overall performance. On the other

1In robotics, a high-level decision will eventually compile to low-level controls. Thus, the high-level decision
making is (in a sense) about decomposing the original problem into sub-problems.
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Figure 1.1: An illustration of the Flying Co-Worker project scenario: a flying drone equipped
with an end effector delivers tools for the workers in a working space.

hand, in HRC, only the robot can be controlled but not the human (in this thesis, we assume there
is one human and one robot in an HRC team). Therefore, the challenge is to design a decision-
making system only for the robot, and it should adapt to the human behaviors regarding his
objectives in order to achieve the collaboration task.

1.2 Overview of Robot-Robot Collaboration

A multi-agent system (MAS) defines a set of individual agents that work collaboratively to solve
problems such as electric grids, sensor networks, or intelligent transportation. In this sense, the
robots in a robot-robot collaboration (RRC) task make up a MAS since they work together to
achieve a shared goal. One can use Markov decision models to formalize sequential decision-
making problems in the MAS setting. The key feature of Markov decision models is the Markov
property, i.e., the system’s next state only depends on the current state and the executed action
[Bellman, 1957]. Among all the Markov decision models, the Markov decision process (MDP) is
the most basic one for single-agent problems. It addresses a sequential decision-making problem
by formalizing a controllable agent in its environment with discrete time, stochastic dynamics,
and fully observable states. The partially observable Markov decision process (POMDP) is a
generalization of the MDP. It models one agent’s decision process in the same way as an MDP.
However, the agent in a POMDP cannot directly observe the true world state but only partial or
noisy information. The decentralized partially observable Markov decision process (Dec-POMDP)
[Bernstein et al., 2002] extends POMDPs to the multi-agent setting, The objective of solving
a Dec-POMDP is to derive strategies for all agents to achieve a common task. Overall, the
Dec-POMDP is the most general framework among all Markov decision models, and it fits the
multi-agent and collaboration setting for RRC problems in this thesis.

In terms of solving techniques, there are mainly two approaches: reinforcement learning (RL)
and planning. RL is about learning the optimal behavior to maximize a numerical reward signal
by trial and error through interactions with the environment [Sutton and Barto, 2018]. One can
distinguish “offline” RL (with 2 phases: training and execution) and “online” RL (with a single
phase where one learns directly in the real world). In both cases, RL methods do not need a
complete problem model but only a black-box simulator (typically offline RL) or even just the
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real environment (typically online RL). On the other hand, planning methods usually rely on a
complete problem model. Unlike RL approaches, where the agent interacts with the environment
to gather information, planning methods can often directly use the model information to compute
optimal policies. In this thesis, we would like to have a generic method taking advantage of the
model of the task, we thus investigate the planning approaches to design the robot decision-
making system.

To reduce ambiguities, we need to emphasize that we focus on the high-level, sequential
decision-making problems, and the planning methods in our context are related to the Markov
models.

1.2.1 Planning for Single-Agent Settings

Before introducing planning methods for multi-agent decision-making, we first look at planning
in a single-agent case. Generally, single-agent problems are often modeled using MDPs if the
environment state is fully observable or POMDPs if the underlying state cannot be directly
observed. In our thesis, we won’t directly use MDPs or POMDPs for modeling the RRC problems
since they are designed for single-agent decisions. However, in HRC, the robot’s decision could
be modeled using POMDPs because of its limited observations, and because we cannot control
the human but only the robot.

The planning methods for solving such single-agent problems can be classified into two types:
model-based or simulator-based. Model-based planning methods require an explicit model of the
problem, which means that the dynamics of the environment should be known, including how
the environment state evolves, and how the environment is perceived if it is not fully observable.
Classic model-based planning methods such as value iteration and policy iteration for MDPs
are also the foundations of RL algorithms [Bellman, 1957, Howard, 1960], and state-of-the-
art model-based planning algorithms such as HSVI [Smith and Simmons, 2004] and SARSOP
[Kurniawati et al., 2008] can give ϵ-optimal solutions for POMDPs. However, for some large-scale
problems, such as planning in an urban environment [Delamer et al., 2019], building explicit
models is difficult since it will cost a lot of memory to represent the full dynamics. Moreover,
exact computations may be too costly (at least regarding CPU time), so sampling-based methods
can be a good solution in large-scale problems. Sampling-based planning approaches [Metropolis
and Ulam, 1949, Silver and Veness, 2010] only require a black-box simulator which takes inputs of
the current state and executed action, then gives the next state, agent’s observation and instant
reward as outputs.

One can also distinguish single-agent planning algorithms into two types: offline and online
planning. Offline planning contains two steps: policy construction and policy execution. In the
policy construction phase, an optimal policy is computed which contains the best actions for
all possible situations. This optimal policy will then be executed in the execution phase. Unlike
offline planning, online planning methods [Ross et al., 2008, Metropolis and Ulam, 1949, Silver
and Veness, 2010] interleave the planning and execution processes. In the planning phase, online
algorithms try to find the best action given the current situation within a bounded memory or
time budget. Then, when the planning phase terminates, the agent performs this action in the
execution phase and updates its information state in order to launch the next plan. Compared
with offline planning, online planning can better fit applications with fixed time constraints
and non-stationary environments [Chatzis and Kosmopoulos, 2014, Lecarpentier and Rachelson,
2019]. In those cases, using offline methods to enumerate all possible situations is computationally
infeasible. However, if enough resources and time are given, offline methods [Smith and Simmons,
2004, Kurniawati et al., 2008] will converge to near-optimal solutions.
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1.2.2 Planning for Multi-Agent Settings

For multi-agent planning, the purpose is to compute optimal policies for each agent in order to
achieve the common goal. As in the single-agent setting, we divide current multi-agent planning
algorithms into mainly two categories:

• Explicit model-based algorithms: This approach requires an explicit model of the multi-
agent problem, including the environment dynamics and reward function. Then, using the
model knowledge, optimal or suboptimal policies for each agent are computed by using
heuristic search [Szer et al., 2005, Dibangoye et al., 2016], parameters optimizations [Bern-
stein et al., 2009] or finding Nash-equilibrium solutions [Nair et al., 2003, You et al., 2021a];

• Simulator-based (sampling-based) algorithms: in this case, algorithms [Wu et al., 2013, Liu
et al., 2015, Dibangoye and Buffet, 2018] do not need an explicit model, but a black-box
simulator, with which agents can interact and receive observations and rewards.

Compared with the single-agent setting, multi-agent decision-making brings more challenges in
several aspects. First, agents usually have limited access to the environment and cannot observe
the exact status of other agents. Thus it is difficult for the agents to coordinate their behaviors
only based on local observations. Second, the complexity of computation grows exponentially
with the number of agents. Therefore, scalability is also an issue for multi-agent decision-making.
In this thesis, we will give more details regarding the models and theories in Chapter 2 and
related algorithms in Chapter 3. Our contributions in both explicit model-based and simulator-
based planners for solving multi-agent problems modeled with Dec-POMDPs are presented in
Chapter 4.

1.3 Overview of Human-Robot Collaboration

In the previous section, we briefly introduced Robot-Robot Collaboration (RRC) and related
decision-making methods. In this section, we introduce Human-Robot Collaboration (HRC),
which has emerging applications in recent years, such as in manufacturing [Zanchettin et al.,
2016, Guerin et al., 2015, Wang et al., 2017, Zanchettin and Rocco, 2013] and healthcare [Tapus
et al., 2009, Jacob et al., 2013]. In HRC, a collaborative team of humans and robots work to-
gether to achieve a shared goal. HRC is also part of the broader field of human-robot interaction
(HRI), where the various partners do not necessarily benefit from the interaction [Bauer et al.,
2008]. Here, let us summarize some dimensions and challenges in HRC:

• Robot design: To enable a successful collaboration between the human and robot, the first
step is to study how to design the robot, which involves the following aspects:

– Robot appearance: The human’s acceptability to the robot partner varies because
of the robot appearance [Walters et al., 2008, Mori, 2012], which will affect the hu-
man’s attention, effectiveness during a collaboration task Goetz et al. [2003], Walters
et al. [2009], Kwak [2014]. Thus, one important topic is how to design the robot’s
appearance.

– Hardware and software: HRC tasks require the robot to provide different kinds of
service or assistance to the human partner. In response to those requirements, the
robot should be equipped with appropriate hardware [Wang et al., 2019, Khalid et al.,
2016] such as smart sensors [Schmidt and Wang, 2014, Wang, 2015] to detect human
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behaviors, and software such as tools to facilitate programming of collaborative robots
[Mokaram et al., 2017].

– Interface and communication: In HRC, the human user should feel easy to interact
and communicate with the robot [Villani et al., 2018]. This requires properly designed
user interfaces such as providing augmented reality [Tian and Paulos, 2021] or virtual
reality [Wang et al., 2019] to illustrate the robot status, and enabling remote operation
with dedicated tools [Lv et al., 2020, Wang et al., 2019].

Safety: In HRC, human safety is a fundamental prerequisite, especially for industrial ap-
plications. To ensure safe interactions between humans and robots in a shared workspace,
one particular research question is collision avoidance. To do so, it is important to detect
human movements and identify potential risks, such as a human approaching within a
danger range. There are multiple ways to detect human movements, such as using depth
cameras [Nascimento et al., 2020, Mohammed et al., 2017] and laser scanners [Safeea and
Neto, 2019]. Moreover, to increase the detection precision, methods such as data fusion
have been applied in order to efficiently use multiple sensors’ data [Lin et al., 2020]. Af-
ter potential risks have been detected, the robot should take appropriate reactions such
as emergency stops or changing its moving direction [Nascimento et al., 2020] to prevent
collisions.

The outcome of such research on safety may lead to new industrial standards. Up to now,
standards have been established to ensure the safety of collaborative robots mainly in the
industry, such as ISO 13850, 13851, 10218-1/2 [Villani et al., 2018]. Those safety standards
define the requirements and design guidelines for developing robot systems in HRC. For
example, ISO 10218-1/2 [ISO 10218-1:2011, ISO 10218-2:2011] identify four collaborative
modes including safety-rate monitored stop, hand guiding, speed and separation monitoring,
power, and force limiting, and list required robot functionalities to ensure safety. In the
future, more standards will be created with the increased usage of collaborative robots in
domains like home service [Taipalus and Kosuge, 2005] and healthcare [Tapus et al., 2009,
Jacob et al., 2013].

• Robot autonomy: In HRC, the robot autonomy can be roughly divided into two parts,
perception system and decision system, as follows:

– Perception system: In HRC, robot sensors receive signals from the environment and the
human partner. Thus, one issue is how to let the robot understand those signals and
make use of them. To answer this question, multiple techniques have been applied in
HRC, such as using histogram of oriented gradients (HOG), support vector machines
(SVM), or convolutional neural networks (CNN) for image recognition [Feng and
Yuan, 2013, Zhao et al., 2019]; processing IMU’s data though hidden Markov model
(HMM) [Roitberg et al., 2014, Wang et al., 2018]; and using data fusion techniques
to analyze multi-sensor data [Lin et al., 2020]. Recently, deep learning has made
great progress, especially in the machine vision domain, with deep learning methods
outperforming human experts’ accuracy for classification tasks. Therefore, state-of-
the-art deep learning methods such as YOLOv5 [Jocher, 2020] have been introduced
to HRC applications [Liau and Ryu, 2021] as powerful tools for motion and gesture
detection.

– Decision system: The core of the robot’s autonomy is its decision system. It reflects
how the robot adapts to different situations and assists the human partner with appro-
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Figure 1.2: An illustration of the coordination issue for the robot in HRC. The human and robot
need to repair all the broken devices (top left and top right ones). They can repair one device if
and only if they are in the same cell and performing repairing actions simultaneously.

priate decisions. In classical planning, the robot plans its actions considering temporal
and domain constraints and controls executions in real time [Alami et al., 1998]. To
handle tasks with uncertain environments, many works [Zheng et al., 2018, Görür
et al., 2018, Unhelkar et al., 2020, Nikolaidis et al., 2017, Chen et al., 2018] also use
Markov decision models to represent the robot decision framework in HRC. For exam-
ple, Nikolaidis et al. proposed a robot decision framework for a collaborative grasping
task based on a POMDP [Nikolaidis et al., 2017]. Since human has different statuses
during the task and evolves over time, Nikolaidis et al. define the human’s status as
a part of the state and integrate human status dynamics inside the POMDP’s transi-
tion function. Therefore, the robot could update its belief on the human status from
observed human actions. Then, solving this POMDP would result in a robot decision
solution (robot policy) considering human behaviors. Moreover, other methods such
as imitation learning [Lee et al., 2011] and reinforcement learning [Liu et al., 2021]
can be also used in HRC.

Among those research directions, in this thesis, we focus on robot decision-making for HRC.

1.3.1 Robot Decision-Making in HRC

HRC brings more challenges for the robot’s decision-making compared with RRC. Unlike RRC,
which specifies all agents’ behaviors, the human partner in HRC cannot be controlled, and his
intention and future behaviors are often hidden from the robot. Thus, a real challenge for the
robot is how to make decisions on its behavior to coordinate with the human. Here we use a
simple example to explain this challenge, as shown in Figure 1.2, where two broken devices are
located on the top left and top right corners of the map. The goal is to repair all the broken
devices. In RRC, this is an easy problem since we can directly control two agents and move them
to the broken devices’ locations together and do the repair simultaneously. However, in HRC,
the robot does not know which device the human wants to repair first. Thus the robot needs to
observe the human behavior to infer his intention. Moreover, humans are not fully rational, and
their behaviors can be uncertain due to multiple factors such as emotions and fatigue. Therefore,
in this simple example, humans could have different paths to broken devices, some of which may
be erratic. For example, a human may go left first, wait for a while, return to his original position,
and then head to the top-left broken device. From the robot’s point of view, to make correct
decisions, all those uncertainties must be considered.

As we previously mentioned, many researchers [Zheng et al., 2018, Görür et al., 2018, Unhelkar
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et al., 2020, Nikolaidis et al., 2017, Chen et al., 2018] rely on Markov decision models, especially
using the POMDP framework to represent the robot decision-making for HRC, and a human
model [Nikolaidis et al., 2017] is usually integrated as parts of the environment dynamics. By
doing so, the robot could reason about its actions considering possible human behaviors and
following consequences. However, to have such human models, expert knowledge or collected
data in specific domains are usually required [Nikolaidis et al., 2017, Chen et al., 2018].

In this thesis, we also rely on Markov decision models to design the robot decision for HRC.
We investigate and make contributions to the following challenges:

• How should the robot model the human partner in order to estimate his intention and
behavior, this modeling process is automatically done by the robot, and it should be generic
enough so that no expert knowledge and data are needed;

• How should the robot decide its own actions to coordinate with the human partner, the
robot’s decisions should be robust enough regarding the uncertainties of human intention
and behavior.

We will give more details regarding the related works of robot decisions for HRC in Chapter 5
and our contributions for HRC are written in Chapter 6.

1.4 Contribution

We summarized the relations of main contributions in this thesis as in Table 1. The contribution
in this thesis can be divided into two main parts (RRC and HRC).

For RRC, this thesis provides novel techniques for solving muti-agent decision problems
modeled with Dec-POMDPs in which agents only have partial observations of the environment.
More specifically, inspired by JESP [Nair et al., 2003], we would like to solve Dec-POMDPs
by finding Nash equilibrum solutions. Thus, we iteratively optimize each agent’s policy until
no improvements can be made. Moreover, we address JESP’s drawback that it can only solve
finite-horizon problems because it uses policy trees. In our thesis, we use finite-state controllers
to represent each policy, and we propose two novel algorithms (Inf-JESP and MC-JESP) for
solving infinite-horizon Dec-POMDPs. These two contributions differ in that one uses an explicit
model while the other uses a generative model. Through experiments on benchmark problems,
we demonstrate the validity of our methods, which perform quite well compared to other existing
Dec-POMDP solvers.

On the other hand, for human-robot collaboration, we focus on the robot’s decision-making
and aim to compute robot policies that are robust to uncertain human objectives and behaviors.
Relying on Markov decision models, we provide a robust robot planning algorithm that relies on
solving a POMDP where one hidden state variable corresponds to human behavior. However,
human behaviors are usually uncertain and unknown to the robot. Unlike other approaches
[Nikolaidis et al., 2017, Chen et al., 2018], which need expert knowledge or collected data to
provide such a human model, we provide an approach to automatically generate an uncertain
human behavior (a policy) for each human objective. Moreover, in our approach, the generated
human model is not myopic, which can account for possible robot behaviors and consider long-
term consequences. We distinguish two variants of this robust robot planning method. The first
algorithm is based on knowing the explicit model of the collaboration task and computing a
robust robot policy by estimating possible human behaviors. This method operates offline, so
we first compute a robust robot policy and assign it to the robot before the actual execution.
The second algorithm works online, and only a black box simulator is sufficient. To evaluate our

7



Chapter 1. Introduction

Table 1.1: Table of the relations about contributions

Task Type RRC HRC

Explicit Model Inf-JESP Robust Robot Planning - Offline
Generative Model MC-JESP Robust Robot Planning - Online

Research Interest Optimality Robustness

methods, a co-working scenario is designed, which allows conducting experiments and presenting
qualitative and quantitative results to evaluate our approach.

1.5 Outline

The structure of this thesis is organized as follows:

• Chapter 1 gives an overview of this thesis, the motivation, research questions, contributions
and outlines;

• Chapter 2 is the background part, where we introduce different Markov decision models
related to our research and discuss their relations and variations;

• Chapter 3 discusses the related works of multi-agent decision making applicable to robot-
robot collaboration;

• Chapter 4 presents our contributions on how to solve multi-agent decision problems with
partial observations;

• Chapter 5 describes the related works of human-robot collaboration, which are categorized
based on how the robot models its human partner;

• Chapter 6 presents our contributions to solving human-robot collaboration problems by
computing robust robot policies;

• Chapter 7 concludes the thesis and discusses future directions.
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2

Background

2.1 Frameworks for Sequential Decision Making

Decision making is an important part of daily life. We, humans, make decisions and follow plans
to achieve our goals. It is the same for automated software, robotics, and all kinds of machines
to decide what to do or how to react in different conditions.

One big branch in this context is classical planning, where the aim is to find a sequence of
actions to end up in a goal state. Classical planning has a wide range of real-world applications,
such as in logistics [Helmert, 2009, García et al., 2013], robotics [Alami et al., 1998, González
et al., 2017] and web services [Yang and Qin, 2010]. However, in classical planning, the environ-
ment and actions are usually deterministic, and a practical approach is to “re-plan” whenever
the state encountered is not the one anticipated, but this can lead to catastrophes. To that end,
contingent planning and conformant planning [Cimatti and Roveri, 2000, Hoffmann and Braf-
man, 2005, 2006, Albore et al., 2009] are meant to handle planning problems with uncertainty
about the initial state and action outcomes under partial or no observability. A key issue with
these approaches is that they ignore probabilities. Thus, they can only rely on criteria such as
the “worst-case outcome” of the (conditional) plan, which can be overly pessimistic

Another classic framework for sequential decision making is the Markov decision process,
which is the main tool we used in this thesis. In Markov Decision models, the agent(s) will take
actions and receive observations come from the environment state. The environment dynamic is
modeled by the probabilities of state transition and observation. The reward defines the agents’
goal, where the agents need to maximize the expected accumulated reward during the task. The
key feature in Markov decision models, which is called Markov property, is that the next state
only depends on the current state and the action performed, not the history. In this chapter,
we introduce Markov decision processes in detail, including MDPs, POMDPs for single-agent
settings and Dec-POMDPs for multi-agent settings.

2.2 Markov Decision Process (MDP)

In this section, we present the Markov decision process (MDP) model, which is one of the most
basic decision-making formalisms for single-agent settings. Despite its simplicity, it can be used
to formalize tasks where an agent is in a stochastic environment with full observability of the
environment state.

As illustrated on Figure 2.1, an MDP is formally defined by a tuple xS,A, T, ry where

• S is the state space;

9



Chapter 2. Background

Figure 2.1: Markov decision process illustration: the agent chooses an action a at state s, will
have a reward r and reach next state s1.

• A is the action space;

• T ps, a, s1q “ Prps1|s, aq is the transition function, which encodes the dynamic of the en-
vironment (the probability of reaching the next state s1 given the current state s and an
executed action a);

• rps, aq is the reward function, which gives the instant reward when performing action a at
state s. Note that one can also specify rps, a, s1q, but then define rps, aq “

ř

s1 T ps, a, s1q ¨

rps, a, s1q.

2.2.1 Performance Measurement

As mentioned above, after choosing an action a at state s, a reward r will be given. However,
the instant reward cannot evaluate a policy since one can easily be misled by a high reward in
the current state and lose the opportunity to gain more in the future.

In MDPs, a policy π is a mapping from states to actions π : S Ñ A, and the goal is to find
the optimal policy π˚ which brings the highest accumulated rewards. We call V πpsq the value
function, and it evaluates policy π when executed from state s:

V πpsq “ Eπ

«

8
ÿ

i“0

γiri|s0 “ s

ff

. (2.1)

The discounted factor γ indicates the importance of future rewards compared with the current
reward. Especially if γ “ 0, it means the agent will behave greedily and only considers the current
reward; if γ “ 1, the future reward and current reward are equally important, but this will cause
a problem in the infinite-horizon setting since the agent sees no difference from picking any action
in terms of expected value at infinite steps. Thus, in infinite-horizon settings, γ is in range r0, 1q

but in finite-horizon settings, γ could be set to 1. Given a policy π, the agent’s action selection
is denoted as a “ πpsq, then Equation (2.1) can be rewritten as

V πpsq “ rps, πpsqq ` γ
ÿ

s1PS

T ps, πpsq, s1qV πps1q. (2.2)

10



2.2. Markov Decision Process (MDP)

This value function V π is also called state-value function. On the other hand, if we also consider
the action a, one can define the action-value function as follows:

Qπps, aq “ E

«

8
ÿ

i“0

γiri|s0 “ s, a0 “ a

ff

(2.3)

“
ÿ

s1PS

T
`

s, a, s1
˘ “

r ps, aq ` γV π
`

s1
˘‰

(2.4)

“ rps, aq ` γ
ÿ

s1PS

T ps, a, s1qV π
`

s1
˘

. (2.5)

According to the definition of state-value function and action-value function, the state value is
the expected value when performing action πpsq; Similarly, the action-value function is defined
by an instant reward plus the discounted future expected state value.

In MDPs, the goal is to find an optimal policy,i.e., one that maximizes the expected value as
defined in Equation (2.1). This optimal policy is denoted π˚, and it should maximize the value
function for any state s as shown in Equation (2.6).

π˚ “ argmax
π

V πpsq. (2.6)

Note that there may be multiple optimal policies in an MDP, but all of them share the same
value function. Here we define the optimal state-value function V ˚ as in Equation (2.7). This
mathematical expression is also called Bellman optimality equation.

V ˚psq “ max
a

rrps, aq ` γ
ÿ

s1PS

T ps1, a, sqV ˚ps1qs. (2.7)

Similarly, the optimal action-value function Q˚ is defined in Equation (2.8). It is the sum of the
current instant reward plus the discounted expectation of optimal future values.

Q˚ps, aq “ rps, aq ` γ
ÿ

s1PS

T ps, a, s1qV ˚ps1q. (2.8)

From those two definitions, we know that the optimal value in a given state equals the expected
return of its best action, knowing that an optimal policy is followed afterward.

2.2.2 Optimization Algorithms

In the previous section, we have defined the MDP model and value functions. In this section, we
introduce algorithms for solving MDPs that give optimal policies.

Dynamic Programming Methods

Dynamic programming (DP) is a classic approach that breaks down a complex problem into
simpler sub-problems in a recursive manner [Howard, 1960]. For MDPs, there are two main DP
algorithms, value iteration and policy iteration respectively. Before introducing those two detailed
algorithms, we first present the Contraction Mapping Theorem (also called Banach fixed-point
theorem).

Definition 1 An operator F on a vector space X is a γ-contraction for all x, y P X if 0 ă γ ă 1:

}F pxq ´ F pyq} ď γ}x´ y} (2.9)
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Theorem 1 For a given γ-contraction F in X , it has two properties (proofs can be found in
[Denardo, 1967] ):

• the iteration of F will converge to a fixed point in X in any start point;

• the convergence rate is determined linearly by γ.

Value Iteration: We first introduce the value iteration algorithm as shown in Algorithm 1. In

Algorithm 1: Value Iteration
1 [Initilization:] V psq “ 0, for all s P S
2 repeat
3 △Ð 0
4 for s P S do
5 v Ð V psq
6 V psq Ð maxarrps, aq ` γ

ř

s1PS T ps, a, s1qV ps1qs

7 △Ð maxp△, |v ´ V psq|q

8 until △ă ϵ (a small positive number)
9 πpsq “ argmaxarrps, aq ` γ

ř

s1PS T ps, a, s1qV ps1qs

10 return π

the value iteration algorithm, all states’ values are initialized to 0 (line 1). Then, it recursively
updates values based on the best next state (line 6). In line 8, this process is stopped when the
change is smaller than ϵ. Therefore, we obtain the optimal value function V ˚, which stores the
optimal value for each state. An optimal policy π˚ is easily computed by finding the best action
at each state (line 9). The key to this method is to recursively refine the estimator V ˚:

V ˚
i`1psq Ð max

a

ÿ

s1PS

rrps, aq ` γT ps, a, s1qV ˚
i ps1qs, (2.10)

which is a contraction mapping between vector spaces Vi`1 “ HmaxVi (see Definition 1), and
Hmax is a γ-contraction operator. Therefore, applying this operator repeatedly is guaranteed to
converge to a fixed optimal value function V ˚

Policy Iteration: On the other hand, Policy iteration starts with a given policy π and improves
it iteratively until an optimal policy is obtained. As shown in Algorithm 2, it contains two steps,
policy evaluation and policy improvement. In policy evaluation, the aim is to evaluate V πpsq
for the current policy π. This is a linear system since V π contains |S| linear equations with |S|

unknowns. This linear system V “ HπV relies on a contraction mapping operator Hπ (line 6), so
repeatedly applying this operator leads to the only solution V π. In the policy improvement step,
with the evaluated values, the aim is to find the best action for each state s (line 14) in order to
improve the current policy. Given πk and πk`1 the two policies before and after improvement,
policy iteration iterates this process until πk`1 “ πk, meaning that an optimal policy has been
reached.

Sampling-Based Methods

In the previous section, we briefly introduced two DP methods: value iteration and policy it-
eration. Both used knowledge of the explicit model, including the state transition probabilities
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2.2. Markov Decision Process (MDP)

Algorithm 2: Policy Iteration
1 [Initilization:] initialize V psq and πpsq arbitrarily, for all s P S
2 Fct Policy Evaluation
3 repeat
4 △Ð 0
5 for s P S do
6 v Ð V psq
7 V psq Ð rps, πpsqq ` γ

ř

s1PS T ps, πpsq, s1qV ps1q

8 △Ð maxp△, |v ´ V psq|q

9 until △ă ϵ (a small positive number)

10 Fct Policy Improvement
11 policy ´ stable Ð true
12 for s P S do
13 old´ action Ð πpsq
14 πpsq Ð argmaxarrps, aq ` γ

ř

s1PS T ps, a, s1qV ps1qs

15 if old´ action ‰ πpsq then
16 policy ´ stable Ð false

17 if policy ´ stable then
18 return π
19 else
20 go to Policy Evaluation

and expected rewards, to compute an optimal policy π˚. However, for large problems, there is
a “curse of dimensionality” since the cost of computing the expectation over all possible future
states grows exponentially with the number of states [Rust, 1997]. Moreover, for such large prob-
lems, representing explicitly the full model could even be unfeasible. Unlike the DP methods we
mentioned in the last section, sampling-based planning methods only require a generative model
(also called a simulator). Such an MDP generative model G takes a state-action pair of state
and action xs, ay as input, then returns a next state s1 and an instant reward r.

In this section, we mainly introduced the Monte-carlo tree search algorithm (MCTS) [Browne
et al., 2012], which is one of the most popular sampling-based planning methods. In MCTS, the
curse of dimensionality is avoided by only sampling states from a generative model instead of
calculating all possible state transitions using an explicit MDP model. Globally, MCTS searches
a tree policy as shown in figure 2.2, going through 4 main steps at each iteration:

1. Selection: Starting from the root node, recursively select child nodes until reaching a leaf
node L;

2. Expansion: Randomly create an unvisited child node C of node L if L is not a terminal
node;

3. Simulation: Starting from node C, perform simulations using rollout-policy πRollout (also
called default policy which is usually a random policy) till a terminal state;

4. Back-propagation: Use the result obtained from the simulation step to update the values
of all parent nodes in the selected path.
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Chapter 2. Background

Figure 2.2: The four steps of an iteration of Monte-Carlo Tree Search [Browne et al., 2012]:
Selection, Expansion, Simulation, and Back-propagation.

For MCTS, an important question is how to balance exploration and exploitation in the search
process. To that end, a practical method is picking actions optimistically by adding a bonus
to action-value estimates that are less reliable (because they are less visited). For example, the
UCT algorithm [Kocsis and Szepesvári, 2006] uses the upper confidence bound (UCB) for the
tree search/exploration, where the action value is modified by adding an exploration bonus:

Q`ps, aq “ Qps, aq ` c

d

logNpsq

Nps, aq
. (2.11)

The visit number for each state action pair xs, ay is denoted as Nps, aq, and Npsq is the overall
visit number in state s, so that Npsq “

ř

aNps, aq. The term c
b

logNpsq

Nps,aq
allows adding a larger

bonus to the rarely selected actions rather than frequently visited ones. The parameter c controls
the ratio of exploration and exploitation, the algorithm tries more exploration actions when c
increases and acts as a greedy policy that only exploits estimates if c “ 0. Note that one can
remove the exploration bonus to pick actions at execution time. Another common approach is to
pick the most often selected action (the one maximizing Nps, aq), which can be more reliable.

2.2.3 Categorization of the Offline and Online Planning

For single-agent planning approches, an important categorization is to distinguish offline and
online algorithms. As shown in Figure 2.3, the offline planning method first computes a complete
policy for the agent (a mapping from states to actions in MDPs), and the agent executes the
computed policy afterward. On the other hand, the online planning method interleaves the
planning and execution phases. In the planning phase, the online approach tries to find the
best immediate action given the current situation within a given time and memory budget.
Then, when the planning phase terminates, the agent executes an estimated best action in the
execution phase and updates its estimate of the environment state to launch the next online
planning phase.

We take a simple example of a path planning problem for a robot to illustrate the difference
between the offline and online methods. In offline planning, the robot has complete knowledge of
the environment, including the positions of obstacles and the goal on a map, then a complete path
is computed using this complete environment information before the robot behaves. In the online
planning case, the planning is carried out continuously when the robot receives observations
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Offline Planning 

Online Planning 

Policy Construction Policy Execution

Figure 2.3: An illustration of the offline and online approaches [Ross et al., 2008].

(complete or partial) from the environment; it may also find the changes in the environment,
such as the goal position or the obstacles being moved. This being said, the offline planning
method is generally used for the static environment but is usually able to find optimal solutions;
the online algorithms, on the other hand, are more suitable for unknown or dynamic changing
environments [Ross et al., 2008, Chatzis and Kosmopoulos, 2014, Lecarpentier and Rachelson,
2019]. The dynamic programming algorithms we describe in Section 2.2.2 are meant to be used
offline and guarantee to converge to optimal policies no matter the start state; and the sampling-
based method, such as MCTS, belongs to online planning, which may not need the explicit model
and tolerate the changes in the environment but gives approximate solutions in terms of realistic
computation resources.

2.3 Partially Observable Markov Decision Process (POMDP)

In some cases, the complete environment’s information is not directly accessible, the agent only
has partial information about the current state [Åström, 1965]. The Partially Observable Markov
Decision Process (POMDP) model is designed for such decision problems. A POMDP is defined
by a tuple xS,A,Ω, T,O, r, b0y where xS,A, T, ry is an underlying MDP, and:

• Ω is the observation space;

• Opo, a, s1q “ Prpo|s1, aq is the observation function; it indicates the probability of receiving
an observation o given the next state s1 reached while performing action a;

• b0 is an initial distribution over states.

As illustrated in Figure 2.4, at each time step t, performing an action a when in state s
induces a reward rps, aq and leads to state s1 with probability T ps, a, s1q. However, the agent can
only receive an observation o, which contains partial or noisy information on the next state.

In MDPs, the state is a sufficient statistics to reason about the current situation and make op-
timal decisions since the agent does not need any additional information. However, in POMDPs,
since the real state is not accessible by the agent anymore, all the information the agent has
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Figure 2.4: Partially observable Markov decision process

at execution time is the action-observation history (AOH), so its decisions will depend on that.
In POMDPs, we call AOH a information state. However, in long-horizon problems, storing such
histories is costly. Therefore, another popular method is using a probability distribution over
possible states to represent the current information state, and this distribution is called a belief
state (or belief) b. Moreover, the agent needs to update its belief after an action a is executed
and an observation o is received. This belief update process is detailed as follows, where ba,o is a
new belief and ba,ops1q is the probability of being in the state s1 in that belief state:

ba,o
`

s1
˘

“ Pr
`

s1|o, a, b
˘

“
Prps1, o, a, bq

Prpo, a, bq
, (2.12)

“
Pr po|s1, a, bqPr ps1|a, bqPrpa, bq

ř

s1

ř

s Prpo, s, s1, a, bq
, (2.13)

“
Pr po|s1, aq

ř

s Pr ps1|a, b, sqPrps|a, bq
ř

s1 Pr po|s1, aq
ř

s Pr ps1|a, b, sqPrps|a, bq
, (2.14)

“
O ps1, a, oq

ř

s T ps, a, s1q bpsq
ř

s1 O ps1, a, oq
ř

s T ps, a, s1q bpsq
. (2.15)

As for MDPs, the objective of POMDPs is to generate a policy whose execution maximizes
the agent’s expected accumulated rewards. The optimal value function of POMDPs is defined in
Equation (5),

V ˚pbq “ max
aPA

«

rpb, aq ` γ
ÿ

oPΩ

Prpo|b, aqV ˚pb1q

ff

(2.16)

and its optimal policy is defined as follows:

π˚pbq “ argmax
aPA

«

rpb, aq ` γ
ÿ

oPΩ

Prpo|b, aqV ˚pb1q

ff

. (2.17)

Here the function rpb, aq specifies the expected immediate reward of executed action a under the
belief b:

rpb, aq “
ÿ

sPS
bpsqrps, aq,
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and the function Prpo|b, aq is the probability of recieving an observation o in belief b with
performed action a:

Prpo|b, aq “
ÿ

s1PS
O

`

s1, a, o
˘

ÿ

sPS
T

`

s, a, s1
˘

bpsq.

2.3.1 History-Based Policy

Policy Trees

For the finite-horizon setting, a POMDP policy can be represented in a tree structure as shown
in Figure 2.5 (a). Each tree node contains an action a to be executed by the agent, then steps
to a lower branch depending on which observation o the agent received. For a finite horizon H,
a policy tree contains

řt“H´1
t“0 |Ω|t “

|Ω|H´1
|Ω|´1 nodes. In our example Figure 2.5 (a), the horizon

H “ 3 and the size of observation space |Ω| “ 2, thus we have 20 ` 21 ` 22 “ 7 nodes. Since each

node has |A| choices of actions, the number of all policy trees in horizon H is |A|
|Ω|H´1

|Ω|´1 .
Moreover, using policy trees, one can approximate the value of a discounted infinite-horizon

POMDP as follows:

V ˚pb0q ´ V ˚
Hpb0q ď

γH

1 ´ γ
rRmax ´Rmins, (2.18)

where V ˚pb0q is the optimal value of the true POMDP and V ˚
Hpb0q is the optimal value given a

truncated horizon H.

Finite State Controllers

An issue of the policy tree structure is its complexity in the long horizon problem and its im-
possibility of storing all the decisions in the infinite horizon problems. Therefore, finite state
controllers (FSCs) are usually used to represent POMDP policies for the infinite-horizon setting.
Compared with the policy tree, an FSC is defined by a directed graph that contains cycles to
handle infinite horizons. Here we first introduce the most generic form, the stochastic FSC. For
some POMDP sets A and Ω, a stochastic FSC is defined by a tuple fsc ” xN, β, η, ψy, where:

• N is a finite set of (internal) nodes;

• β is a probability distribution from which to sample the initial node;

• η : N ˆ A ˆ Ω ˆ N Ñ R, the transition function, gives the probability ηpn, xa, oy, n1q of
transiting from node n to n1 if a is performed and o is observed; a deterministic transition
can be noted n1 “ ηpn, xa, oyq;

• ψ : N ˆ A Ñ R, the action selection function, gives the probability ψpn, aq of choosing
a P A when in n.

But in most cases, deterministic FSCs are used to present POMDP policies in policy search
algorithms [Hansen, 1997, 1998] where the action selection function ψ gives a deterministic action
a at each node n. An illustration of such a deterministic FSC is presented in Figure 2.5 (b).
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Figure 2.5: Two example representations of POMDP policies: (a) policy tree; (b) finite state
controller [Amato, 2010].

2.3.2 Belief-Based Policy

α-vectors

Another type of policy representation is using α-vectors, which is a belief-based policy. For a
given POMDP, although its belief space B is infinite, it is proved that one can approximate the
POMDP’s value function as an upper envelope of a finite set of linear functions Γ “ tα1, . . . αnu

[Sondik, 1978],which are also known as α-vectors. Each α-vector is attached to an action a and
contains |S| values for each corresponding state, and in this case, for a specific belief b, the
representation of the value function is defined as:

V pbq “ max
αPΓ

b ¨ α, (2.19)

where b ¨ α “
ÿ

sPS

bpsqαpsq. (2.20)

This representation provides a lower-bound to approximate V ˚, and to derive a policy from α-
vectors, one can find out which α-vectors is attached to the current belief (see Equation (2.19)),
and the action attached to the α-vector is the one to perform. This approach guarantees an
expected return above the value of this lower bound. Modern POMDP solvers such as SARSOP
[Kurniawati et al., 2008] and HSVI [Smith and Simmons, 2004] usually give solutions in the form
of α-vectors.

Moreover, one can transform a set of α-vectors to a corresponding FSC. Grześ et al. propose
such a method called Alpha2FSC as presented in Algorithm 3 [Grześ et al., 2015]. In this method,
it is assumed that a set of α-vectors in Γ is given, and each αi P Γ is attached with a belief bi
and action ai (line 1). Then, an FSC node ni is created for each αi and labed by action ai
(lines 4-6). In lines 9-13, the transitions between nodes are determined by finding which α-vector
has the highest value of bai,oi (which is the updated belief for each node ni with attached action
ai and received observation o), and a self-loop is created for any impossible observation given
the current node ni. Moreover, if a set of α-vectors in Γ is the optimal value function, one can
transform Γ to an optimal corresponding FSC [Grześ et al., 2015]. However, this transformation
guarantees that an optimal corresponding FSC is derived only if the set of α-vectors in Γ is the
optimal value function. Otherwise, if the set of α-vectors is suboptimal (which is the case for
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Algorithm 3: Alpha2FSC
1 [inputs:] Γ: a set of xαi, bi, aiy-tuples
2 [outputs:] an FSC xN,ψ, ηy

3 N Ð H

4 for i “ 1 to |Γ| do
5 N Ð N Y ni
6 ψpniq Ð ai

7 for i “ 1 to |Γ| do
8 for o P Ω do
9 if Prpo|bi, aiq ą 0 then

10 best Ð argmaxj b
ai,o
i ¨ αj

11 ηpni, oq Ð nbest
12 else
13 ηpni, oq Ð ni

14 return xN,ϕ, ψy

modern POMDP solvers), the transformation is an approximation, and its quality may be better
or worse. In this thesis, we also provide other approximate transformation methods in Chapter 4.

Last but not least, a deterministic FSC’s value function (i.e., η and ψ being both determin-
istic) is the solution of the following system of linear equations, with one α-vector per node n
[Hansen, 1997]:

αn
s “ Rps, anq ` γ

ÿ

s1,o

T ps, an, s
1qOpan, s

1, oqα
ηpn,oq

s1 , (2.21)

where an
def
“ ψpnq. Using the fixed point theorem, a solution can be found using an iterative

process typically stopped when the Bellman residual (the largest change in value) is less than a
threshold ϵ, so that the estimation error is less than ϵ

1´γ .

2.3.3 Optimization Algorithms

Many algorithms have been proposed to solve POMDPs. For example, in the finite-horizon
case, a POMDP can be turned into a finite-horizon belief-space MDP, thus with finitely many
belief states [Åström, 1965]. Therefore, exact value iteration and policy iteration methods for
MDPs can be applied. But the real breakthroughs in the past decades are the point-based
algorithms, including PBVI [Pineau et al., 2003], HSVI [Smith and Simmons, 2004] and SARSOP
[Kurniawati et al., 2008]; and sampling-based methods such as POMCP [Silver and Veness, 2010]
and DESPOT [Somani et al., 2013]. Both types of methods can solve complex POMDP problems
with many thousands of states.

Point-Based Method

The Point-Based Value Iteration algorithm (PBVI) [Pineau et al., 2003] is the foundation of mod-
ern point-based solvers [Shani et al., 2012]. As we know in POMDPs, belief space is continuous,
meaning there are infinitely many belief points. However, in practice:

• some belief points are unreachable with any given action-observation history;
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• we want to focus on points that are reachable under an optimal policy;

Therefore, the problem is quickly figuring out which set of belief points to use (and at which
to perform Bellman updates). To that end, PBVI focuses on solving POMDPs within a set of
reachable belief points, and the value function is approximated as an upper envelope of α-vectors
(which acts as a lower bound) denoted as Γ.

Algorithm 4: Point-Based Value Iteration Algorithm
1 [inputs: ] B0: initial belief set | Γ0: initial value | N : expansion number | H: iteration

number
2 B “ B0

3 Γ “ Γ0

4 for N expansions do
5 for H iterations do
6 Γ “ BACKUPpΓ, Bq

7 B1 “ EXPANDpΓ, Bq

8 B “ B YB1

9 return Γ

As shown in Algorithm 4, a belief set B is first initialized with starting belief b0. Then in
lines 5–6, in each iteration, PBVI updates the value function V by performing a Bellman backup
at each belief point b stored in B, in which:

Γi`1
B “ backuppΓi

B, bq, b P B; (2.22)

backuppΓ, bq “ argmax
aPA,αPΓ

b ¨ αb
a; (2.23)

αb
a “ ra ` γ

ÿ

oPΩ

argmax
αPΓ

b ¨ αa,o. (2.24)

This process is repeated H times, and usually, the H is selected so that γHrRmax ´ Rmins ă ϵ
where ϵ is the error bound. After H backups are finished, PBVI expands its belief set B by
selecting for belief b P B a reachable successor belief b1 (lines 7–8), which has the longest distance
from the current belief set B. In the end, PBVI returns the value function Γ, a set of α vectors,
and each α P Γ comes with an action to perform.

Based on PBVI, researchers made improvements to further increase the scalability of the
point-based methods. For example, in HSVI [Smith and Simmons, 2004] and SARSOP [Kurni-
awati et al., 2008], heuristics are introduced to focus on the points which are most relevant to the
value function, and an upper and lower bound are maintained over the value function to guide
local updates and bound the error.

Sampling-Based Method

As in an MDP, sampling-based methods for a POMDP do not need an explicit model but only a
generative model G (a black-box simulator). Such a model takes a state-action pair and returns
a tuple of successor state, observation, and instant reward as follows:

xs1, o1, ry „ Gps, aq. (2.25)
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2.3. Partially Observable Markov Decision Process (POMDP)

In Section 2.2.2 (page 12), we have introduced the Monte-Carlo tree search (MCTS) algorithm for
solving MDPs. Partially Observable Monte-Carlo Planning (POMCP) [Silver and Veness, 2010],
one of the most successful sampling-based methods, extends MCTS to POMDPs. The main
algorithm is present in Algorithm 5. Compared with MCTS, POMCP has two improvements to

Algorithm 5: POMCP
1 Fct Search(h)
2 repeat
3 if h “ empty then
4 s „ b0
5 else
6 s „ Bphq // Bphq: set of state particles for the history h

7 Simulate(s, h, 0)
8 until Timout()
9 return argmaxaQph, aq

10 Fct Simulate(s, h, depth)
11 if γdepth ă ϵ then
12 return 0

13 if h R T then
14 for a P A do
15 T ph, aq Ð pNinitph, aq, Qinitph, aq,Hq

16 return Rollout(s, h, depth)

17 a Ð argmaxarQph, aq ` c
b

logNphq

Nph,aq
s

18 ps1, o, rq „ Gps, aq

19 R Ð r ` γSimulateps1, hao, depth` 1q // hao: new action-observation history
20 Bphq Ð Bphq Y tsu
21 Nphq Ð Nphq ` 1
22 Nph, aq Ð Nph, aq ` 1

23 Qph, aq Ð Qph, aq `
R´Qpb,aq

Nph,aq

24 return R

25 Fct Rollout(s, h, depth)
26 if γdepth ă ϵ then
27 return 0

28 a Ð πrolloutphq // πrollout: default policy (random policy)
29 ps1, o, rq „ Gps, aq

30 return r ` γRolloutps1, hao, depth` 1q

solve the POMDP problem. First, POMCP extends the UCT algorithm to a partially observable
setting called PO-UCT. In PO-UCT, a search tree is built using histories instead of states. Each
tree node is labeled with an action-observation history h, and in the search process, actions are
selected using the same UCB method:

Q`ph, aq “ Qph, aq ` c

d

logNphq

Nph, aq
. (2.26)
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Second, POMCP approximates the agent’s belief with particles and uses a particle filter to update
the current belief state after each actual transition. In the beginning, the approximate belief b̃
is represented with K particles of states sampled from the initial belief. Then, after an action a
is executed in the real environment with an observation o received, we randomly select a state
s from the current b̃ and pass s with executed action a to the generative model G which will
return a tuple xs1, o1, ry. If the sample observation is the same as the real observation o1 “ o, we
keep the successor state s1 and add it to a new approximate belief b̃1. This process repeats until
we have k particles in b̃1.

There exists also other powerful sampling-based methods such as DESPOT (Determinized
Sparse Partially Observable Tree) [Somani et al., 2013]. However, in this thesis, POMCP is
used in our contributions because of its simplicity of implementation and efficiency in solving
POMDPs.

2.3.4 Multi-Agent POMDP

For the multi-agent setting, if there is a centralized controller that controls all agents’ actions
and receives all agents’ observations in at each time step, then we can use multi-agent POMDP
(MPOMDP) [Pynadath and Tambe, 2002] to formulate such a problem. An MPOMDP is essen-
tially a POMDP since its action space is the joint action space of all agents and the same for the
observation space. All the properties and algorithms built for POMDPs can be directly applied
to MPOMDPs.

2.4 Decentralized Partially Observable Markov Decision Process
(Dec-POMDP)

The Dec-POMDP formalism is an extension of the POMDP formalism where several agents
interact in the same environment and share the same reward function. Compared with a POMDP,
a Dec-POMDP factors:

• the (joint) action into one action per agent,

• the (joint) observation into one observation per agent, and

• the (joint) policy into one individual policy per agent.

Formally, a Dec-POMDP with |I| agents is represented as a tupleM ” xI,S,A,Ω, T,O,R, b0, H, γy

[Bernstein et al., 2002], where:

• I “ t1, . . . , |I|u is a finite set of agents;

• S is a finite set of states;

• Ai is the finite set of agent i’s actions; A “
Ś

iAi is the finite set of joint actions;

• Ωi is the finite set of agent i’s observations; Ω “
Ś

iΩ
i is the finite set of joint observations;

• T : SˆAˆS Ñ R denotes the transition function; T ps, a, s1q is the probability of transiting
to the next state s1 from state s if joint action a is performed;

• O : A ˆ S ˆ Ω Ñ R is the observation function; Opa, s1, oq is the probability of observing
o if joint action a is performed and the resulting state is s1;
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2.5. Solving Dec-POMDPs by finding Nash Equilibria

• R : S ˆ A Ñ R is the reward function; Rps, aq gives the immediate reward for executing
joint action a in state s;

• b0 is the initial probability distribution over states;

• H P N Y t8u is the (possibly infinite) time horizon;

• γ P r0, 1q is the discount factor, which defines the discount applied to future rewards.

Each agent i can be equipped with a policy πi that maps its possible action-observation
histories to actions. The objective is then to find a joint policy π “ xπ1, . . . , π|S|y that maximizes
a performance criterion, here the expected discounted return from b0:

V π
Hpb0q

def
“ E

«

H´1
ÿ

t“0

γtrpSt, Atq | S0 „ b0, π

ff

.

Dec-POMDPs are difficult to solve and are proved to be NEXP-complete [Bernstein et al.,
2002, Oliehoek and Amato, 2016]. In the finite-horizon setting, the number of possible determin-
istic joint policies (set of all agents’ individual policies) is:

Op|A:|
|I|t|Ω:|H´1u

|Ω:|´1 q,

where |A:| and |Ω:| are the largest individual action and observation sets.

2.5 Solving Dec-POMDPs by finding Nash Equilibria

In this thesis, one of our main contributions is solving Dec-POMDPs (see Chapter 4). Specifically,
we search Nash equilibrium solutions based on the JESP scheme (Joint Equilibrium based search
for policies) [Nair et al., 2003]. Therefore, in this section, we detail the JESP method for solving
Dec-POMDPs, and we present other Dec-POMDP algorithms in Chapter 3.

In a Nash equilibrium solution, each agent’s policy is the best response to the other’s policies
in that equilibrium, and one has nothing to gain by only modifying its own policy [Kreps, 1989].
For a Dec-POMDP, the optimal solutions are a subset of these Nash equilibrium solutions (the
ones with the highest values).

The JESP algorithm is designed for finite-horizon Dec-POMDPs, and aims to find Nash
equilibrium solutions. In JESP, each agent’s policy is represented using a policy tree. JESP
iterates over each agent and tries to improve agent i’s policy, considering that other agents’
policies are fixed. More specifically, when knowing other agents’ fixed policies π‰i, an extended
state POMDP is built for agent i. In this POMDP, the extended state is et “ xst, w⃗t

‰iy, where st is
the Dec-POMDP state and w⃗t

‰i is the observation histories of other agents ‰ i. Here, from agent
i’s point of view, it is sufficient to consider observation histories rather than action-observation
histories because the other agents’ policies π‰i are deterministic policy trees. Therefore, other
agents’ actions are directly derived with the observation histories as at‰i Ð π‰ipw⃗

t
‰iq at each time

step t. The dynamics of this extended POMDP for agent i can be defined with Dec-POMDP’s
transition function T , observation function O, and reward function R as:

Tepet, ati, e
t`1q “ Prpet`1 | et, atiq

“ rΠj‰iOdec,jps
t`1, xati, π‰ipw⃗

t
‰iqy, ωt`1

j qsrTdecps
t, xati, π‰ipw⃗

t
‰iqy, st`1qs,

Oepati, e
t`1
i , ot`1

i q “ Prpot`1
i |ati, e

t`1
i q
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“ Odec,ips
t`1, xati, π‰ipw⃗

t
‰iqy, ωt`1

i q;

Repeti, a
t
iq “ Rpst, xati, π‰ipw⃗

t
‰iqyq.

Then agent imaintains an extended belief βti “ Prpeti|w⃗
t
i , a⃗

t´1
i , b0q and its value function is defined

as:

V t
i pβtiq “ Rpβti , a

t
iq `

ÿ

ot`1PΩi

Prpot`1|βti , a
t
iqV

t`1
i pβt`1

i q. (2.27)

The improvement process for agent i consists in finding the optimal policy to optimize its value
function. Nair et al. propose two choices to achieve this operation, either by an exhaustive search
(Exhaustive-JESP) or dynamic programming (DP-JESP) to compute a new policy tree for agent
i. But, of course, any other exact finite-horizon POMDP solver could also be used for the same
purpose. JESP stops when no more improvements can be made for any agent. In each iteration,
the value monotonically increases and guarantees to converge to Nash equilibrium solutions, thus,
local optima.

For JESP, the main drawback is that it cannot guarantee to find the global optimal solution,
and the Nash equilibrium solution computed by JESP may be a very poor local optimum.
Therefore, JESP often runs using multiple restarts with different random initial policies in order
to find one good local optimum solution. Another disadvantage is that JESP works only for
finite-horizon Dec-POMDPs since policies are represented using policy trees.

2.6 Conclusion

In this chapter, we mainly introduced three general types of Markov models, MDPs, POMDPs,
and Dec-POMDPs, respectively. To sum up, we have:

• MDP: the most basic Markov decision-making formalism for single-agent settings. In an
MDP, the agent faces an uncertain environment but can directly observe the environment
state;

• POMDP: the POMDP extends MDP in which the agent only observes partial or noisy
information about the environment;

• Dec-POMDP: an extension of the POMDP to multi-agent settings where each agent has
its own actions and observations;

Moreover, in the multi-agent setting, if we can control all agents’ actions and access their obser-
vations, then we can model this problem as an MPOMDP, which is essentially a POMDP with
joint action and joint observation spaces.

Regarding the solving algorithms, one can solve MDPs optimally with dynamic programming
methods, including value iteration and policy iteration algorithms. Then, using generative mod-
els (simulators), a sampling-based method such as MCTS can be applied to find approximate
solutions. On the other hand, for solving POMDPs, the first type of modern solvers are based on
point-based value iteration, including SARSOP and HSVI; the second type is the sampling-based
method such as POMCP, which is an extension of MCTS for POMDPs. We also introduced the
JESP algorithm for solving Dec-POMDPs by finding Nash equilibrium solutions, which guaran-
tees to converge to a local optimum.

In this thesis, the POMDP and Dec-POMDP formalisms will be used in our contributions to
RRC and HRC (see Chapters 4 and 6).
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3

Related Work on
Multi-Agent Decision Making

3.1 Dec-POMDPs’ overview

One primary interest in this thesis is multi-agent decision making, and Dec-POMDP is the most
general framework among all Markov decision models, where multiple agents optimize a shared
performance criterion under uncertainties due to the environment’s dynamics and the agents’
partial and noisy observations. However, as explained in Section 2.4, solving a Dec-POMDP is
very difficult. Even for a finite-horizon Dec-POMDP, the solving process has been proven to be
NEXP in the worst case [Bernstein et al., 2002] and solving an infinite-horizon Dec-POMDP
is undecidable [Oliehoek and Amato, 2016, Madani et al., 2003]. A key difference compared
with POMDPs is that the utility of one agent’s policy is not just linked to the dynamics of the
environment but also depends on the interactions with other agents and their policies.

There are various techniques for solving Dec-POMDPs, and one can classify algorithms ac-
cording to several dimensions:

• finite vs infinite temporal horizon;

• explicit vs generative model (simulator);

• reasoning about all agents simultaneously vs one agent at a time;

• types of approach such value-based, policy search, Bayesian inference, and finding Nash
equilibria.

In this chapter, we present a selection of representative techniques for solving Dec-POMDPs
organized as follows:

• policy search algorithms that directly search in the joint policy space are presented in
Section 3.2;

• methods based on transforming the Dec-POMDP into a (PO)MDP are presented in Sec-
tion 3.3;

• Section 3.4 gives the methods for searching Nash equilibrium solutions in Dec-POMDPs;

• Section 3.5 presents the sampling-based methods for Dec-POMDPs when explicit models
are unavailable.

25



Chapter 3. Related Work on Multi-Agent Decision Making

Then, we conclude in Section 3.6 by positioning our contributions in this domain. But of course,
this chapter does not contain all related algorithms, a larger overview can be found in [Oliehoek
and Amato, 2016].

3.2 Policy Search in Dec-POMDPs

In this section, we introduce approaches that explore the joint policy space by using heuristic
search (MAA* [Szer et al., 2005]) or by optimizing the parameterized policies of all the agents
(EM methods [Kumar and Zilberstein, 2010, Kumar et al., 2011, Pajarinen and Peltonen, 2011]).
More precisely, MAA* solves finite-horizon Dec-POMDPs by transforming the Dec-POMDP into
a deterministic shortest-path problem, and EM methods focus on the optimization conducted on
fixed-size finite-state controllers (FSCs) for each agent for infinite-horizon setting.

3.2.1 Multi-Agent A*

Multi-Agent A* (MAA*) is an optimal heuristic search algorithm for solving finite-horizon Dec-
POMDPs. It turns the finite-horizon Dec-POMDP planning into a deterministic shortest-path
problem before solving it using an A* search. In MAA*, a joint policy δ is presented as a vector
of individual policy trees. Given a horizon t, a joint policy is defined as δt “ pqt1, . . . , q

t
nq and qti

is the policy tree with depth t for agent i. Assuming the goal is to solve a Dec-POMDP with
horizon T , then a completion ∆T´t is defined as a set of possible policy trees with depth T ´ t
that can be attached to the leaf node of an executed policy tree δt. As A*, MAA* defines a value
estimator F as:

F T
`

s0, δ
t
˘ def

“ V
`

s0, δ
t
˘

`HT´t
`

s0, δ
t
˘

, (3.1)

where V
`

s0, δ
t
˘

is the value from start state s0 with a given joint policy δt, and H is the heuristic
function which gives an overestimation of the actual value of δt’s completion ∆T´t.

To fit MAA* in a standard A* scheme, each joint policy δt is treated as a node. Then, in each
iteration, MAA* computes F T and selects the node with the highest estimated value to expand.
The expansion process consists in adding all possible child nodes δt`1 (which correspond to all
possible combinations of all possible expansions of each individual policy tree) to an open list
D and removing the visited parent node δt from that open list. The search is finished when its
most promising element has a F -value smaller (in the maximizing case) than the best complete
solution found up to now:

DδT P D,@δ P D, F T ps0, δq ď F T ps0, δ
T q “ V ps0, δ

T q. (3.2)

Thus, an optimal joint policy has been found.
In MAA*, the heuristic function H, which overestimates the future expected return (or

underestimates the cost-to-go, as for any A* search) is a key ingredient. Three methods are
provided for computing H in MAA*:

• HMDP : the easiest way is to overestimate the actual value function by relaxing a Dec-
POMDP to an MDP. In this case, it assumes that there is only one agent that controls the
joint action and has access to the full state of the system.

• HPOMDP : a tighter estimation consists in relaxing a Dec-POMDP to a POMDP. In this
case, all agents are seen as a single one who observes the joint observation and decides the
joint action.
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• HMAA˚: this is a heuristic method where another MAA* is used to estimate the δt’s comple-
tion ∆T´t, thus, leading to a recursive computation. Compared with HMDP and HPOMDP ,
no relaxation of Dec-POMDPs has been made by using HMAA˚. Therefore, it is assumed
that this heuristic method can give the tightest estimation, close to the actual value, with
enough resources.

Experiments confirm that the HMAA˚ gives the tightest estimation, and a recursive MAA* search
performs better than other heuristics, however, it suffers from heavy computations. A critical
issue of MAA* lies in its expansion process, which induces a combinatorial explosion with the
increase of T . Thus, MAA* is only able to solve small and finite-horizon Dec-POMDPs.

3.2.2 Expectation-Maximization (EM) for Dec-POMDPs

Before introducing the Expectation-Maximization (EM) algorithm, we need to know that a
single-agent planning problem can be transformed into a probabilistic inference problem.

Attias first proposes such a transformation for some “special” MDPs and POMDPs [Attias,
2003]. Here, we use an MDP case to illustrate how it works. In an MDP, a transition function is
denoted as Prpst`1|st, atq, and the agent needs to select an action sequence a1:N “ pa1, . . . , aT q

that ensures being in the goal state sN`1 “ g after N time steps. Now, let’s define a a probability
distribution over all sequences of states and actions as follow:

Pr ps2:N`1, a1:N q “

N
ź

n“2

Pr psn | sn´1, an´1qPr pan | an´1q ¨ Pr pa1qPr psN`1 | sN , aN q ,

where we have:

Pr
`

sn “ s1 | sn´1 “ s, an´1 “ a
˘

“ λs1sa;

Pr
`

an “ a1 | an´1 “ a
˘

“ ηa1a;

for n “ 2 : N ` 1, and Pr pa1 “ aq “ ηa for n “ 1. Therefore, such an inference model has
a parameter set θ “ tλs1sa, ηa1a, ηau. Then, a posterior distribution over an action sequence is
defined as:

Pr pa1:N | s1 “ sinit, sN`1 “ gq , (3.3)

where sinit is the initial state. The planning problem is thus turned into maximizing the posterior
over actions:

â1:N “ argmax
a1:N

p pa1:N | s1 “ i, sN`1 “ gq . (3.4)

However, one should note that Attias’s formulation is not built for standard MDPs or POMDPs,
because it assumes:

1. the solution is constrained to be a fixed sequence of actions; and

2. the objective is to maximize the probability of reaching a goal state (no reward function)
after a fixed number of time steps.

A more generic approach for transforming standard MDPs and POMDPs into probabilistic in-
ference can be found in Toussaint et al.’s work [Toussaint et al., 2006].

The Expectation-Maximization (EM) algorithm is a well-known method in machine learning,
especially for data mining applications [Jung et al., 2014]. EM is usually used to estimate parame-
ters in statistical models, i.e., a probability distribution, where the model depends on unobserved

27



Chapter 3. Related Work on Multi-Agent Decision Making

variables. Given the model’s parameters θ, observed data y, and latent data z (unobserved data),
the expectation step (E-step) is defined as

Qpθ, θiq “

ż

z
logpPrpθ|z, yqqPrpz|θi, yqdz.

This is the expectation of the log-likelihood function of θ with respect to the conditional distri-
bution of z given the observed data y and current estimates of the parameter θi. Then, in the
maximization step (M-step), one maximizes the Q function concerning θ to update θi:

θi`1 “ argmax
θ

Qpθ, θiq.

A diagram of EM is given in Figure 3.1. First, EM initializes parameter values and assumes
the current observed data comes from a specific model (a probability distribution). Then, EM
seeks to find the maximum likelihood estimate (MLE) by iteratively applying the E and M
steps. EM checks if the assumed model’s parameters θi have converged (by testing if the change
of parameter value is smaller than a threshold); the algorithm stops if there is a convergence,
otherwise the process repeats. The convergence in the EM approach is guaranteed since the data
likelihood function is monotonically increased in each iteration. However, EM only guarantees
that the converging point has zero gradients with respect to the parameters. Therefore, it may
stuck into local optima or saddle points.

With those two necessary steps described above, a new class of Dec-POMDPs algorithms has
been proposed [Kumar and Zilberstein, 2010, Kumar et al., 2011, Pajarinen and Peltonen, 2011]
that relies on transforming the Dec-POMDP problem into an equivalent mixture of dynamic
Bayes networks (DBNs) [Toussaint et al., 2006], where each agent’s policy is a fixed-size FSC.
Its parameters are optimized iteratively through the EM approach, which gives local optimal
solutions.

3.2.3 Conclusion

This section introduced various policy searching methods, including MAA* and a series of EM
algorithms for solving Dec-POMDPs. For MAA*, the main advantage is its standard A* scheme,
where an optimal solution is guaranteed. However, the main issue is its scalability. Since each node
in MAA*’s decision tree is a joint policy up to the current depth t, the complexity grows expo-
nentially with horizons. Therefore, MAA* is only suitable for small finite-horizon Dec-POMDPs.

On the other hand, by recasting the planning problem into a probabilistic inference problem,
the EM approach provides a new class of Dec-POMDP solvers where inference tools could be
applied. In general, both finite-horizon and infinite-horizon Dec-POMDPs can be solved within
the EM approach. One drawback is that the EM approach is only guaranteed to converge to
local optima.

3.3 Transforming Dec-POMDPs into (PO)MDPs

In this section, we introduce a type of approach for solving Dec-POMDPs consisting of trans-
forming the Dec-POMDP problem into a Markov decision process whose state is a sufficient
statistics of the process, as in FB-HSVI [Dibangoye et al., 2016] and PBVI-BB [MacDermed and
Isbell, 2013].
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Figure 3.1: An illustration of the Expectation-Maximization (EM) algorithm [Do and Batzoglou,
2008].

3.3.1 Feature Based HSVI

Dibangoye et al. propose a method called Feature based HSVI (FB-HSVI) for solving finite-
horizon Dec-POMDPs. A starting point of FB-HSVI is to transform the Dec-POMDP problem
into a continuous MDP using sufficient statistics for planning as a state. This occupancy state ηt

is a probability distribution over all Dec-POMDP states and joint action-observation histories
of all agents. The action space of this MDP is a set of joint decision rules, each joint decision
rule is denoted as dt, which is an N -tuple of individual decision rules pdt1, . . . , d

t
N q, one individual

decision rule for each agent. Each individual decision rule dti is a mapping from t-step individ-
ual histories to individual actions of agent i. Since the occupancy-state is a distribution over
states and histories, the next occupancy-state ηt`1 is deterministically controlled by the current
occupancy-state ηt and joint decision rule dt where ηt`1 “ F pηt, dtq. This being said, this MDP
has deterministic dynamics. Thus, solving the Dec-POMDP at hand is equivalent to solving this
occupancy-state MDP, where the optimality equation is defined as follows:

V ˚
t pηtq “ max

dt

“

Rpηt, dtq ` γV ˚
t`1F pηt, dtq

‰

. (3.5)

Note that this transformation also amounts to deriving a non-observable MDP (NOMDP)
[Boutilier et al., 1999], which is a special case of POMDP where the observation space is empty.
This NOMDP has the following features:

1. the state comprises the Dec-POMDP state plus each agent’s action-observation history
(AOH);

2. the horizon is finite, and the state space depends on the time step;

3. the dynamics are deterministic;
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4. actions are selected by solving a constraint satisfaction problem (CSP);

5. compression techniques are used that merge equivalent AOHs.

Therefore, a POMDP solver (HSVI) can be applied to solve this continuous MDP, which uses
heuristic initializations to initialize a lower and upper bound to direct the search. The lower and
upper bounds will converge in the limit, but in practice, the algorithm stops when a precision (a
gap) ϵ is reached.

3.3.2 PBVI-BB

Point Based Value Iteration with Optimal Belief Compression for Dec-POMDPs (PBVI-BB)
[MacDermed and Isbell, 2013] can be seen as a variant of FB-HSVI in the infinite-horizon setting.
Like FB-HSVI, one crucial process is transforming the Dec-POMDP into an (PO)MDP with
appropriate state and action spaces. To do so, PBVI-BB assumes that each agent has a fixed
maximum number of beliefs at each time step. With this assumption, PBVI-BB transforms a
Dec-POMDP to a NOMDP where:

1. an agent’s individual belief is akin to an internal state;

2. an agent’s individual policy thus amounts to an FSC (with bounded size), as the agent
alternatively picks an action and the next internal state;

3. the NOMDP’s belief is over the current system state and the agents’ internal states;

4. in this POMDP, V ˚ is still PWLC, which allows applying modern POMDP solvers.

In their case, this NOMDP (they call it Belief-POMDP) is solved using a POMDP solver Perseus
[Spaan and Vlassis, 2005] (a variant of PBVI, see Algorithm 4 on page 20).

Conclusion

To summarize, both FB-HSVI and PBVI-BB transform a Dec-POMDP problem into a (PO)MDP
problem. This transformation preserves optimal solutions and allows adapting point-based POMDP
solvers (HSVI and Persus). In practice, both methods can be used for infinite-horizon Dec-
POMDPs. To that end, FB-HSVI approximate infinite-horizon using finite horizons within an
error bound [Dibangoye et al., 2014], and ϵ-optimal solutions. Compared with FB-HSVI, PBVI-
BB has weaker properties due to (1) the choice of FSCs, and (2) using Perseus instead of HSVI
(a variant of HSVI-BB would be ϵ-optimal for a choice of FSC size). But one potential issue is
their scalability when facing large problems because of the combinatorial explosion. In the next
section, we present algorithms to avoid this issue by iteratively only optimizing one agent’s policy
considering other agents’ policies are fixed.

3.4 Finding Nash Equilibria in Dec-POMDPs

This section reviews related works for solving Dec-POMDPs by finding Nash equilibrium solu-
tions where each agent’s policy is the best response to others, and no one could improve the
global performance by modifying only its own policy.
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3.4.1 JESP

As we described in Section 2.5, the Joint Equilibrium-based search for policies (JESP) algorithm
was first proposed to search Nash equilibria for finite-horizon Dec-POMDPs. In JESP, all agents’
policies are randomly initialized using policy trees. Then, JESP iterates over each agent i to
improve its policy πi while fixing other agents’ policies π‰i. This improvement is made by solving
an extended state POMDP built for agent i, where an extended state et “ xst, w⃗t

‰iy consists of
the Dec-POMDP state and other agents’ observation histories. By solving this POMDP, the
agent i’s policy π1

i is now a best-response to π‰i, and the value of the joint policy is at least as
good as the previous one (if no improvement, π1

i “ πi). Therefore, in each iteration of JESP, its
value monotonically increases and converges to a Nash equilibrium.

However, JESP uses policy trees and thus is limited to the finite-horizon setting. Another
drawback is that the JESP scheme has no guarantees of globally optimal solutions, and some
random initial policies may converge to very poor local optimum. Therefore, JESP usually needs
multiple restarts to find good local optima.

3.4.2 Bounded Policy Iteration for Dec-POMDPs (Dec-BPI)

For the infinite-horizon setting, Dec-BPI [Bernstein et al., 2005] is a Dec-POMDP extension
of bounded policy iteration (BPI) for POMDPs [Poupart and Boutilier, 2003] and provides a
locally optimal solution. In Dec-BPI, agent policies are represented as FSCs. Dec-BPI iterates
over the nodes of each agent’s FSC and tries to improve one agent’s FSC assuming the other
agents’ policies are fixed. In each node of local policies, linear programming is used to search a
new probability distribution over actions and transitions if the value will increase for any initial
state and any initial node of other agents’ FSCs. Each agent improves its FSC in turn and ends
when no improvement can be made on any agent. An improvement of Dec-BPI is optimizing
each agent FSC using a non-linear program in each iteration [Amato et al., 2012].

In Dec-BPI, with each iteration’s improvement, the value of the joint policy is at least as
high as the last iteration. This monotonic improvement ensures that Dec-BPI converges, but with
no optimality guarantee. The reason is that, in each iteration of Dec-BPI, only improving one
agent’s FSC may lead to a sub-optimal Nash equilibrium solution in which each agent’s policy is
the best response to others’ fixed policies (which is similar to JESP [Nair et al., 2003] approach
described in Section 3.4.1). However, one should also note that this best-response policy during
the improvement can only be obtained in the best case, which is not true in practice. Because
in each iteration of Dec-BPI, the optimization of an FSC does not find the optimal parameters.
Thus, even the Nash equilibrium solution is not guaranteed by Dec-BPI.

Conclusion

In this section, we introduce two algorithms, JESP and Dec-BPI, for solving Dec-POMDPs,
and both methods try to find Nash equilibrium solutions. JESP guarantees to converge to Nash
equilibria but can only be applied to finite-horizon Dec-POMDPs since it uses policy trees. On
the other hand, Dec-BPI uses FSCs to represent agents’ policies and solves infinite-horizon Dec-
POMDPs, but without a guarantee of finding Nash-equilibrium solutions. Last but not least, in
Dec-BPI, the improvement in each iteration is made for all initial state distributions. This being
said, Dec-BPI finds a local optima solution for any starting belief b0.
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3.5 Solving Dec-POMDPs with a generative model

Previous sections introduced various methods for solving Dec-POMDPs when explicit models
are available. In other words, this requires the exact dynamics of the Dec-POMDP problem we
are addressing. However, we often do not have such an explicit model for large problems or real
applications where we do not know the transition and observation probabilities. Usually, in this
case, only a black-box simulator (also called a generative model) G is available:

s1, o⃗, r Ð Gps, a⃗q. (3.6)

The inputs of G are the current state s and joint action a⃗ of all agents. Then, it outputs the
next state s1, the observations o⃗ for all agents, and the instant reward r. This section introduces
several sampling-based methods for Dec-POMDPs requiring only a generative model G.

3.5.1 Monte-Carlo Expectation Maximization (MCEM) based algorithms for
solving Dec-POMDPs

MCEM for Dec-POMDPs [Wu et al., 2013] is a model-free version of the EM approach we
introduced in Section 3.2.2. Like the EM methods for solving Dec-POMDPs, MCEM based
approach optimizes θ, which is the parameter of each agent’s FSC with a fixed size. For the EM
algorithm, one relies on the explicit model to compute Equation (3.3). In the MCEM approach,
this computation is approximated by a Monte-Carlo integration as follows:

Qi`1pθ, θi`1q “
1

m

m
ÿ

j“1

logpPrpθ|zj , yqq. (3.7)

The samples tz1, . . . , zmu are generated from the current approximation to the conditional distri-
bution Prpz|θi, yq. Then, the M-step consists in maximizing Equation (3.7), and the conditional
distribution is updated with the new maximizer. The algorithm iterates until convergence to a
local optimal or a saddle point.

One improvement is constructing agents’ FSCs with variable sizes as in Dec-SBPR (Stick-
Breaking Policy learning for Dec-POMDPs) [Liu et al., 2015] to eliminate two side effects of
fixed-size FSCs: an overly small number won’t be able to represent good policies, and an overly
large number will cause an over-fitting problem and slow convergence.

3.5.2 Occupancy-State SARSA (oSARSA):

Similar to FB-HSVI introduced in Section 3.3.1, oSARSA [Dibangoye and Buffet, 2018] is also
interested in recasting Dec-POMDPs into occupancy-state MDPs. Instead of using policies, oS-
ARSA computes plans which are linear functions over occupancy states and joint decision rules
since it is simple to store and update while having an optimal performance for Dec-POMDPs.
Compared with FB-HSVI, greedy or soft maximization is replaced by mixed-integer linear pro-
gramming to save resources and scale up better. Given enough resources and an accurate esti-
mation of the occupancy states, oSARSA can converge to a near-optimal plan for finite-horizon
Dec-POMDPs.

3.6 Conclusion

To sum up, in this chapter, we introduced various algorithms for solving Dec-POMDPs, which
can be categorized as:
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• algorithms that optimize the policies of all the agents simultaneously, including MAA*,
FB-HSVI, and PBVI-BB. For MAA*, it finds an optimal solution in a standard A* scheme
for finite-horizon Dec-POMDPs. On the other hand, FB-HSVI and PBVI-BB transform a
Dec-POMDP to a (PO)MDP and solve it with POMDPs techniques. Both FB-HSVI and
PBVI-BB can be used for infinite-horizon Dec-POMDPs, and FB-HSVI gives ϵ-optimal
solutions by approximating infinite-horizon using finite horizons within an error bound.
Moreover, oSARSA extends the FB-HSVI to the generative model setting where an explicit
Dec-POMDP is unavailable. However, all those methods may face a combinatorial explosion
issue when facing large problems.

• algorithms that alternate between agents, including JESP and Dec-BPI, which avoid this
combinatorial explosion of all agents’ policies by optimizing each agent’s policy in turn while
considering others’ policies are fixed. But its associated drawback is that such methods can
only find Nash equilibria at best. In this category, JESP is limited to finite horizons, and
Dec-BPI can be used for infinite-horizon Dec-POMDPs with any starting state distribution.

• algorithms based on the EM approach transform the Dec-POMDP planning problem into
a probabilistic inference. Each agent’s policy is represented as an FSC, and its parameters
are optimized using the EM algorithm. EM-based methods can be used for infinite-horizon
settings, and an adaption of Monte-Carlo integration extends their usage with generative
models. However, EM methods only guarantee to converge to local optima or even worse
saddle points.

Moreover, we conclude those representative Dec-POMDP algorithms in Figure 3.2, to our knowl-
edge, the JESP scheme has been introduced to neither infinite-horizon nor simulator-based set-
tings. Therefore, in this thesis, two of our main contributions (see Chapter 4) consist of: 1. a first
algorithm that extends the JESP approach to the infinite-horizon setting called Inf-JESP; 2. an
extension of Inf-JESP that works with generative models (MC-JESP).
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Infinite-horizon

Dec-POMDPs


(Generative Models)

Transforming Dec-POMDPs to (PO)MDPs with sufficient statistics

Policy search for Dec-POMDPs

Finding Nash equilibria for Dec-POMDPs
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JESP
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Figure 3.2: An overview of representative algorithms for Dec-POMDPs: The area colored with
light green gives the methods based on transforming Dec-POMDPs to (PO)MDPs with sufficient
statistics; The light pink area contains algorithms that directly search in the joint policy space;
Algorithms that find Nash equilibrium solutions are presented inside the light blue area. All
those methods are also categorized with the temporal horizons (finite or infinite) and model
types (explicit model or generative model).
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4

Searching for an Equilibrium in an
Infinite-Horizon Multi-agent Problem

As we discussed in Chapter 2, a Decentralized Partially Observable Markov Decision Process
(Dec-POMDP) represents a multi-agent sequential decision-making problem where the objective
is to derive the policies of all agents so that their decentralized execution maximizes the average
cumulative reward. Each agent’s policy is a mapping from his individual history (the sequence of
his executed actions and received observations up to now) to individual actions. However, solving
a Dec-POMDP is difficult and is proved to be NEXP complete in the worst case [Bernstein
et al., 2002]. The main difficulties when solving a Dec-POMDP lie in two aspects: first, the state
of the environment evolves according to all agents’ actions; and, second, each agent picks his
actions based on his own action-observation history, making it difficult for agents to coordinate.
Therefore, all policies are interdependent, which means each agent’s optimal decision depends
on others’ possible histories and future policies.

In this thesis, most of our contributions rely on computing the best response to other agents.
For instance, in our contributions to compute robust robot policies for HRC in Chapter 6, the
robot policy is the best response to possible human behaviors. For solving Dec-POMDPs, we are
interested in finding a Nash equilibrium solution consisting of each agent’s policy being a best
response to the other agents’ policies. To that end, we propose to solve Dec-POMDPs through a
JESP approach (Joint Equilibrium-Based Search for Policies) [Nair et al., 2003], which searches
for Nash equilibrium solutions by optimizing each agent’s policy one after the other while fixing
the other’s policies, until convergence (see Figure 4.1). However, JESP has two weaknesses:

1. in JESP, policies are represented by trees; therefore, this algorithm addresses only finite-
horizon Dec-POMDPs;

2. the Nash equilibria solutions obtained by JESP are local but not global optima.

This thesis addresses JESP’s first drawback by extending it to the infinite-horizon setting. Our
starting point is to rely not on policy trees but on finite-state controllers (FSCs). Then, we
demonstrate how to derive the (best-response) POMDP faced by an agent while other agents’
policies are fixed. From there, we solve this POMDP to find individual best-response policies (in
FSCs), and integrate this step into a JESP scheme.

We propose two novel algorithms in this chapter based on the above ideas. The first algorithm
(Inf-JESP), presented in Section 4.1, solves Dec-POMDPs with explicit models. And the second
method (MC-JESP), shown in Section 4.2, assumes that generative models of Dec-POMDPs
(i.e., simulators) are available. Experiments on state-of-the-art benchmark problems have been
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I have no more
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Agent 1's view
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If agent 2 has
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I should do  

If agent 1 has
policy , 


I should do  

I have no more
improvements  

Figure 4.1: JESP’s iterative optimization process for a 2-agent problem, starting with policies π1
and πa

conducted to evaluate our algorithms in Section 4.3. Finally, we conclude this chapter and discuss
perspectives in Section 4.4.

4.1 Infinite-Horizon JESP

The JESP algorithm finds Nash equilibrium solutions by iteratively building one agent’s best
response to other agents’ fixed policies. JESP (with its policy trees) is meant for a finite-horizon
setting. Although one can approximate an infinite-horizon Dec-POMDP as a finite-horizon one,
this approximation usually needs a long horizon (see Equation (2.18)). Thus, it requires overly
large policy trees and extended state spaces for the POMDP built in each iteration of JESP (see
Section 2.5). Also, no action is prescribed when going beyond this approximated long horizon
(because any action can be applied), which the end-user may not appreciate. Therefore, those
drawbacks make JESP unsuitable for solving infinite-horizon problems. To address this issue, we
propose solving infinite-horizon Dec-POMDPs using finite state controller (FSC) policy repre-
sentations in a JESP scheme. FSCs are meant to represent infinite-horizon policies, and we try
to control their size in our work. We call this new algorithm Inf-JESP.

Inf-JESP’s main algorithm is introduced in Section 4.1.1, and we explain how to combine
FSCs with a Dec-POMDP to generate the POMDP required at each iteration of Inf-JESP in
Section 4.1.2. Then, in order to use state-of-the-art point-based POMDP solvers, Section 4.1.3
proposes an algorithm to generate an agent’s FSC from a set of α-vectors. Moreover, heuristic
initialization methods are provided in Section 4.1.4.

4.1.1 Inf-JESP Main Algorithm

Inf-JESP relies on a local search procedure, which is typically restarted multiple times with
different random initializations to converge to different local optima. This local search, presented
in this section, relies iteratively on (i) defining the best-response POMDP for each agent based
on the policies of other agents (see Section 4.1.2), and (ii) solving it to extract and evaluate the
associated FSC (see Section 4.1.3). (Note that we also provide experiments with a non-random
initialization of Inf-JESP, which is described in Section 4.1.4)

As described in Algorithm 6, each agent’s policy is represented as an FSC. To control the
computational cost at each iteration, the size of solution FSCs is bounded by a parameterK P N˚.
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The local search thus starts with |I| randomly generated K-FSCs in vector fsc (line 2). Then, it
loops over the agents, each iteration attempting to improve an agent i’s policy by finding (line 7)
a K-FSC fsc1

i that is a best response to the current (fixed) FSCs fsc‰i of the |I| ´1 other agents
(denoted ‰ i). Line 8 relies on Equation (2.21) (page 19) to evaluate xfsc1

i, fsc‰iy at b0, unless
the POMDP solver at line 7 provides this information. Then, in line 10, if an improved solution
has been found, fsc1

i replaces fsci in fsc. The process stops if the number of consecutive iterations
without improvement, #ni, reaches |I|.

Algorithm 6: 8-horizon JESP
1 [Input:] K: FSC size | fsc: initial FSCs
2 Fct LocalSearch(K, fsc def

“ xfsc1, . . . , fsc|I|y)
3 vbestL Ð evalpfscq

4 #ni Ð 0 // #(iterations w/o improvement)

5 i Ð 1 // Id of current agent

6 repeat
7 fsc1

i ÐSolve2FSC(fsc‰i, K)
8 v Ð evalpfsc1

i, fsc‰iq

9 if v ą vbestL then
10 fsci Ð fsc1

i // replace the current agent i’s policy with an improved one

11 vbestL Ð v
12 #ni Ð 0

13 else
14 #ni Ð #ni` 1

15 i Ð pi mod |I|q ` 1

16 until #ni “ |I| // looped over agents w/o improving

17 return xfsc, vbestLy

Properties For agent i, each of its K nodes is attached to an action in Ai, and each of its
K ˆ |Ω| edges is attached to a node, so that the number of deterministic FSCs |FSCi| is at most
|Ai|

K ¨KKˆ|Ω|.2 Thus, assuming an optimal POMDP solver leads to the following properties.

Proposition 1 Inf-JESP’s local search converges in finitely many iterations to a Nash equilib-
rium.

Proof 1 The search only accepts increasingly better solutions so that the number of iterations
(over all agents) is, at most, the number of possible solutions: |FSC| “

ś

i |FSCi|.
The search stops when all agents have no more improvements by only modifying their own

policies. This being said, each agent’s FSC is a best response to the other agents’ FSCs, i.e., in
a Nash equilibrium.

While these equilibria are only local optima, allowing for infinitely many random restarts
guarantees to converge to a global optimum with probability 1. Of course, the set of Nash

2The exact number is smaller due to symmetries and because, in some FSCs, not all internal nodes are
reachable.
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equilibria depends on the set of policies at hand, thus on the parameter K in our setting.
Increasing K just allows for more policies, and thus possibly better Nash equilibria.

In practice (see Section 4.1.2), we use a sub-optimal POMDP solver in Solve2FSC (line 7)
in which FSC sizes are implicitly bounded (K is not actually used) because the solving time is
bounded. If this POMDP solver returns a solution fsc1

i worse than fsci, it will be ignored, so that
monotonic improvements are preserved, and the search still necessarily terminates in finite time.
Final solutions may be close to Nash equilibria if the POMDP solver returns ϵ-optimal solutions.

4.1.2 Building Best-Response POMDP for Agent i

As we introduced in Section 2.5, in each iteration, an extended state POMDP is built for agent
i while considering that other agents’ policies π‰i are known and fixed. Solving this POMDP
will derive a policy for agent i, which is the best response to other agents’ fixed policies π‰i. In
this chapter, we call this POMDP for agent i a best-response POMDP (BR-POMDP). In JESP’s
finite horizon setting, the state in agent i’s best-response POMDP’ is denoted et

def
“ xst, ω⃗t

‰iy,
with st the current state and ω⃗t

‰i the observation histories of other agents. Agent i maintains a
belief btJESP over et, which is a sufficient statistic for planning as it allows predicting the system’s
evolution (including other agents) as well as future expected rewards. However, as we pointed out
above, in infinite-horizon problems, the number of observation histories ω⃗t

‰i grows exponentially
with time, making for an infinite state space. We thus consider using FSCs to represent other
agents’ policies so that agent i can reason about other agents’ internal nodes instead of their
histories. But then, an important question is raised: how to derive a valid BR-POMDP for agent
i given the Dec-POMDP and other agents’ FSCs?

In Inf-JESP, to construct a BR-POMDP for agent i in each iteration, we first need to decide
which variables are contained in its extended state et. Then, the action and observation sets of
this BR-POMDP should correspond to the action an observation sets of this agent i as defined
in the Dec-POMDP model. Moreover, the choice we made for the extended state, along with
agent i’s actions and observations, has to guarantee that we get a proper POMDP that contains
valid transition, observation, and reward functions. In this section, we present one possible way
to construct this BR-POMDP, but we also provide other possible formalizations in appendix (see
Section A.1). Here, we choose to represent the extended state et P E as shown in Figure 4.2, i.e.,
containing:

• st, the current state of the Dec-POMDP problem;

• nt‰i ” xnt1, . . . , n
t
i´1, n

t
i`1, . . . , n

t
ny, the nodes of the |I| ´ 1 other agents’ (agents ‰ i) FSCs

at the current time step, and;

• oti, agent i’s current observation.

We thus have E def
“ S ˆN‰i ˆΩi. Given an action ati, the extended state et ” xst, nt‰i, o

t
iy evolves

according to the following steps:

1. each agent j ‰ i selects its action aj based on its current node;

2. st transitions to st`1 according to T under joint action at ” xati, a
t
‰iy; and

3. the FSC nodes of agents j (including i) evolve jointly according to their observations ot`1
j ,

which can be inferred from st`1 and the joint action at; these observations may not be
independent from each other, so that the FSC nodes may not evolve independently from
each other.
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This design choice for et induces a POMDP because of the following properties:

• it induces a Markov process controlled by the action (see dynamics below);

• the observation oti depends on ati and et`1; and

• the reward depends on et and ati.

Indeed, deriving the transition, observation, and reward functions for this POMDP (as detailed
in Appendix Sec. A.1) leads to:

Tepet, ati, e
t`1q “ Prpet`1|et, atiq

“
ÿ

ot`1
‰i

T pst, xψ‰ipn
t
‰iq, a

t
iy, s

t`1q ¨ η‰ipn
t
‰i, o

t`1
‰i , n

t`1
‰i q

¨Opst`1, xψ‰ipn
t
‰iq, a

t
iy, xo

t`1
‰i , o

t`1
i yq,

Oepati, e
t`1
i , ot`1

i q “ Prpot`1
i |ati, e

t`1
i q

“ Prpot`1
i |ati, xs

t`1, nt`1
‰i , õ

t`1
i yq

“ 1ot`1
i “õt`1

i
,

repet, atiq “ rpst, ati, ψ‰ipn
t
‰iqq,

where η‰ipn
t
‰i, o

t`1
‰i , n

t`1
‰i q “

ś

j‰i ηpntj , õ
t`1
j , nt`1

j q and ψ‰ipn
t
‰iq “ at‰i.

Note that, if some of the state variables are fully observable, then the problem is more precisely
a Mixed Observability Markov Decision Processes (MOMDP), and this mixed observability can
be exploited to accelerate the solving process [Ong et al., 2009, Araya-López et al., 2010]. But,
since this is not the priority in this thesis, we only consider standard POMDP solvers.

Moreover, we observe that some extended states will never be reached starting from the initial
belief. We thus make E smaller through a state elimination process. More specifically, we first
initialize E by computing all possible starting extended states given the initial belief b0, and an
open list is initialized with the same elements. Then, an extended state et is popped out from
this open list and processed with all possible agent i’s actions to gather possible st`1, nt`1

‰i , and
ot`1
i , which result in a list of next possible extended states tet`1u. If an extended state in tet`1u

does not exist in E , we insert it to E and the open list. We repeat this process until the open list
is empty. At the end of the process, E contains only the extended states that are reachable from
the initial belief.

4.1.3 Building Agent i’s FSC with bounded size

In Section 4.1.2, we presented how to build a best-response POMDP for agent i considering
others’ fixed policies. Then, once the BR-POMDP for agent i is built, we need a POMDP solver
to obtain agent i’s policy. As we introduced in Section 2.3.3, there are different types of POMDP
solvers. For Inf-JESP, we take advantage of modern point-based solvers and choose SARSOP
[Kurniawati et al., 2008] for solving the built POMDP, but other point-based approaches such
as PBVI [Pineau et al., 2003] or HSVI [Smith and Simmons, 2004] are also applicable. On the
other hand, the policy search methods [Hansen, 1997, Spaan and Vlassis, 2005] can directly give
an FSC that can be used to build the next BR-POMDP, but they are usually less efficient than
state-of-the-art point-based solvers.
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Figure 4.2: An illustration of the best-response POMDP for agent i based on the Dec-POMDP
model and other agents’ fixed FSCs.

Algorithm Description In Section 2.3.2 (page 19), we mentioned that one could transform
a set of α-vectors Γ to an FSC, and Grześ et al. proposed an approximate method Alpha2FSC.
However, Alpha2FSC assumes each α-vector in Γ (the POMDP solution) comes with an associ-
ated belief. This assumption is not true in our work (with the POMDP solver SARSOP), and
we need to compute a representative belief for each α-vector. Therefore, we propose a new trans-
formation method as presented in Algorithm 7, to turn an α-vector set Γ into an FSC. In our
method, each FSC node n def

“ xα, a, b, wy contains an α-vector α with its (sometimes omitted)
action a, and a representative belief b (weighted average of the encountered beliefs mapped to
this node) with its positive weight w. This weight tries to capture the importance of the attached
node by approximating its visit frequency and is computed incrementally when building the FSC.

More specifically, Algorithm 7 begins by a start node n0 from b0 and Γ with w “ 1 (line 2),
and adds it to both the new FSC (N) and an open list (Gq. Then, each n in G is processed
(in fifo order) with each observation oi as follows (0-probability observations induce a self-loop
(line 22)). Lines 10–12 compute the updated belief boiai , and the associated w1 and αi. The node
n1 P N that contains αi is extracted if it exists and boiai is merged into its representative belief
(lines 18–20), otherwise a new node n1 def

“ xαi, b
oi
ai , w

1y is created (line 14) and added to both N
and G. An edge n Ñ n1, labeled with oi, is then added (line 23).

Note that our method (as Alpha2FSC) returns an FSC that approximates the policy induced
by the α-vectors set Γ (which might need a possibly infinite FSC to represent). This approxima-
tion leads to an FSC result that may be better or worse compared with Γ.

About Self-Loops As in Grześ et al.’s work, self-loops are added when an impossible obser-
vation Prpoi|b, aiq “ 0 is received. This may happen because, when building the FSC, each node
ni is associated to a tuple xαi, biy, and outgoing edges from ni will be created only for observa-
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tions that have non-zero probability in bi. Yet, during execution, ni may be reached while in a
different belief b1 from which ai (the action attached to αi, thus ni) may induce “unexpected”
observations.3 Adding self-loops is a way to equip the agent with a default strategy when such
an unexpected observation occurs.

Differences with Alpha2FSC There are three differences in our method compared with
Grześ et al.’s work: First, in [Grześ et al., 2015], each input α-vector comes with an associated
belief, while we instead try to compute a belief representative of the reachable beliefs “attached”
to the vector. Second, in [Grześ et al., 2015], each α-vector induces an FSC node (|N | “ |Γ|),
while we only consider α-vectors reachable by the algorithm from b0. Third, in our JESP setting,
we have another reason for adding self-loops. Indeed, each agent i’s FSC is obtained considering
fixed agent ‰ i’s FSCs; yet, changing other agents’ FSCs will induce a new POMDP from i’s
point of view, potentially with new possible observations when in certain nodes of fsci.

Algorithm 7: Extract FSC xN, η, ψy from set Γ

1 [Input:] Γ: α-vector set
2 Start node n0 Ð nodepxargmaxαPΓpα ¨ b0q, b0, 1yq

3 N Ð tn0u

4 G.pushbackpn0q

5 while |G| ą 0 do
6 n Ð G.popfrontpq

7 xb, ai, wy Ð xn.b, ψpnq, n.wy

8 forall oi P Ωi do
9 if Prpoi|b, aiq ą 0 then

10 boiai Ð beliefUpdatepb, ai, oiq
11 w1 Ð w ¨ Prpoi|b, aiq
12 αi Ð argmaxαPΓpα ¨ boiaiq
13 if αi R N then
14 n1 Ð nodepxαi, b

oi
ai , w

1yq

15 N Ð N Y tn1u

16 G.pushbackpn1q

17 else
18 n1 Ð Npαiq

19 n1.b Ð n1.w
n1.w`w1 ¨ n1.b` w1

n1.w`w1 ¨ boiai
20 n1.w Ð n1.w ` w1

21 else
22 n1 Ð n

23 ηpn, oiq Ð n1

24 return xN, η, ψy

Note that this algorithm does not bound the resulting number of internal nodes explicitly.
Instead, we rely on (i) SARSOP returning finitely many α-vectors, and (ii) the FSC extraction

3This will happen when some state s has zero-probability in bi but not in b1 and can induce this observation
when performing ai.
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producing (significantly) less than |Γ| internal nodes. But one can easily limit the FSC size with
a given bound as presented in our second main contribution (see Algorithm 11, page 48).

Once fsci is obtained, the next step is to evaluate all agents’ policies in the Dec-POMDP. To
that end, it is sufficient to evaluate fsci in the corresponding best-response POMDP, since the
latter combines in a single model the Dec-POMDP and the FSCs for agents ‰ i. Here we used
the FSC evaluation technique described in Section 2.3 on page 19, which computes an FSC’s
value function by solving a system of linear equations.

4.1.4 Heuristic Initialization

As previously mentioned, the initialization of Inf-JESP is important. Even if Inf-JESP improves
the value of the joint FSC at each iteration, random initializations may often lead to poor local
optima. Thus, we want to investigate if some non-random heuristic initializations allow to find
good solutions quickly and reliably.

Our method relies on assuming public observations in the Dec-POMDP, so that we are facing
a Multi-agent POMDP (MPOMDP) [Pynadath and Tambe, 2002], i.e., a problem that is formally
equivalent to a POMDP and thus solved using a POMDP solver. We extract individual FSCs
from the resulting MPOMDP policy as detailed below, and use them to initialize Inf-JESP.

MPOMDP-based Stochastic Initial FSC (M-S) – Algorithm 14 extracts a policy fsci for
agent i from an MPOMDP policy. This approach is similar to Algorithm 7, the main difference
being that agents ‰ i’s observations and actions should also be considered to compute a next
belief. Yet, this is not actually feasible since agent i is not aware of them. To address this
issue, given agent i, let us consider a current node n “ xα, by and an individual observation
oi (i.e., with non-zero occurrence probability). The MPOMDP solution specifies a joint action
a “ xai, a‰iy at b, a being the action attached to α. We arbitrarily assume that (i) each possible
stochastic transition of the FSC (from n and coming with observation oi) corresponds to a
possible joint observation o‰i of the other agents, (ii) such a transition occurs with probability
Prpo‰i | b, a, oiq, and (iii) it “leads” to a new belief bxoi,o‰iy

a and thus a node n1 attached to the
dominating MPOMDP α-vector (αi, cf. line 12) at this point. As only one FSC node should
correspond to a given α-vector, a new n1 attached to αi is created only if necessary (lines 13, 14
and 18). As multiple joint observations o‰i may lead to the same n1, the corresponding transition
probabilities are cumulated in ηpn, oi, n

1q (line 19). 0-probability joint observations o‰i given b, a
and oi are ignored. 0-probability individual observations oi given b and a induce the creation of
a self-loop (line 21). This self-loop allows the FSC to still be a valid policy against any possible
policies of other agents, which may change in the next iteration.

Note that the resulting FSCs are stochastic, and some of them may never be improved on,
so that, in this case, the solution returned by Inf-JESP may contain stochastic FSCs.

MPOMDP-based Deterministic Initial FSC (M-D) – A very simple variant of this
method is to assume that the only possible transition from n under oi corresponds to the most
probable joint observation o‰i of the other agents. In this case, lines 10 and 11 are modified as
follows:

o‰i Ð argmax
o‰iPΩ‰i

Prpo‰i|oi, b, aq. (4.1)

The transition between nodes is then deterministic (ηpn, oi, n
1q “ 1).
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Algorithm 8: Extracting FSCi for agent i from MPOMDP α-vector set Γ

1 [Input:] i: agent | Γ: MPOMDP α-vector set
2 Start node n0 Ð nodepargmaxαPΓα ¨ b0, b0q

3 N Ð tn0u

4 G.pushbackpn0q

5 while |G| ą 0 do
6 n Ð G.popfrontpq

7 pb, aq Ð pn.b, ψpnqq

8 forall oi P Ωi do
9 if Prpoi|b, aq ą 0 then

10 forall o‰i P Ω‰i do
11 if Prpo‰i|oi, b, aq ą 0 then
12 αi Ð argmaxαpb

xoi,o‰iy
a ,Γq

13 if αi R N then
14 n1 Ð nodepαi, b

xoi,o‰iy
a q

15 N Ð N Y tn1u

16 G.pushbackpn1q

17 else
18 n1 Ð Npαiq

19 ηpn, oi, n
1q Ð ηpn, oi, n

1q ` Prpo‰i|oi, b, aq

20 else
21 ηpn, oi, nq Ð 1

22 return xN, η, ψy

MPOMDP-based Average-Belief Initial FSC (M-A) – Algorithm 9 provides another
way to extract a policy fsci for agent i from an MPOMDP policy. In this heuristic initialization,
we assume that all agents share the same belief b and act according to the same joint action
a. Then, the belief is updated by agent i by marginalizing agents ‰ i’s possible observations to
ignore them. This one-sided-observation belief update (line 10) is obtained as follows:

Prps1|oi, xai, a‰iy, bq “
Prps1, oi, xai, a‰iy, bq

Prpoi, xai, a‰iy, bq
(4.2)

“

ř

s

ř

o‰i
Prps1, s, xoi, o‰iy, xai, a‰iy, bq

ř

s1

ř

s

ř

o‰i
Prps1, s, xoi, o‰iy, xai, a‰iy, bq

(4.3)

“

ř

o‰i
Prpxoi, o‰iy|s1, xai, a‰iyq

ř

s Prps1|s, xai, a‰iyqbpsq
ř

s1

ř

s

ř

o‰i
Prpxoi, o‰iy|s1, xai, a‰iyqPrps1|s, xai, a‰iyqbpsq

(4.4)

“

ř

o‰i
Opxoi, o‰iy|xai, a‰iy, s

1q
ř

s T ps, xai, a‰iy, s
1qbpsq

ř

s1

ř

s

ř

o‰i
Opxoi, o‰iy|xai, a‰iy, s1qT ps, xai, a‰iy, s1qbpsq

. (4.5)

Notes:

1. As all (i) these heuristic initialization methods and (ii) Inf-JESP’s local search are determin-
istic, using a deterministic procedure to derive best-response FSCs induces a deterministic
algorithm for which restarts are useless.
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2. These heuristic initialization methods can be also adapted to the finite-horizon setting for
JESP by changing the policy representation to finite-horizon trees.

Algorithm 9: Extracting FSCi for agent i from MPOMDP α-vector set Γ

1 [Input:] i: agent | Γ: MPOMDP α-vector set
2 Start node n0 Ð nodepargmaxαPΓα ¨ b0, b0q

3 N Ð tn0u

4 G.pushbackpn0q

5 while |G| ą 0 do
6 n Ð G.popfrontpq

7 pb, aq Ð pn.b, ψpnqq

8 forall oi P Ωi do
9 if Prpoi|b, aq ą 0 then

10 α Ð argmaxαpboia ,Γq

11 if α R N then
12 boia Ð BeliefUpdateOneSidepb, a, oiq
13 n1 Ð nodepα, boia q

14 N Ð N Y tn1u

15 G.pushbackpn1q

16 else
17 n1 Ð Npαq

18 ηpn, oi, n
1q Ð 1

19 else
20 ηpn, oi, nq Ð 1

21 return xN, η, ψy

For Inf-JESP, we tested M-S and M-D heuristic initialization methods. Since the results are
already good, implementing M-A for Inf-JESP is not our main priority and will be considered as
a future perspective.

4.2 Monte-Carlo JESP

In Section 4.1, we presented the Inf-JESP algorithm, which solves Dec-POMDPs by finding
Nash equilibria solutions with explicit models. However, explicit models are not always available,
especially for large problems. Building an explicit model may cost a lot of computational resources
and memory. In this section, we present another algorithm based on the Monte-Carlo search in a
JESP scheme, which only requires a generative model, i.e., a simulator. We name this algorithm
MC-JESP. Also, as Inf-JESP, we will use FSCs to represent agent policies. In Section 4.2.1,
we present how to use the generative Dec-POMDP model and other agents’ policies to build a
best-response generative model for agent i, and we introduce its relation with the best-response
POMDP detailed in Section 4.1.2. Then, Section 4.2.2 describes how to build agent i’s FSC
policy with its best-response generative model. MC-JESP’s main algorithm and an initialization
method are presented in Section 4.2.3.
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4.2.1 Building Best Response Generative Model for Agent i

Similar to Inf-JESP, we aim to find Nash equilibrium solutions by iteratively building each agent’s
best response to other agents’ fixed policies. We thus stick to representing policies as FSCs since
we still address infinite-horizon problems, and we rely on the same formalism for best-response
POMDPs as in Inf-JESP, i.e., in particular with the same representations of extended states,
actions, and observations. However, the method described in Section 4.1.2 for building the best
response POMDP for agent i is only possible if we have an explicit Dec-POMDP model. Then,
a question for MC-JESP is how to build such a best response model if only a generative model
of the Dec-POMDP is available? To address this issue, in MC-JESP, we propose an alternative
approach that builds a best-response generative model relying on a Dec-POMDP simulator and
other agents’ FSCs. In the following content, we call this model “GBR” for simplificity.

Algorithm Description: The problem of building a GBR for agent i is to sample the next ex-
tended state et`1, observation ot`1

i , and reward rt`1, given a current extended state et and action
ati, and as shown in Figure 4.3, we can only rely on the available functions of the Dec-POMDP
simulator and other agents’ FSCs. Algorithm 10 details the process of building such an extended
generative model for agent i. It first decomposes the extended state, and gets other agents’ actions
at‰i according to action selection functions ψ‰i ” xψ1, . . . , ψi´1, ψi`1, . . . , ψ|I|y (lines 3 and 4).
Then, in line 5, the joint action xati, a

t
‰iy is passed to the Dec-POMDP simulator G, which outputs

the next state st`1, joint observation xot`1
i , ot`1

‰i y and instant reward rt`1. With the obtained oth-
ers’ observation ot`1

‰i , line 6 computes their next nodes nt`1
‰i ” xnt`1

1 , . . . , nt`1
i´1, n

t`1
i`1, . . . , n

t`1
|I|

y.
In the end, we build the next extended state st`1

e and return the results (lines 7 and 8). In this
algorithm, stochasticity exists only in the Dec-POMDP simulator G, the FSC functions ψ and
η are deterministic.

Algorithm 10: Agent i’s Best Response Generative Model GBR´POMDP

1 [Input:] ste: extended state | ati: agent i’s action
2 [Paramater:] G: Dec-POMDP simulator | xN‰i, ψ‰i, η‰iy: other agents’ FSCs
3 xst, nt‰i, o

t
iy Ð ste

4 at‰i Ð ψ‰ipn
t
‰iq

5 st`1, xot`1
i , ot`1

‰i y, rt`1 Ð Gpst, xati, a
t
‰iyq

6 nt`1
‰i Ð ηpnt‰i, o

t`1
‰i q

7 st`1
e Ð xst`1, nt`1

‰i , o
t`1
i y

8 return st`1
e , ot`1

i , rt`1 Ź return step results

4.2.2 Computing Agent i’s FSC using Monte Carlo Methods

In the previous section, we saw how to build the best-response generative model GBR´POMDP

for agent i considering others’ fixed FSCs. However, unlike in Inf-JESP, modern point-based
POMDP solvers can not be applied to solve such generative models in MC-JESP. We thus need
to rely on a simulation-based solver, i.e., POMCP [Silver and Veness, 2010], which is an online
algorithm that gives only the best action for the current belief. Therefore, the question is how
to use a simulator (GBR) and a simulation-based solver to obtain agent i’s FSC. To address this
issue, we propose an algorithm that
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Best-Response Generative Model
Dec-POMDP Generative Model
Other Agents' FSCs

Extended State

Functions

Figure 4.3: Structure of the best-response generative model GBR: The black arrows are the inputs
and outputs of the POMDP generative model; The blue arrows show the inputs and outputs of
a Dec-POMDP simulator G; The green arrows show the evolution of agents ‰ i’ FSCs.

• uses the Monte-Carlo approach (POMCP) to compute the best action for a given node,
which is labeled by a unique belief;

• expands reachable beliefs and creates new nodes using computed actions to gradually build
an FSC.

Moreover, to avoid building an infinite-size FSC (with infinite-size beliefs), we explicitly bound
the FSC size with a given parameter Nmax-fsc .

Algorithm Description: We use Algorithm 11 to build a policy fsci for agent i with bounded
size Nmax-fsc given its best-response generative model GBR. First, POMCP is used to compute
agent i’s best action a0i at the start belief in line 4. Then, before creating a new node, we process
the computed action for the given belief (line 5). This ProcessAction function samples many
transitions until each feasible observation (according to the samples) is attached to a sufficient
number of particles Nmin-particles (line 31), and returns the set of feasible observations Ωt`1

i and
the set of induced beliefs Bt`1

i (each belief is a collection of particles). Then, in line 6, a start
node n0 is created with b0BR, a0i , B

1
i , Ω

1
i , and a weight w “ 1. This start node is added to the FSC

under construction pNq and an open list pLq. While L is not empty, L is sorted according to the
node weights w (from higher weights to lower weights), and the first node n stored in the sorted
L is popped out (lines 10–11). Node n’s compatibility with each individual observation oi is then
checked, i.e., oi P n.Ωi, and self-loops are introduced for impossible observations (line 27). Line 14
gets the new belief of receiving observation oi, and a new associated weight w1 is computed in
line 15. Then, line 16 computes agent i’s best action a1

i given its new belief b1
BR using POMCP.

Before creating a new node n1, in line 17, the algorithm verifies (i) the non-existence of b1
BR,
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i.e., measuring the distance between (estimated) belief states in Norm-1 and comparing it to ϵ:
}b1

BR ´ b}1 ď ϵ; and (ii) if the current FSC size is smaller than Nmax-fsc . If those conditions are
not satisfied, we update the weight of the closest existing node (lines 23–24); otherwise, n1 is
added to both N and L (lines 19–21). In line 25, an edge n Ñ n1 is created with a label oi.

4.2.3 Main Algorithm and Initialization

Main Algorithm: The main algorithm of MC-JESP is presented in Algorithm 12. Compared
with Inf-JESP’s main algorithm, the differences are threefold:

• in line 7, MC-JESP needs to construct a best-response generative model GBR for agent i
in each iteration, while Inf-JESP constructs an explicit best-response POMDP model;

• MC-JESP uses a Monte-Carlo method to construct agent i’s FSC (line 8) which differs
from Inf-JESP’s extraction process (see Algorithm 7);

• simulations are conducted in line 9 to estimate the value obtained using agent i’s policy
fsc1

i under initial distribution b0BR with simulator GBR, while in Inf-JESP, the value can
be directly computed following a system of linear equations (see Equation (2.21)).

As in Inf-JESP, the FSC size is bounded in MC-JESP, and in each iteration of MC-JESP,
the value improves monotonically (assuming perfect evaluation of FSCs). Therefore, the search
will necessarily terminate in finite time. In the end, the final solution may be close to a Nash
equilibrium, given that POMCP is an approximate online solver.

Heuristic Initialization: Although MC-JESP monotonically improves the value of the joint
policy at each iteration, some random initializations may lead to poor locally optimal solutions.
Therefore, based on Algorithm 11, we develop a heuristic initialization method for MC-JESP
similar to the one used in Inf-JESP (we use the same MPOMDP extraction process and belief
update method as described for Algorithm 9). Algorithm 13 shows the process to build a heuristic
FSC for agent i. As shown in red, it differs from Algorithm 11 in two aspects:

• the Dec-POMDP simulator G is used as an MPOMDP simulator for POMCP to get the
best joint action with a given belief (lines 3 and 16);

• instead of a standard belief update, we use a one-sided-belief-update method (lines 4 and
18) which is first presented in Equation (4.2) when using an exact model. The ProcessAc-
tion function repeatedly samples transitions using the computed joint action and collects
particles for each encountered agent i’s observation.

4.3 Experiments

This section evaluates our contributions with other state-of-the-art solvers on various Dec-
POMDP benchmarks (cf. http://masplan.org/problem_domains):

• Decentralized Tiger (Dec-Tiger) [Nair et al., 2003],

• Recycling Robots (Recycling) [Amato et al., 2012],

• Meeting in a 3 ˆ 3 grid (Grid 3 ˆ 3) [Amato et al., 2009],
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Algorithm 11: Compute agent i’s FSC
1 [Input:] b0BR: initial (extended) state distribution of GBR

2 [Parameters:] GBR: best response generative model for agent i | Nmax-fsc : max FSC size
for agent i | Nmin-particles: minimum particle size for each belief

3 Fct BuildFSC(b0BR)
4 a0i Ð POMCP pGBR, b

0
BRq

5 B1
i ,Ω

1
i Ð ProcessActionpb0BR, a

0
i q

6 n0 Ð nodepb0BR, a
0
i , B

1
i ,Ω

1
i , w “ 1q

7 N Ð tn0u

8 Lrws Ð n0
9 while |L| ą 0 do

10 L.sortpq

11 n Ð L.popfrontpq

12 for oi P Ω do
13 if oi P n.Ωi then
14 b1

BR Ð n.B
1

ipoiq

15 w1 Ð n.w ˚
|B

1

ipoiq|

|B
1

i |

16 a1
i Ð POMCP pGBR, b

1
BRq

17 if pb1
BR R Npϵqq ^ pN.size ă Nmaxq then

18 B
2

i ,Ω
2

i Ð ProcessActionpb1
BR, a

1
iq

19 n1 Ð nodepb1
BR, a

1
i, B

2

i ,Ω
2

i , w
1q

20 N Ð N Y tn1u

21 Lrws Ð n1

22 else
23 n1 Ð N.findpb1

BRq

24 n1.w Ð n1.w ` w1

25 ηpn, oi, n
1q Ð 1

26 else
27 ηpn, oi, nq Ð 1

28 Fct ProcessAction(btBR, a
t
i)

29 Bt`1
i Ð H

30 Ωt`1
i Ð H

31 repeat
32 et „ btBR

33 xet`1, ot`1
i , ot`1

‰i , r
t`1y „ GBRpet, atiq

34 if ot`1
i R Ωt`1

i then
35 Ωt`1

i Ð Ωt`1
i Y tot`1

i u

36 Bt`1rot`1
i s Ð Bt`1rot`1

i s Y tet`1u

37 until Timeout() _ pMinBeliefParticlespBt`1q ą Nmin-particlesq

38 return Bt`1
i , Ωt`1

i

48



4.3. Experiments

Algorithm 12: Monte-Carlo JESP
1 [Input:] K: FSC size | fsc: initial FSCs | b0: initial belief | G: Dec-POMDP simulator
2 Fct LocalSearch(K, fsc def

“ xfsc1, . . . , fsc|I|y, G)
3 vbestL Ð evalpfscq

4 #ni Ð 0 // #(iterations w/o improvement)

5 i Ð 1 // Id of current agent

6 repeat
7 GBR, b

0
BR Ð BuildBestResponseGenerativeModelpG, b0, fsc‰iq

8 fsc1
i ÐComputeFSC(b0BR | GBR, K)

9 v Ð EvalSimpfsc1
i, b

0
BR | GBRq

10 if v ą vbestL then
11 fsci Ð fsc1

i

12 vbestL Ð v
13 #ni Ð 0

14 else
15 #ni Ð #ni` 1

16 i Ð pi mod |I|q ` 1

17 until #ni “ |I|

18 return xfsc, vbestLy

• Cooperative Box Pushing (Box-Pushing) [Seuken and Zilberstein, 2007],

• Mars Rover [Amato and Zilberstein, 2009].

The evaluation of Inf-JESP is presented in Section 4.3.1 and compared with other Dec-
POMDP solvers which rely on explicit models. Section 4.3.2 evaluates MC-JESP, which only
requires a Dec-POMDP simulator, and we compare MC-JESP’s results with other existing Dec-
POMDP solvers (including algorithms relying on explicit models and simulators). Moreover, all
the evaluations are conducted in an infinite-horizon setting.

4.3.1 Evaluation of Inf-JESP

Algorithm settings

We compare the different variants of Inf-JESP with state-of-the-art Dec-POMDP solvers, namely:
FB-HSVI [Dibangoye et al., 2016], Peri [Pajarinen and Peltonen, 2011], PeriEM [Pajarinen and
Peltonen, 2011], PBVI-BB [MacDermed and Isbell, 2013] and MealyNLP [Amato et al., 2010].
We ignore JESP as it only handles finite horizons with policy trees, and it will cost a large
number of memories and time to approximate infinite horizons with long horizons. Dec-BPI
is compared separately because we can only estimate values from empirical curves on some
benchmark problems [Bernstein et al., 2009].

For Inf-JESP, SARSOP [Kurniawati et al., 2008] is used as our POMDP solver, with a 0.001
Bellman residual (also for FSC evaluation) and a 5 s timeout. Moreover, we have tested 4 variants
of Inf-JESP:

• IJ(M-D) and IJ(M-S) are Inf-JESP initialized with the M-D and M-S heuristics (Sec-
tion 4.1.4) and without restarts (because they behave deterministically).
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Algorithm 13: Build a heuristic FSC for agent i
1 [Input:] b0: initial state distribution of G | i: heuristic agent index
2 [Parameter:] G: Dec-POMDP simulator | Nmax: max FSC size for agent i
3 xa0i , a

0
‰iy Ð POMCP pG, b0q

4 B1
i ,Ω

1
i Ð ProcessActionpb0, xa0i , a

0
‰iyq

5 n0 Ð nodepb0, a0i , B
1
i ,Ω

1
i , w “ 1q

6 N Ð tn0u

7 Grws Ð n0
8 while |G| ą 0 do
9 G.sortpq

10 n Ð G.popfrontpq

11 xb, ay Ð n
12 for oi P Ω do
13 if oi P n.Ωi then
14 b1 Ð n.B

1

ipoiq

15 w1 Ð n.w ˚
|B

1

ipoiq|

|B
1

i |

16 xa
1

i, a
1

‰iy Ð POMCP pG, b
1

q

17 if pb1 R Npϵqq ^ pN.size ă Nmaxq then
18 B

2

i ,Ω
2

i Ð ProcessActionpb1, xa
1

i, a
1

‰iyq

19 n1 Ð nodepb1, a1
i, B

2

i ,Ω
2

i , w
1q

20 N Ð N Y tn1u

21 Grws Ð n1

22 else
23 n1 Ð N.findpb1q

24 n1.w Ð n1.w ` w1

25 ηpn, oi, n
1q Ð 1

26 else
27 ηpn, oi, nq Ð 1

• IJ(R-1) and IJ(R-100) are Inf-JESP with random initializations (at most 5 nodes per FSC)
and, respectively, 1 (re)start and 100 restarts.

Each restart has a timeout of 7200 s (2h), and IJ(R-xy) denotes y runs of IJ(R-x) used to compute
statistics. Due to a large number of iterations which often lead to a timeout and cost memories,
we did not perform full random-restart tests on the Box-Pushing and Mars Rover domains.

The experiments with Inf-JESP were conducted on a laptop with an i5-1.6 GHz CPU and
8 GB RAM. The source code is available at https://gitlab.inria.fr/ANR-FCW/InfJESP .

Comparison with state-of-the-art algorithms

Table 4.1 presents the results for the 5 problems. For IJ(R-xy), we kept the highest value among
the restarts in each run, and then computed the average of this value over the various runs. The
columns provide:

• (Alg.) the different algorithms at hand;
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Table 4.1: Comparison of different algorithms in terms of final FSC size, number of iterations,
time, and value, on five infinite-horizon benchmark problems with γ “ 0.9 for all domains.
R-RN = N runs with R random restarts each. M-S and M-D = deterministic initializations
with stochastic FSCs and deterministic FSCs extracted from an MPOMDP solution. Solvers are
arranged in descending order by their values.

Alg. FSC size #Iterations Time (s) Value

DecTiger (|I| “ 2, |S| “ 2, |Ai| “ 3, |Z i| “ 2)

FB-HSVI 154 13.45
PBVI-BB 13.45

Peri 220 13.45
IJ(R-1005) 9˘3 ˆ 8˘4 33 ˘1 12 418 13.44
IJ(M-D) 6 ˆ 6 36 201 13.44
IJ(M-S) 6 ˆ 6 27 213 13.44
PeriEM 6450 9.42

MealyNLP 29 ´1.49
IJ(R-1500) 29˘55 ˆ 32˘54 21 ˘14 124 ´35.47

Recycling (|I| “ 2, |S| “ 4, |Ai| “ 3, |Z i| “ 2)

FB-HSVI 3 31.93
PBVI-BB 31.93
MealyNLP 0 31.93

Peri 77 31.84
PeriEM 272 31.80

IJ(R-10010) 2˘0 ˆ 2˘0 3 ˘0 3 31.62
IJ(R-11000) 3˘2 ˆ 3˘2 3 ˘0 0 30.60
IJ(M-S) 8 ˆ 8 3 0 26.57
IJ(M-D) 4 ˆ 4 3 0 25.65

Grid3*3 (|I| “ 2, |S| “ 81, |Ai| “ 5, |Z i| “ 9)

IJ(M-D) 8 ˆ 10 3 2 5.81
IJ(M-S) 9 ˆ 17 3 9 5.81

IJ(R-1005) 13˘6 ˆ 9˘0 4 ˘0 414 5.81
FB-HSVI 67 5.80

IJ(R-1500) 11˘18 ˆ 11˘18 3 ˘1 4 5.79
Peri 9714 4.64

Box-pushing (|I| “ 2, |S| “ 100, |Ai| “ 4, |Z i| “ 5)

FB-HSVI 1715 224.43
PBVI-BB 224.12
IJ(M-S) 250 ˆ 408 6 963 220.25
IJ(M-D) 274 ˆ 342 8 1436 203.41

Peri 5675 148.65
MealyNLP 774 143.14

PeriEM 7164 106.65

Mars Rover (|I| “ 2, |S| “ 256, |Ai| “ 6, |Z i| “ 8)

FB-HSVI 74 26.94
IJ(M-D) 125 ˆ 183 6 122 26.91
IJ(M-S) 84 ˆ 64 5 66 24.17

Peri 6088 24.13
MealyNLP 396 19.67

PeriEM 7132 18.13
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• (FSC size) the final FSC sizes obtained for Inf-JESPs;

• (Iterations) the number of iterations required to converge (for Inf-JESPs);

• (Time) the running time, recorded in seconds;

• (Value) the final value (lower bounds for Inf-JESPs; the true value is at most 0.01 higher).

In terms of final value achieved, Inf-JESP variants find good to very good solutions in most
cases, often very close to FB-HSVI’s near-optimal solutions. Comparing with estimated values
obtained by Dec-BPI on the Dec-Tiger, Grid, and Box-Pushing problems (using the figures in
[Bernstein et al., 2009, p. 123]), Inf-JESP outperforms Dec-BPI in these three problems. Note
also that Dec-BPI’s results highly depend on the size of the considered FSCs and that Dec-BPI
faces difficulties with large FSCs, e.g., in the Dec-Tiger problem [Bernstein et al., 2009].

Regarding the solving time, Inf-JESP variants have different behaviors depending on the
problem at hand. For example, in Dec-Tiger, IJ(M-S) and IJ(M-D) have almost the same solving
time, and both of them require more time than IJ(R-1500). However, in other problems, IJ(M-D)
and IJ(M-S) may require very different solving times. For instance, IJ(M-D) converges faster than
IJ(M-S) in Grid but behaves contrary in Box-pushing and Mars Rover domains. As mentioned
above, we give a timeout of 5 s for SARSOP in each iteration to solve one agent’s POMDP. In
Dec-Tiger, most of the time is spent calling SARSOP for multiple iterations, but in Box-Pushing
and Mars Rovers, most of the time is used for building the explicit POMDP model and evaluating
the obtained FSC in each iteration. Overall, IJ(M-D) and IJ(M-S) can give good solutions within
an acceptable time.

Last but not least, we observe that the number of iterations before converging behaves in-
dependently of the solving time. For example, the shortest solving time in Dec-Tiger does not
correspond to the smallest number of iterations.

A Closer Look at Inf-JESP’s behavior

Figure 4.4 (right) presents the distribution over final values of IJ(R-1). Most runs end with (near)
globally optimal values in the three problems at hand, despite initial FSCs limited to 5 nodes.
Other local optima turn out to be rarely obtained, except in Dec-Tiger. These distributions show
that few restarts are needed to reach a global optimum with high probability.

Figure 4.4 (left) presents the evolution of the FSC values during a JESP run as a function
of the iteration number for IJ(R-1) (average + 10th and 90th percentiles, in blue), IJ(M-D) (in
green) and IJ(M-S) (in red). For random initialization (IJ(R-1)), at each iteration, the average
is computed over all runs, even if they have already converged. This figure first shows that (i)
Inf-JESP’s solution quality monotonically increases during a run, and (ii) most runs converge to
local optima in a few iterations. It also illustrates that MPOMDP initializations are rather good
heuristics compared to random ones but, as expected, do not always lead to a global optimum.
For example, in the Recycling problem, the MPOMDP heuristic leads to a sub-optimal solution,
while random initializations often lead to near-globally-optimal (thus better) solutions.

Complementary results

Regarding state elimination (as explained in Section 4.1.2), it turned out that, for the “MOMDP”
best-response POMDP, the ratio of the initial number of (extended) states over its number of
states after state elimination depends on the problem at hand, but does not depend on the Inf-
JESP run (see Figure 4.5). This ratio was 1 for the Dec-Tiger problem, 50 for the Grid problem,
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Figure 4.4: Values of the joint policy for the Dec-Tiger, Grid and Recycling problems (from top
to bottom). The left part of each figure presents the evolution (during a run) of the value of
the joint policy at each iteration of: IJ(R-1) (avg + 10th and 90th percentiles in blue), and the
deterministic IJ(M-D) (in red) and IJ(M-S) (in green). The dashed line represents FB-HSVI’s
final value. The right part presents the value distribution after convergence of IJ(R-1).
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Figure 4.5: Effect of the state elimination for the Dec-Tiger, Grid and Recycling problems (from
left to right). Each figure plots, for each Best-Response POMDP obtained while executing Inf-
JESP(R-11), the number of states of that POMDP after state elimination as a function of that
number before state elimination.
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Figure 4.6: Sizes of the final FSCs obtained with Inf-JESP(R-11) after convergence for the Dec-
Tiger, Grid and Recycling problems (from left to right). Each dot corresponds to a pair containing
the sizes of both agents’ FSCs.

and 5 for the Recycling problem. These differences are due to the stochasticity of the observation
process, which limits or even prevents state elimination. As it is currently done, state elimination
is based on the probability of generating a specific observation from a state considering possi-
ble actions. However, for the Dec-Tiger problem, every observation can be generated whatever
the considered action, leading to no state elimination (contrary to the Grid and the Recycling
problem).

Regarding the size of the final FSCs obtained after convergence of an Inf-JESP run with a
random initialization (see Figure 4.6), we also observed different behaviors. Applied to the Dec-
Tiger problem, Inf-JESP leads to a very large distribution of the sizes of the final FSCs. Applied
to the Recycling problem, Inf-JESP also leads to a large distribution of the sizes of the final
FSC, but the sizes of the FSCs of both agents are symmetrical. Applied to the Grid problem,
Inf-JESP generates a large number of FSC pairs of size 10 with sometimes huge variation and
with a tendency to be asymmetrical, the first optimized agent having a tendency to have more
FSC nodes. These results need to be further investigated in order to understand them clearly
and see if it is possible to link them to the nature of the addressed domain.

It must also be noted that the sizes of the FSCs do not monotonically increase during one Inf-
JESP iteration (data not presented here). Sometimes the size of the FSC computed during one
Inf-JESP improvement decreases, meaning that the solution to the best-response POMDP is an
FSC with a smaller size but a higher value (as commonly observed in the Dec-Tiger problem).
When looking at the FSCs obtained at the end of one Inf-JESP run on Figure 4.7, another
observed phenomenon is that the more iterations required to reach the equilibrium, the smaller
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Figure 4.7: Sum of the sizes of the final FSCs obtained with Inf-JESP(R-11) after convergence as
a function of the required number of iterations for the Dec-Tiger, Grid and Recycling problems
(from left to right).
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Figure 4.8: Value of the final FSCs obtained with Inf-JESP(R-11) after convergence as a function
of the required number of iterations for the Dec-Tiger, Grid and Recycling problems (from left
to right).

the sizes of the final FSCs. But this does not mean that the associated value is higher (see
Figure 4.8).

Finally, Figure 4.9 presents the values of the obtained equilibria as a function of the sum
of sizes of the FSCs obtained by Inf-JESP(R-11) after convergence. It can be observed that
small FSCs seem to be sufficient to generate a high value, opening new directions on combining
Inf-JESP with FSC compression.

Summary Those experiments showed that Inf-JESP exhibits different behaviors depending on
the problem at hand. For instance, removing unreachable extended states (Section 4.1.2) divides
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Figure 4.9: Value of the final FSCs obtained with Inf-JESP(R-11) after convergence as a function
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their number on average by

• 1 in Dec-Tiger;

• 50 in Grid3ˆ3, and;

• 5 in Recycling.

We also observed that final FSCs with the highest values are not obtained with more iterations
and do not contain more nodes. Small FSCs seem sufficient to obtain good solutions, opening an
interesting research direction to combine Inf-JESP with FSC compression, e.g., one may want
to force restarts to use small FSCs at the beginning, and then only progressively increase the
maximum FSC size.

4.3.2 Evaluation of MC-JESP

Algorithm settings

The experiments with MC-JESP were conducted on a laptop with a 2.3 GHz i9 CPU. We compare
MC-JESP with two types of state-of-the-art Dec-POMDP solvers:

• algorithms which rely on explicit models: FB-HSVI [Dibangoye et al., 2016], Peri [Pajarinen
and Peltonen, 2011], PeriEM [Pajarinen and Peltonen, 2011], PBVI-BB [MacDermed and
Isbell, 2013], MealyNLP [Amato et al., 2010] and Inf-JESP; and

• algorithms which rely on generative models: MCEM [Wu et al., 2013], Dec-SBPR [Liu
et al., 2015] and oSARSA [Dibangoye and Buffet, 2018].

Although MC-JESP is a sampling-based algorithm, we still compared it with the methods which
rely on explicit models to show MC-JESP’s power. For MC-JESP, POMCP is used as our
sampling-based POMDP planner with a timeout of 5 s. Moreover, we experiment with MC-
JESP using three different bounds on the FSC sizes: 10, 30, and 50, respectively, when building
each agent’s best-response policy.

Comparison with state-of-the-art algorithms

Table 4.2 presents the results for the 5 problems in which the solvers are ordered from best to
worse value. For MC-JESP(M-x), we kept the highest value among x restarts and then computed
the average of this value over the various runs in MC-JESP(M-1x). The columns provide:

• (Alg.) the different algorithms at hand, with a ˚ exponent for those who rely on an explicit
model;

• (FSC size) the final FSC size (for Inf-JESP and MC-JESP respectively);

• (Iterations) the number of iterations required to converge (for Inf-JESPs and MC-JESP);

• (Time) the running time;

• (Value) the final value (lower bounds for Inf-JESPs and MC-JESP, the true value being at
most 0.01 higher).
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Table 4.2: Comparison of different algorithms in terms of final FSC size, number of iterations,
time, and value, on five infinite-horizon benchmark problems with γ “ 0.9 for all domains. The
solvers are listed in a decreasing order of value.

Alg. FSC size Iterations Time (s) Value

DecTiger (|I| “ 2, |S| “ 2, |Ai| “ 3, |Z i| “ 2)

FB-HSVI* 154 13.45
Peri* 220 13.45

INF-JESP* 6 ˆ 6 27 213 13.44
MC-JESP(M-20) 10 ˆ 10 5 13.44

PeriEM* 6450 9.42
oSARSA ´0.20

MC-JESP(M-120) 10 ˆ 10 3 235 ´5.86
Dec-SBPR 96 ´18.63

MCEM 20 ´32.31

Recycling (|I| “ 2, |S| “ 4, |Ai| “ 3, |Z i| “ 2)

FB-HSVI* 3 31.93
Peri* 77 31.84

PeriEM* 272 31.80
INF-JESP* 2 ˆ 2 3 3 31.62
Dec-SBPR 147 31.26

MC-JESP(M-20) 50 ˆ 50 3 31.12
MC-JESP(M-120) 50 ˆ 50 3 606 30.51

Grid3*3 (|I| “ 2, |S| “ 81, |Ai| “ 5, |Z i| “ 9)

INF-JESP* 8 ˆ 10 3 2 5.81
MC-JESP(M-20) 50 ˆ 50 5 5.81

FB-HSVI* 67 5.80
MC-JESP(M-120) 50 ˆ 50 5 1495 5.78

Peri* 9714 4.64

Box-pushing (|I| “ 2, |S| “ 100, |Ai| “ 4, |Z i| “ 5)

FB-HSVI* 1715 224.43
MC-JESP(M-20) 50 ˆ 50 4 223.26

INF-JESP* 250 ˆ 408 6 963 220.25
MC-JESP(M-120) 50 ˆ 50 4 1245 220.00

Peri* 5675 148.65
oSARSA 144.57
PeriEM* 7164 106.65

Dec-SBPR 290 77.65

Mars Rover (|I| “ 2, |S| “ 256, |Ai| “ 6, |Z i| “ 8)

FB-HSVI* 74 26.94
INF-JESP* 125 ˆ 183 6 122 26.91

MC-JESP(M-20) 50 ˆ 50 4 26.78
MC-JESP(M-120) 50 ˆ 50 4 1543 25.36

Peri* 6088 24.13
Dec-SBPR 1286 20.62
PeriEM* 7132 18.13 57
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In terms of final value achieved, MC-JESP finds good solutions in most cases, often very close
to FB-HSVI’s near-optimal solutions, which rely on an explicit Dec-POMDP model. Compared
with other explicit model-based algorithms, MC-JESP can achieve even better solutions. On the
other hand, compared with other sampling-based methods, MC-JESP shows its dominance in
large problems (Grid, Box-pushing, and Mars Rovers), achieving much better solutions, close to
FB-HSVI, while other sampling-based methods fail.

However, compared with the explicit model-based algorithms, MC-JESP requires more solv-
ing time. For example, in large problems such as Mars Rovers, MC-JESP takes 1543 s on average
to solve the task, while Inf-JESP takes 122 s with M-D initialization. But this is not surprising
since MC-JESP only uses a black-box simulator and, with restarts, MC-JESP can give good
solutions within an acceptable time.

A Closer Look at MC-JESP’s behavior

We study the MC-JESP’s performance with three different bounded FSC sizes (brown for 10,
orange for 30, and blue for 50). Figures 4.10 and 4.11 (right parts) present the distribution over
final values of MC-JESP with 20 restarts. In the five problems at hand, MC-JESP with max
FSC size 50 (blue) has distributions more concentrated on good values than others, and most
values are close to FB-HSVI’s ones (thus, near-optimal values). These distributions show that
few restarts are needed to reach good solutions with high probability if we give large enough
FSC sizes for the given problem.

The left parts of Figures 4.10 and 4.11 present the evolution of the values during each iteration
of MC-JESP with three different maximum FSC sizes. The average is computed over all runs, even
if they have already converged. This figure first shows that MC-JESP monotonically increases
during each run, as Inf-JESP, and most runs converge to good local optima in a few iterations.
Second, we observe that, for large problems (Box-Pushing and Mars Rovers), there are already
significant drops from MC-JESP in the first iteration with an FSC size limit decreasing from 50
to 10. This indicates that, for large problems, we must give large enough FSC size limits, while
this is not necessary for small problems.

Last but not least, in Dec-Tiger, although some restarts of MC-JESP end with optimal values,
we observe that the average value is still relatively low compared with FB-HSVI. Therefore, we
conducted another experiment to investigate the impact of different POMCP timeouts (note that
there is a fixed timeout of 5 s for the experiments illustrated in Figures 4.10 and 4.11). To that
end, we limit the FSC size in each iteration to at most 50 nodes, and we test MC-JESP with
five POMCP timeouts (1 s, 5 s, 10 s, 20 s, and 30 s). The distribution of final values is shown in
Figure 4.12. We observe that the average value increases and the variability is shrunk when we
give more time to POMCP. However, it also indicates that, when we increase the time budget,
we have a lower chance of getting “lucky” good values.

4.4 Conclusion and Perspectives

4.4.1 Conclusion

Inf-JESP We proposed a new infinite-horizon Dec-POMDP solver, Inf-JESP, which is based on
JESP, but using FSC representations for policies instead of trees. FSCs allow not only to handle
infinite horizons but also to possibly derive compact policies. Any restart of the ideal algorithm
provably converges to a Nash equilibrium, and, despite the existence of local optima, experiments
show frequent convergence close to global optima in five standard benchmark problems. One
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Figure 4.10: Values of the joint policy for the Dec-Tiger, Grid and Recycling problems (from top
to bottom). The left part of each figure presents the evolution (during a run) of the value of the
joint policy at each iteration of MC-JESP(120) (avg + 10th and 90th percentiles) with different
bounded FSC sizes (10, 30, and 50, respectively). The dashed line represents FB-HSVI’s final
value. The right part presents the value distribution after convergence of MC-JESP(120).
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Figure 4.11: Values of the joint policy for the Box-Pushing and Mars Rovers problems (from top
to bottom). The left part of each figure presents the evolution (during a run) of the value of the
joint policy at each iteration of MC-JESP(120) (avg + 10th and 90th percentiles) with different
bounded FSC sizes (10, 30, and 50, respectively). The dashed line represents FB-HSVI’s final
value. The right part presents the value distribution after convergence of MC-JESP(120).

ingredient, the derivation of a POMDP from |I| ´ 1 fixed FSCs, could also be useful in other
settings where other agents’ behaviors are defined independently as games [Oliehoek et al., 2005]
or human-robot interactions [Bestick et al., 2017], and serves as an important intermediate step
in our contributions to human-robot collaborations (see Chapter 6). Moreover, Inf-JESP provides
a theoretic foundation for finding Nash equilibrium solutions using explicit Dec-POMDP models,
which is used and extended by MC-JESP for generative models.

We also provided a method to extract individual policies (FSCs) from an MPOMDP solution
α-vector set Γ to initialize Inf-JESP. This approach can be easily adapted to JESP for the finite-
horizon setting. Empirical results showed that this initialization method could, in some cases,
reach good solutions with a value higher than the average answer of Inf-JESP with random
initialization. However, this approach does not always work. In the Recycling problem, it is
worse than the average Inf-JESP value with random initializations. How to derive (possibly
randomly) better heuristic initializations from MPOMDP policies remains an open question.
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Figure 4.12: Values of the joint policy for the Dec-Tiger problem. The x-axis indicates the different
POMCP timeout used when building the FSC node in the MC-JESP algorithm. The y-axis
represents the final value obtained through the MC-JESP method.

MC-JESP Based on the approach followed for Inf-JESP, we propose the MC-JESP algorithm,
which only requires a generative Dec-POMDP model. We describe how to build the best response
generative model (the generative model of the POMDP faced by some agent i assuming known
FSCs for other agents), and the process to extract an FSC for each agent. Moreover, we also
provide a heuristic initialization for MC-JESP, which leads to good solutions confirmed by our
experiments. To sum up, MC-JESP has the following properties:

• It does not require an explicit model, a black box simulator being sufficient. Therefore, this
method can scale to very large problems where Inf-JESP cannot;

• It has good results similar to Inf-JESP, and even performs better than many explicit model-
based methods. To our knowledge, MC-JESP seems to be a very good solution compared
with existing sampling-based methods for solving Dec-POMDPs;

• The good performance may be due to the “best-response iteration” itself but is not linked
to the completeness of the model (explicit or generative model). This would explain why
MC-JESP and Inf-JESP share the same good performance.
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4.4.2 Perspectives

For future works, we summarize several directions worth further investigation for Inf-JESP and
MC-JESP.

Influence of different parameters and possible optimizations

First, we could do more experiments with different parameters to analyze our contributions as
follows:

• different FSC size limits: in this thesis, we don’t give an explicit FSC size limit for Inf-
JESP, and we could develop a strategy that increases the FSC size limit through consecutive
restarts;

• different best-response POMDP formalizations: in Section A.1, we also provide other pos-
sible formulations to build best-response POMDPs;

• different heuristic initialization methods: our current heuristic initialization method is based
on extracting the individual policies from the MPOMDP solution, other heuristic initial-
ization methods should be investigated.

Through experiments, we also demonstrate that parameters greatly influence our algorithms,
especially for MC-JESP. Therefore, an improvement could be designing an online parameter
optimization process that uses the data gathered through multiple restarts.

Second, both Inf-JESP and MC-JESP have the potential to further speed up with parallel
restarts to find the best solution. Moreover, MC-JESP could greatly improve its efficiency by
using the previous policy tree computed by the POMCP for the child nodes’ computations. In
the current setting, each node in an FSC is computed with a new POMCP from scratch.

Last but not least, in MC-JESP, we currently evaluate agents’ FSCs in each iteration with a
fixed number of simulations. An improvement here is adapting tools from statistical hypothesis
testing (or developing new ones using concentration inequalities) to verify if there is a value
increase after each iteration, e.g., to check if fsci better or worse than fsc1

i with 0.95 probability,
or if the difference is negligible.

Extending MC-JESP to continuous domains

In this thesis, MC-JESP is tested with discrete Dec-POMDP problems. However, as a simulation-
based solver, it can be improved to solve continuous problems (continuous states, actions, and
observations). To do so, we consider to apply double progressive widening when building each
agent’s FSC, which is already utilized to handle continuous POMDPs [Sunberg and Kochenderfer,
2018].

Evaluating the difficulty of a collaboration problem

There are multiple ways to achieve a given task in many collaboration problems. If we model
such a collaboration problem with a Dec-POMDP, current solvers only give one best joint policy
for all agents. However, if the agents in one team do not follow the same joint policy, a question
is thus raised how to evaluate the difficulty of collaboration for a given Dec-POMDP. One way
to assess the difficulty of collaboration is to look at whether several optimal joint policies exists
and, if so, whether they can be “mixed” successfully or not. For a 2-agent problem, assuming one
can generate N FSC pairs xfsc1i , fsc

2
i yNi“1 using Inf-JESP of MC-JESP, one could evaluate every
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POSG

Dec-POMDP

POMDP

MDP

Figure 4.13: An illustration of Markov decision models and POSGs: MDP is a subset of POMDP,
which is again a subset of Dec-POMDP. Dec-POMDP is a special case of POSG, in which all
agents share a same reward function.

pair xfsc1i , fsc
2
jyNi,j“1 to see how good they perform. High overall scores would mean that no prior

coordination is necessary in that problem.
We believe this approach will be useful in human-robot collaboration settings, where the

human partner may often behave differently than a computed joint policy. For example, in a
high-score collaboration problem, it is “safe” to equip the robot with a policy computed from a
Dec-POMDP solver. However, if a low score is evaluated using this approach, it warns that the
robot must be cautious and need to consider how to coordinate with the human.

Solving Some Partially Observable Stochastic Games (POSGs)

POSGs (partially observable stochastic games) provide a more general framework for multi-agent
decision-making that each agent having its own reward function. A Dec-POMDP is a special case
of POSG where all agents share the same reward function, thus, are willing to collaborate (see
Fig. 4.13). In general POSGs, the notion of optimal solution does not exist, and one typically
searches for a Nash equilibrium. Also, solution policies often need to be stochastic, particularly
in competitive settings.

In this thesis, Inf-JESP or MC-JESP search for deterministic Nash equilibria for Dec-POMDPs.
One question is whether they could be adapted for “collaborative POSGs”, where the agents’ ob-
jectives (reward functions) are close to each other, in particular, to avoid unstable behaviors
(oscillations). For more general cases in POSGs, a tentative approach is to ensure that each
iteration of Inf-JESP or MC-JESP will not decrease the value for any agent. However, how to
modify the value function to achieve this purpose is still an open question.
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5

Related Work on Task Planning
for Human-Robot Collaboration

5.1 Overview of Task Planning in HRC

In Chapter 2, we describe several decision-making frameworks, including MDPs and POMDPs
for the single-agent setting, and Dec-POMDPs for the multi-agent setting. For the multi-agent
setting, we also provide a review of representative algorithms for solving Dec-POMDPs in Chap-
ter 3 and give our contribution in this domain (see Chapter 4). In the HRC context, such a
Dec-POMDP framework cannot be directly used since human partners may behave differently
than the computed Dec-POMDP policies for several reasons:

• the computed policies are too complex for the human to learn;

• the human wants to be autonomous and is unwilling to blindly follow a pre-computed
policy.

In some problems, there are unique and obvious ways of collaborating, but, in general, there may
be multiple solutions, in particular, if the human also considers sub-optimal ones because he/she
is not fully rational. As a consequence, for a given objective in HRC, the robot faces uncertain
human behaviors, and we need to consider approaches that anticipate the human’s possible
behaviors. Moreover, unlike in a Dec-POMDP, where all agents optimize a shared objective
function, the humans’ real objectives in an HRC task may be hidden from the robots. Due to
those factors, from the robot’s point of view, to enable a successful collaboration in an HRC
task: 1. the robot should have an idea about all the possible human objectives and behaviors
and; 2. the robot needs to infer the human’s current objective by considering these possibilities
during execution.

However, a real question is how can we make the robot consider this uncertainty regarding
human objectives and induced behaviors? In this thesis, inspired by Tabrez et al.’s work, we
try to answer this question using the concept of mental model [Tabrez et al., 2020] to describe
an explicit human model for the robot to predict human behaviors and infer his/her objective.
Theoretically, in HRC, a robot could possess a mental model of a human (which may differ from
actual human behaviors) among one of the following types:

• first-order mental model (1oMM): if a robot has a 1oMM of the human, then the robot
assumes the human only considers himself when taking actions, i.e., the robot thinks the
human behaves independently without considering the robot;
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1oMM 2oMM SMM

Figure 5.1: An illustration of the three types of mental models: first-order mental model (1oMM),
second-order mental model (2oMM), and shared mental model (SMM).

• second-order mental model (2oMM): in this case, the robot assumes the human also takes
the robot into account, i.e., the robot thinks the human also has a mental model of the
robot, which makes the human behaviors are not independent and will be influenced by
the robot’s actions;

• shared mental model (SMM): in the shared mental model setting, the human and the robot
rely on common knowledge and common reasoning to make coordinated decisions.

An illustration of those mental models (for modeling a human) from the robot’s point of view is
presented in Figure 5.1.

One can use mental models for human-robot collaboration for several purposes. For example,
when robots are equipped with proper mental models of the human, they can better fit the
collaboration task with improved performance and gain the trust of the human partner [Arnold
et al., 2018, Tabrez and Hayes, 2019, Tabrez et al., 2020, Chen et al., 2020]. In this thesis,
besides the uncertainty about human objectives and behaviors, we would like to address another
challenge regarding coordination. In many HRC tasks, it is required that the human and robot
work properly to adapt to each other’s behaviors. For example, a repairing task needs the human
and the robot to perform correctly repairing actions simultaneously; otherwise, the reparation
will fail. The human and the robot should thus coordinate their behaviors at some point in order
to successfully achieve the collaboration task. Therefore, for each mental model, we are interested
in the following questions:

• How is the considered agent’s uncertainty presented in the mental model?

• Does this mental model enable the coordination between humans and robots?

This chapter is organized as follows. A review of related works using 1oMMs or 2oMMs is
given in Sec. 5.2 and Sec. 5.3. In Sec. 5.4, we present related works linked to SMM. We conclude by
discussing the pros and cons of those mental models and position our contributions in Section 5.5.

5.2 HRC with first-order mental model

The first-order mental model (1oMM) is the most basic form for modeling other agents. The
robot with a 1oMM of the human will assume its human partner only considers himself when
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Figure 5.2: A collaborative collecting task [Karami et al., 2009]: In the grid-world environment,
there are three objects I1, I2, and I3. The human and the robot need to collect them to the box
at the top right corner.

taking actions. This simple assumption allows computing a human model by reasoning on a
single-agent problem since the human does not consider the robot’s presence or the actions the
robot can perform. This implies that the problem can be solved without any help from the robot.

Planned human policy inside a robot POMDP Karami et al. propose such an HRC
scenario, as shown in Figure 5.2, where the robot has a 1oMM of its human partner [Karami
et al., 2009, Karami, 2011]. In this work, the goal of the human-robot team is to collect all items
to the target box, and an MDP is used to define the collaboration task’s underlying transition
and reward functions. During the task, the robot must respect the human’s current intention
Ih, which means the robot should avoid collecting the same object as the human. The robot
could observe the executed human action at each time step. However, from the robot’s point of
view, the human’s intention Ih is hidden. Therefore, they model the robot’s decision process as
a POMDP where Ih is an unobservable variable.

More specifically, Karami design the robot decision framework as shown in Figure 5.3 with
following steps:

• A set of human MDPs is built for each human intention. In each human MDP, the human
has full observability of the environment and does not account for robot behaviors.

• The human MDPs are solved to generate a library of Q-values (human action values),
which is a mapping from pairs of environment states and human intentions to values.

• Those Q-values are used to derive a probability distribution of human actions in each situa-
tion (environment state + human intention) and are considered as parts of the dynamics in
robot POMDP. One should note that, in Karami’s work, the robot can observe the human
action performed.

The robot policy is then computed by solving this robot POMDP. Through experiments in this
specific scenario, they show that the robot can estimate the human itention and make its decisions
accordingly.
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Figure 5.3: The high-level process of the robot decision system [Karami, 2011]

Other related works Similar “robot POMDPs” are solved in other existing works [Nikolaidis
et al., 2016, 2017]. For example, Nikolaidis et al. introduces a bounded memory adaption model
(BAM ), which captures human adaptive behaviors based on an assumption of bounded memory
during interactions [Nikolaidis et al., 2016]. Then, the robot integrates BAM into a POMDP
decision framework to reason about its actions. But in this work, another interesting idea is the
human’s bounded rationality (linked to bounded memory). Their HRC experiments demonstrate
that the robot can adapt to erratic human behaviors that are not optimal for a given human
objective function. One can identify similar approaches to adding noise in considered human
behaviors or parameterized human action selection function [Osogami and Otsuka, 2014, Otsuka
and Osogami, 2016, Nikolaidis et al., 2017, Chen et al., 2018].

Limitations of 1oMMs for HRC However, coordination between the real human and robot
may be difficult when the robot uses a 1oMM of the human. For example, in a cooperative
repairing scenario, only both agents simultaneously repairing could fix a damaged device. But
if the robot (with a 1oMM about the human) assumes that the human does not consider the
robot’s behaviors (which may differ from the real human), then the robot will deduce that the
human will not be able to carry out the repair action in time. Consequently, the robot has no
reason to attempt the repair action since it assumes this action cannot bring any benefit. Some
existing works, including the one we mentioned above [Karami et al., 2009, Karami, 2011], do
not require coordination between humans and robots to finish the task. The robot’s role is more
like a helper or assistant who accelerates or simplifies the ongoing tasks.

How to Derive a 1oMM of the human In HRC, there are several ways to build a 1oMM
about the human (for the robot):

1. a hand-made human policy [Nikolaidis et al., 2016, Chen et al., 2018], where the designer
designer use expert knowledge to implement a 1oMM of the human;

2. a learned human policy by observing one’s behaviors [Chen et al., 2020], or human’s reward
function using inverse reinforcement learning (IRL) [Russell, 1998, Ng and Russell, 2000],
which estimates the parameters of a function that best explains the observed behaviors;

3. a planned human policy where human behaviors are derived by solving specific problems,
i.e., human-MDPs [Karami et al., 2009].
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To sum up, the 1oMM is easy to understand and effective in several scenarios. Moreover,
to let the robot consider a variety of human behaviors, the action selection function can be
parameterized with different factors such as “memory” or “trust” in the robot’s 1oMM of the
human or simply adding noises. However, the main drawback of 1oMMs is also obvious. It will
fail in many tasks requiring explicit collaborative behaviors from the human. In other words,
1oMMs are suitable for those tasks that a human could achieve on his own, and the robot helps
to accelerate or simplify the process.

5.3 HRC with Second-order Mental Model

Compared with a 1oMM, a robot with a 2oMM of the human will consider that the human
behaves while taking the robot into account. But then, a question is raised: what is the human’s
mental model of the robot? Is it a 1oMM, a 2oMM or an SMM? As can be observed, 2oMMs
can be recursively nested with an infinite depth, as illustrated in Figure 5.1 (middle), which may
be interpreted as “I believe that you believe that I believe . . . ” [Tabrez et al., 2020]. The nesting
can be finite if stopped with a final 1oMM or SMM. Such nested consideration is essential and
often used in our daily lives, such as in negotiations or playing chess. In those cases, one must
consider the possible actions the others might take and how their behaviors may trigger others’
different strategies.

Reasoning about Others In 1980s, researchers already paid attention to this kind of nested-
reasoning decision problem [Maida, 1986, Wilks and Ballim, 1987]. For example, Wilks and
Ballim propose a method to generate nested beliefs heuristically for natural language under-
standing about “what some agents believe on others’ beliefs given a specific topic”. Then, with
the progress of the decision-making community, especially in the Markov decision process do-
main, based on the POMDP framework, Doshi and Gmytrasiewicz proposed the Interactive
POMDP (I-POMDP) formalism [Doshi and Gmytrasiewicz, 2005], which models the decision-
making problem with one agent with recursive reasoning about other agents. An interactive
POMDP for agent i, denoted I-POMDPi, is defined as follows:

I-POMDPi “ xISi, A, Ti,Ωi, Oi, Riy ,

where A “ Ai ˆAj is the joint action set of all agents, and Ωi is agent i’s observation space. Ti,
Oi and Ri are the underlying dynamics in agent i’s view. Here, one may wonder how to describe
these dynamics with only agent i’s action since we are in a multi-agent setting. This is linked to
the interactive states isi, which belongs to ISi, a set of interactive states which is a combination
of world states and other agent j’s possible models ISi “ S ˆ Mj . An agent j’s model mj is
defined as

mj “ xhj , fj , Ojy, mj P Mj , hj P Hj ,

where:

• hj is agent j’s observation history, and Hj is the set of all the possible histories of agent j;

• fj is agent j’s action-selection function, assumed computable, which maps possible obser-
vation histories of agent j to distribution over its actions;

• Oj is the observation function of agent j.
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To that end, one can construct Mj with two approaches, either the agent j models other agents
again (recursive modeling) or simply uses a naive assumption such as agent j behaves with
a uniform action distribution (in this case, any mj P Mj is a 1oMM for agent i). Although
this is a complex formalization, it is generic enough to represent agent i’s decision, and its
belief over the interactive states is a sufficient statistics. Therefore, many works for interactive
applications adapt the I-POMDP formalization, such as in dialogue systems [Wang, 2013] and
turn-based games [Rosello, 2016], and provide scaling-up extensions [Hoang and Low, 2013, Han
and Gmytrasiewicz, 2019].

Comparison with 1oMMs Regarding coordination, 2oMMs give one possible path to let
agents consider each other. This inter-consideration enables the coordination between agents.
However, as already mentioned, a chicken-and-egg problem becomes unavoidable with 2oMMs.
When we build a 2oMM of a human for the robot, the human behaviors are also influenced by the
robot’s behaviors which we are trying to derive in the first place. For example, learning a 2oMM
from real human behaviors would require that a working collaborative robot already exists to
demonstrate collaborative behaviors. This issue is also unavoidable when we model the robot’s
decision-making with 2oMM of the human as an I-POMDP described above.

Regarding the diversity of human behaviors, 2oMMs share the same properties as 1oMMs.
The considered agent may have different probabilities on his action selections. But compared
with 1oMMs, the reward which drives the agents’ behaviors in 2oMMs can be related not only
to its actions but also to the actions of all agents.

Given those pros and cons, 2oMMs are suitable for complex collaboration HRC tasks where
humans and robots must consider each other’s behaviors and coordinate their actions. The main
disadvantage is that we need to address the chicken-and-egg problem when building a 2oMM.

5.4 HRC with Shared Mental Model

In a shared mental model, all team members assume they have the same expectation and reason
in the same manner. This setting enables all agents in a team can coordinate their behaviors and
lead to performance improvement regarding the joint policy [Tabrez et al., 2020]. For example,
if we solve a multi-agent problem modeled using a Dec-POMDP and obtain an optimal joint
policy, then it implies that each agent knows other agents will behave according to the computed
joint policy, which naturally means all agents have a shared mental model.

Human-Robot Cross-Training Based on the SMM assumption, Nikolaidis and Shah propose
a human-robot cross-training framework where the shared mental model is formulated as an MDP
[Nikolaidis and Shah, 2013]. In their work, the robot policy is aligned with human preferences,
and the robot will switch its role with the human iteratively during training. Compared with
the standard reinforcement learning method, in which the human and the robot never switch
their roles. They show that this cross-training approach helps the team learn a shared plan for
a collaborative task and significantly improves performance in different aspects, including trust
and fluency.

Cooperative Inverse Reinforcement Learning Another well-known work based on the
SMM is the cooperative inverse reinforcement learning (CIRL) framework proposed by Hadfield-
Menell et al., which is designed for a cooperative human-robot team setting [Hadfield-Menell
et al., 2016]. All state variables are visible in a CIRL problem except the human’s actual reward
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function, represented by a generalized parameter θ, which is hidden to the robot. Both the human
and the robot should maximize the human’s reward function. Since only θ is hidden from the
robot, CIRL reduces this two-agent cooperative decision problem to a POMDP and seeks a pair
of policies pπH , πRq for the human and robot. Under the shared mental model assumption, CIRL
assumes that the human will follow the computed policy πH . Therefore, the computed joint policy
of the human and robot is optimal, which maximizes the human’s true objective θ. Moreover,
they point out that such a solution can be used for active teaching (human) and active learning
(robot) behaviors.

Pros and Cons Technically, the main disadvantage of using the shared mental model in
human-robot collaboration is its strong assumption of sharing policies (or action selection func-
tions) among all agents. In practice, this condition is often too difficult to satisfy or requires
specially designed scenarios [Nikolaidis and Shah, 2013]. But if this assumption is satisfied,
SMMs seem to be an ideal tool for enabling coordination between humans and robots (Using
SMMs allows, in theory, for optimal coordination, but computing an optimal solution may be
very difficult, cf. Dec-POMDP solving complexity). Given a known objective for the human-robot
team, there is no need to consider others’ diversities in their behaviors since the knowledge of
action selection during the task is shared. On the other hand, to build an SMM between the
human and robot, one way is to relax the HRC problem to a multi-agent problem, for which
we compute a joint policy of all agents. Then, depending on the uncertainties and observations,
standard methods for POMDPs or Dec-POMDPs can be used for such purposes. Or another
approach is to use the cross-training method as presented in Nikolaidis and Shah’s work so that
the human and the robot can all agree to converge on a shared plan.

5.5 Conclusion

To sum up, for robots’ decision-making in an HRC task, robots equipped with 1oMM can provide
effective policies for simple tasks where no mandatory coordination is needed between humans
and robots. 2oMMs, on the other hand, let the robot consider the possible behaviors of the
human and vice-versa, thus enabling necessary coordination, but a chicken-and-egg problem will
appear, and one needs to design a specific solution at a certain depth to stop this recursive
nesting. SMMs rely on a strong assumption of common expectations, thus, they are suitable for
teaching or being guidelines for the human partner to learn, but it may be complex given the
HRC problem at hand.

We conclude by presenting Markov decision models that correspond to the three types of
mental models as in Table 5.1:

• Single-agent models (MDPs and POMDPs) allow modeling robots with a 1oMM or 2oMM
of the human, by incorporating the human model in the system dynamics (human is seen
as part of the robot’s environment).

• I-POMDPs are meant to model finitely nested 2oMMs. But one can also transform an
I-POMDP into a POMDP with an extended state to express that recursive reasoning
information.

• M(PO)MDPs and Dec-POMDPs are meant to model collaborative problems, thus SMMs
(assuming that all agents fully collaborate and optimize the exact same performance crite-
rion). In MPOMDPs, all agents have access to the same information at execution time, so
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Table 5.1: Table of relations between mental models and Markov decision frameworks

Mental Model Type 1oMM 2oMM SMM

Decision Making Framework (PO)MDP POMDP, I-POMDP M(PO)MDP, Dec-POMDP

solving an MPOMDP amounts to solving a POMDP; In MMDPs, all agents can directly
access the real environment state at each time step, which equals solving an MDP; Dec-
POMDPs represent problems where each agent has its own view of the current situation.

In this thesis, we are interested in collaboration tasks where one human and one robot need to
coordinate their behaviors, and the ability to consider others’ behaviors is necessary. Therefore,
in the robot’s view, a 1oMM of the human is unfit in this case, and SMM’s assumption of common
exceptions is too strong and unrealistic in our setting. Thus, we have chosen a 2oMM to model
the human for the robot, and propose our contributions to solve the chicken-and-egg problem in
Chapter 6.

One could view our approach as improving Karami et al.’s work (see Section 5.2, page 67)
on the following aspects:

• We choose to equip the robot with a 2oMM of the human, which enables necessary coor-
dination, but is not possible in Karami et al.’s work with 1oMMs;

• We extend their work to partial observability settings where each agent only observes
partial information;

• We provide a tunable method to adjust the rationality of the human considered by the
robot.

Moreover, no prior human behavior is needed in our approach, therefore it can tackle various
HRC problems.
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6

Robust Decision Making for
Human-Robot Collaboration

In this chapter, we present our contributions to generate robust robot policies for human-robot
collaboration (HRC) tasks. Unlike the multi-agent decision problems modeled as Dec-POMDPs,
where optimal policies are computed for all agents, we can only control the robot in HRC, and
the human exhibits uncertain behaviors. This being said, from the robot’s point of view, an issue
is how to be robust against uncertain human objectives or uncertain human behaviors, even
given a known objective. Usually, the robot relies on a mental model of the human partner to
predict human actions and then make its own decisions. In Chapter 5, we have discussed three
possible (robot’s) human mental models as follows:

• First-order mental model (1oMM): the robot considers that the human behaves indepen-
dently and does not account for the robot’s possible actions;

• Second-order mental model (2oMM): the robot thinks that the human also accounts for
the robot, which induces recursive modeling up to a certain depth;

• Shared mental model (SMM): all agents have common expectations and reason in the same
manner, thus ensuring optimal coordination between the human and the robot.

In our work, we do not consider 1oMMs since our HRC task needs the human and the robot
to coordinate their behaviors, requiring the human to consider the robot’s behaviors, and the
SMMs’ assumption about common expectations is too strong for collaborations with real humans.
Therefore, we choose to equip the robot with a 2oMM of the human partner. However, as we
mentioned in Chapter 5, a 2oMM raises a chicken-and-egg problem since modeling required
human behaviors implies reasoning about the robot behavior we are trying to derive in the first
place, as shown in Figure 6.1 (a).

In this thesis, we propose a way to address this chicken-and-egg problem by answering the
question: “What would be the human policy if he or she could also control the robot?” To do this,
we temporarily assume that the human and the robot share their observations, which makes the
human (the one in the robot’s mental model, not the real human) consider a particular SMM, as
presented in Figure 6.1 (b). Then, we develop a general 3-step scheme for HRC tasks as follows:

1. solving the collaboration problem under the SMM assumption;

2. extracting a human model from the SMM solution;
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Figure 6.1: A comparison of two 2oMMs: (a) the first 2oMM has a chicken-and-egg issue with
an infinite loop of considerations; (b) the robot in the second one assumes that the considered
human behaves according to an SMM.

3. computing a robot policy using the generated human model.

Based on this general scheme, two algorithms (see Section 6.1 and Section 6.2) are proposed in
this thesis for deriving such human mental models and robot policies, which respectively operate
in an offline and online manner. The human mental model is dedicated to deriving robot policies
robust to a variety of possible actual human behaviors. This model is thus not meant to represent
any human in particular. Our approach should ideally be evaluated against a variety of actual
human behaviors

This chapter is organized as follows: In Section 6.1 and Section 6.2, we present two original
methods: an offline and online robot robust planning algorithm for HRC tasks. Finally, Section 6.3
presents empirical results obtained with both synthetic and real humans on a high-level task in
a simulated environment.

6.1 Offline Robust Planning for HRC

As previously mentioned, this chapter aims to address the uncertainty of the human’s actual
objective and exhibited human behaviors to derive a robust robot policy for HRC tasks. To do
so, we first present the offline algorithm for building a robust robot policy, which is illustrated in
Figure 6.2. First, we use Dec-POMDPs to model the collaboration problem for the various possi-
ble human objectives. These Dec-POMDPs only differ in their reward functions, each modeling
a specific human objective. Then, for each human objective (each Dec-POMDP), we generate a
stochastic FSC representing a variety of possible human behaviors as described in Section 6.1.1.
A robust robot POMDP decision model is built in Section 6.1.2 based on the Dec-POMDP task
model and the generated human stochastic FSCs. In the end, we use SARSOP [Kurniawati et al.,
2008] to solve this robot POMDP and get a robust robot policy.
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1. Model Transformation 

(Dec-POMDP -> MPOMDP)


Solving
(SARSOP) +

Softmax
Extraction

FSC
combination

3. Build Robot POMDP

2. Derive

Human FSC

4. Solve Robot POMDP
(SARSOP)

Figure 6.2: The structure of the offline robust robot planning algorithm

6.1.1 Generating Human Stochastic FSCs with a Bounded Size

As stated before, an issue when building the human mental model for the robot is that the
human policies depend on the robot policies we don’t have in the first place. To overcome this
chicken-and-egg problem:

• We make a temporary assumption that the human in the mental model behaves according
to an SMM, in which the human can control the robot with direct access to its observations
(see Figure 6.1(b) - Step 1);

• Then, we extract a human policy presented by a stochastic FSC from the SMM solution,
corresponding to the human model presented in Figure 6.1(b) - Step 2.

This approach ensures that the generated human FSC considers robot behaviors since this human
FSC is extracted from the SMM solution, which accounts for both agents’ behaviors.

To be more specific, for each human objective, the corresponding Dec-POMDP is relaxed to
an MPOMDP (Multi-agent POMDP) [Pynadath and Tambe, 2002], i.e., a single-agent problem
that an agent has access to the joint observation and control the joint action (the first part
in Figure 6.2) given the SMM assumption. This MPOMDP can be fed to a POMDP solver to
compute an optimal joint policy, which maps beliefs (or joint action-observation histories) to
joint actions of the human and the robot, corresponding to the Step 1 part of Figure 6.1(b).
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However, this joint policy is not directly usable for the robot since it’s not a proper human
behavior model, i.e., a mapping from human action-observation histories (alone) to human ac-
tions. To do so, we extract a human policy (Figure 6.1(b) - Step 2) from the joint policy assuming
that the human:

1. does not control the robot anymore; and

2. considers that the robot still has access to the same belief b as inferred by the human.

Then, given a belief b, we can model the uncertainty over human behaviors using a softmax
function over action values to obtain a distribution over multiple optimal or near-optimal actions:

fpa|T, bq “
e

Q˚pb,aq

T

ř

a1 e
Q˚pb,a1q

T

,

where T ą 0 is a temperature parameter that makes the human more rational if T is low, only
optimal actions being selected, and more erratic if T is high, with a distribution close to uni-
form. The robot considers that the human selects actions according to this softmax distribution.
Moreover, since the human and the robot are now independent, and the human considers the
robot has access to the same belief that bH “ bR “ b, we can define their action sampling rules
σTH and σTR as follows:

σTHpaH |bq
def
“

ÿ

aR

fpaH , aR|T, bq, and

σTRpaR|bq
def
“

ÿ

aH

fpaH , aR|T, bq.

Knowing these two action sampling rules, the human is able to update his belief in a Dec-POMDP
given his last pair paH , oHq by marginalizing the robot’s private actions and observations as
follows:

b1ps1q “ Prps1|b, aH , oH , σ
T
Rp¨|bqq “

Prps1, oH |b, aH , σ
T
Rp¨|bqq

ř

aH
Prps1, oH |b, aH , σTRp¨|bqq

(6.1)

9
ÿ

s,aR

Prps1, oH |s, xaH , aRyq ¨ σTRpaR|bq ¨ bpsq (6.2)

“
ÿ

s,aR,oR

Prps1, xoH , oRy|xaH , aRyq ¨ Prps1|s, xaH , aRyq ¨ σTRpaR|bq ¨ bpsq (6.3)

“
ÿ

aR

˜

ÿ

oR

OpxaH , aRy, s1, xoH , oRyq

¸

¨

˜

ÿ

s

T ps, xaH , aRy, s1q ¨ bpsq

¸

¨ σTRpaR|bq. (6.4)

As expected, it relies solely on the Dec-POMDP’s transition and observation functions, the
previous belief b, and the robot’s action sampling rule for that belief (and conditioned on the
current human action).

Sampling a Stochastic Human FSC Following these ideas and processes we mentioned
above to pick a human action and to update his belief, we first designed Algorithm 14, which
recursively extracts a human policy (represented as a stochastic FSC) building on the method
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presented in Section 4.1.3 for standard POMDPs. In the beginning, a unique start node n0 is
created (line 2) with σTHp¨|b0q, σTRp¨|b0q, b0 and the initial weight w “ 1. Then n0 is added to both
the new FSC (N) and an open list (G) (line 3). Getting inspiration from LAO* [Hansen and
Zilberstein, 2001], we would like to expand the node with the greatest contribution to b0’s value
at each iteration. Thus, while G is not empty, we select the node n P G that has the highest
estimated value V ˚pn.bq, weighted by the probability of reaching that node (estimated through
n.w) (line 6), then process that node with possible observation-action pairs under current belief
b (lines 7–9), impossible observation-action pairs inducing a self-loop (line 22). Those self-loops
ensure that the resulting human FSC can be used whatever the robot’s actual behavior (which
may cause unexpected human observations). Lines 10 and 11 compute the updated belief b1

and its weight w1 (see detailed formulas below). Before creating a new node n1 with those new
computed components, we also need to check:

1. if the new belief b1 does not already exist inside the FSC (N) considering a Norm-1 distance
threshold ϵ:

b1 P Npϵq iff Dn P N s.t. }n.b´ b1}1p
def
“

ÿ

s

|n.bpsq ´ b1psq|q

ď ϵ;

2. if the FSC does not already contain the maximum node size Nmax.

If both conditions are satisfied (line 12), we create a new node n1 and add it to N . Otherwise,
we find and process the node n1 in N which has the closest belief to the new computed belief b1.
The probability used for updating weights in line 11 is derived from

PrpoH , aH |b, σTHp¨|bq, σTRp¨|bqq “
ÿ

aR

PrpoH , xaH , aRy|b, σTHp¨|bq, σTRp¨|bqq (6.5)

“
ÿ

aR,oR,s,s1

Prps, s1, xoH , oRy, xaH , aRy|b, σTHp¨|bq, σTRp¨|bqq (6.6)

“
ÿ

aR,oR,s,s1

bpsq ¨ Prps1, xoH , oRy|s, xaH , aRyq ¨ σTHpaH |bq ¨ σTRpaR|bq (6.7)

“
ÿ

aR,oR,s,s1

bpsq ¨ PrpxoH , oRy|s, xaH , aRy, s1q ¨ Prps1|s, xaH , aRyq ¨ σTHpaH |bq ¨ σTRpaR|bq (6.8)

“
ÿ

aR,oR,s,s1

bpsq ¨OpxaH , aRy, s1, xoH , oRyq ¨ T ps, xaH , aRy, s1q ¨ σTHpaH |bq ¨ σTRpaR|bq. (6.9)

This approach extracts a bounded-size stochastic FSC xN, η, ψy, which includes |N | nodes,
encoding several human behaviors. For each node n P N , the human’s stochastic action selection
function is defined as ψpn, aHq “ σTHpaH |n.bq. Deterministic transitions between nodes are stored
in η and depend on the human action-observation pair xaH , oHy. Note that our algorithm allows
trading of the FSC quality with its complexity through

1. bounding the FSC’s number of nodes by Nmax;

2. merging nodes when their reference beliefs (the beliefs used when creating the nodes) are
within ϵ of each other.

In our experiments, all Q˚pb, aq and V ˚pbq values are estimated using 1. SARSOP for offline
pre-computations [Kurniawati et al., 2008], and 2. POMCP to obtain good estimates online
quickly, even in beliefs not visited by an optimal policy [Silver and Veness, 2010].
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Algorithm 14: Extract a human stochastic FSC
1 [Input:] T : softmax temperature |

Nmax: max # of nodes | ϵ: max belief gap
2 n0 Ð nodepxσTHp¨|b0q, σTRp¨|b0q, b0, w “ 1yq

3 N Ð tn0u

4 G.pushbackpn0q

5 while |G| ą 0 do
6 G.sortpq // sort nodes according to w ¨ V ˚pbq

7 n ” xσTH , σ
T
R, b, wy Ð G.popfrontpq

8 forall xoH , aHy P ΩH ˆAH do
9 if PrpoH , aH |b, σTHq ą 0 then

10 b1 Ð updateBeliefpb, aH , oH , σ
T
Rp¨|bqq

11 w1 Ð w ¨ PrpoH , aH |b, σTHp¨|bq, σTRp¨|bqq

12 if pb1 R Npϵqq ^ pN.sizepq ă Nmaxq then
13 n1 Ð nodepxψpn1, ¨q

def
“ σTHp¨|b1q, σTRp¨|b1q, b1, w1yq

14 N Ð N Y tn1u

15 G.pushbackpn1q

16 ηpn, xaH , oHy, n1q Ð 1

17 else
18 n1 Ð N.findClosestpb1q

19 n1.w Ð n1.w ` w1

20 ηpn, xaH , oHy, n1q Ð 1

21 else
22 ηpn, xaH , oHy, nq Ð 1

23 return xN, η, ψy

Sampling a Deterministic Human FSC We also designed another method to extract a
deterministic human FSC as in Algorithm 15. This algorithm will be used for generating hu-
man policies to simulate various humans in our experiments. As shown in red, it differs from
Algorithm 14 only in that, in any node, a single human action is used, rather than a probability
distribution over human actions. In other words, this method is achieved by replacing each node’s
distribution over human actions by a single action sampled from that distribution.

6.1.2 Building a robot best response policy

Here we want the robot to be robust to different possible (hidden) human objectives, each
attached to different behaviors, trying to adapt to the human’s actual objective. Please note
that the collaboration task itself is modeled as a Dec-POMDP, except that:

• the exact reward function (among ρ candidates) is only known by the human;

• for each possible reward function ri, we can compute a human behavior model (in the form
of a stochastic FSC fsci); and

• the robot knows a probability distribution over the finitely many possible reward-FSC
pairs: P ptpr1, fsc1q, . . . , prρ, fscρquq.
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Algorithm 15: Sample a human deterministic FSC
1 [Input:] T : softmax temperature |

Nmax: max # of nodes | ϵ: max belief gap
2 n0 Ð nodepxaH „ σTHp¨|b0q, σTRp¨|b0q, b0, w “ 1yq

3 N Ð tn0u

4 G.pushbackpn0q

5 while |G| ą 0 do
6 G.sortpq // sort nodes according to w ¨ V ˚pbq

7 n ” xaH , σ
T
R, b, wy Ð G.popfrontpq

8 forall oH P ΩH do
9 if PrpoH , aH |b, σTHq ą 0 then

10 b1 Ð updateBeliefpb, aH , oH , σ
T
Rp¨|bqq

11 w1 Ð w ¨ PrpoH , aH |b, σTHp¨|bq, σTRp¨|bqq

12 if pb1 R Npϵqq ^ pN.sizepq ă Nmaxq then
13 n1 Ð nodepxaH „ σTHp¨|b1q, σTRp¨|b1q, b1, w1yq

14 N Ð N Y tn1u

15 G.pushbackpn1q

16 ηpn, xaH , oHy, n1q Ð 1

17 else
18 n1 Ð N.findClosestpb1q

19 n1.w Ð n1.w ` w1

20 ηpn, xaH , oHy, n1q Ð 1

21 else
22 ηpn, xaH , oHy, nq Ð 1

23 return xN, η, ψy

As detailed below, this robust robot behavior is obtained by

1. first turning this distribution over stochastic FSCs into a single FSC,

2. then using this FSC to derive a POMDP, and

3. finally solving this POMDP.

A candidate solution method to obtain one FSC for each reward function is presented in Sec. 6.1.1.
To turn this probability distribution over human FSCs into a single FSC, we take the “union”

of these FSCs, the new distribution over initial nodes amounting to 1. sampling one FSC fsci
from the distribution P ptfsc1, . . . , fscρuq, and 2. sampling a node from βi. More formally, noting
a base FSC fsci ” xNi, βi, ηi, ψiy, the union FSC is defined as:

N
def
“

ρ
ď

i“1

Ni,

βpniq
def
“ βipniq ¨ P pfsciq,

ηpn, xa, oy, n1q
def
“

#

ηipnqpn, xa, oy, n1q if n1 P Nipnq,

0 otherwise,
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(where ipnq
def
“ i s.t. n P Ni, i.e., ipnq is the id of n’s parent FSC), and

ψpn, aq
def
“ ψipnqpn, aq.

Moreover, as detailed in Algorithm 14, each stochastic FSC node is linked to a specific human
belief btH , and each stochastic human FSC is linked to a human objective θH . Thus, using this
union FSC, the pair of human’s objective and internal belief xθH , b

t
Hy is now represented by the

human union FSC node nH . Given this union FSC, we can now formalize the robot’s decision
problem as a POMDP where each extended state et P E contains a current world state st, a current
robot observation otR, and the current node ntH inside the human union FSC: et “ xst, ntH , o

t
Ry.

Based on the Dec-POMDP defining the task and on the associated union FSC, the dynamics
and the reward function of the robot’s decision problem can be written as follows:

Tepet`1, et, atRq
def
“ Prpet`1|et, atRq

“
ÿ

atH

ÿ

ot`1
H

T pst, xatH , a
t
Ry, st`1q ¨ ηpntH , xa

t
H , o

t`1
H y, nt`1

H q¨

Opst`1, xatH , a
t
Ry, xot`1

H , ot`1
R yq ¨ ψpntH , a

t
Hq,

Oepet`1, atR, o
t`1
R q

def
“ Prpot`1

R |et`1, atRq

“ 1ot`1
R “õt`1

R
, and

repet, atRq
def
“

ÿ

atH

ripnt
Hqps

t, xatH , a
t
Ryq ¨ ψpntH , a

t
Hq.

Solving this robot POMDP gives a robust robot policy that best responds to the initial
probability distribution over the given human policies. This offline algorithm is evaluated in
Section 6.3.

6.2 Online Robust Planning for HRC

The last section presents an offline algorithm for building a robust robot policy. As we discussed
in Section 6.1.2, if a human model (presented by a stochastic FSC) is known, we can build an
extended state POMDP for the robot and derive a best-response robot policy offline. However,
those computations may be expensive since we must consider all possible human behaviors (in
an FSC). Moreover, even if we acquired all the elements for large problems, building an explicit
model for this extended POMDP may cost a lot of time and resources (which is confirmed by
our experiments in Section 6.3, see Table 6.2).

This section proposes our second contribution, an online algorithm for deriving robust robot
policies, to address the heavy computation costs issue in offline settings. The core idea is that,
instead of building the entire explicit extended POMDP, we develop a generative model of this
extended POMDP denoted Ge (extended generative model). Then, we apply online POMDP
planning to Ge to give robust robot decisions. This method has two main advantages compared
with the offline approach:

1. An explicit Dec-POMDP model is not required for our method. Only a black-box simulator
is needed, as many sampling-based planning methods. Thus, it has the potential to scale
up to large collaboration problems.
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2. Since the online algorithm only searches reachable branches based on the current situation,
the robot does not need to explore and consider all possible human behaviors. Therefore,
this method enables the robot to interact with humans online within a limited time.

The process for generating the robot’s extended generative model Ge is presented in Section 6.2.1,
and we evaluate our algorithm in Section 6.3.2.

6.2.1 Robot Extended Generative Model

A generative model (black box simulator) is usually required for online planning. For a Dec-
POMDP, its generative model G is defined by

s1, o, r Ð Gps, aq,

where G takes as input the current state s and joint action a, returning the next state s1, joint
observation o, and an instant reward r. However, in HRC tasks, the robot cannot directly use G
to make its plans since it should reason about its actions using its own observations. Therefore, to
build an online robot algorithm, the question is how to construct such a robot generative model.

In Section 6.1.2, we have presented an offline framework for building an explicit extended
POMDP for the robot, which accounts for the uncertainty of human objectives and behaviors
by integrating a human union FSC. We showed that this robot POMDP has an extended state
space Se:

ste “ xst, ntH , o
t
Ry, ste P Se,

where st is the real current state, ntH is the current internal node of the human union FSC, and
otR is the robot’s observation. Moreover, each internal node ntH in the union FSC represents a
pair of the human’s objective θH and internal belief btH , and stores the probability distribution
of human actions given xθH , b

t
Hy. Solving this robot POMDP gives a robust robot policy which

is the best response to all possible human policies considered in the union FSC.
In the online setting, we can not use this representation directly since it requires computing

a human FSC to cover all possible human objectives and induced behaviors. This being said, for
online planning, the robot should infer the human’s objective θH and internal belief btH online.
Thus, the robot’s extended state is now defined as:

ste “ xst, θH , b
t
H , o

t
Ry,

and we derive the dynamics of the robot’s extended POMDP as follows:

Tepste, a
t
R, s

t`1
e q “ Prpst`1

e |ste, a
t
Rq

“
Prpst`1, bt`1

H , θH , o
t`1
R , st, btH , o

t
R, a

t
Rq

Prpst, btH , θH , o
t
R, a

t
Rq

“

ř

atH

ř

ot`1
H

Prpst`1, bt`1
H , θH , o

t`1
R , ot`1

H , st, btH , o
t
R, a

t
H , a

t
Rq

Prpst, btH , θH , o
t
R, a

t
Rq

“
ÿ

atH

ÿ

ot`1
H

Prpbt`1
H |ot`1

H , atH , b
t
Hq ¨ Prpst`1|st, xatH , a

t
Ryq¨

Prpxot`1
R , ot`1

H y|st`1, xatH , a
t
Ryq ¨ PrpatH |θH , b

t
Hq

“
ÿ

atH

ÿ

ot`1
H

ηpbtHxatH , o
t`1
H y, bt`1

H q ¨ T pst, xatH , a
t
Ry, st`1q¨
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Robot Extended Generative Model
Dec-POMDP Generative Model
Human Models

Extended State

Functions

Figure 6.3: Structure of the extended generative model Ge for the robot: The black arrows are the
inputs and outputs of the robot’s extended generative model; The blue arrows show the inputs
and outputs of a Dec-POMDP simulator G; The green arrows show the evolution of the human
model.

Opst`1, xatR, a
t
Hy, xot`1

R , ot`1
H yq ¨ ψHpbtH , θH , a

t
Hq,

Oepst`1
e , atR, o

t`1
R q “ Prpot`1

R |st`1
e , atRq

“ Prpot`1
R |xst`1, õt`1

R , bt`1
H , θHy, atRq

“ 1ot`1
R “õt`1

R
,

repste, a
t
Rq “

ÿ

atH

rpst, xatH , a
t
RyqPrpatH |θH , b

t
Hq

“
ÿ

atH

rpst, xatH , a
t
Ryq ¨ ψHpbtH , θH , a

t
Hq,

where we define ψH is a human action selection function that ψHpbtH , θH , a
t
Hq “ PrpatH |θH , b

t
Hq

(details are given in Algorithm 16). Following this idea, we build an extended generative model
Ge as presented in Figure 6.3 with the following definitions:

• inputs: current extended state ste and robot action atR,

• outputs: next extended state st`1
e , robot observation ot`1

R , and instant reward r.

Algorithm 16 details the internal processes ofGe. First,Ge takes as input the current extended
state ste and robot action atR. Then, the algorithm decomposes ste (line 3) and computes the Q
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values for btH using a POMCP, considering the Dec-POMDP is an MPOMDP for the human.
A softmax distribution PAH

of human actions is computed based on obtained Q values (line 4).
Then, a human action atH is sampled from PAH

(line 5), and the algorithm passes the state st

and joint action xatH , a
t
Ry to G (line 6). In this step, the next state st`1, all agents’ observations

xot`1
H , ot`1

R y, and an instant reward r are sampled. Then, to build the next extended state st`1
e ,

a particle filter is used to compute an updated human belief bt`1
H using his observation ot`1

H

(corresponding to the function ηH in Figure 6.3). It samples a state s̃ from btH at line 10 and
passes it to G with the same joint action xatH , a

t
Ry, if the sample observation õH is identical

to ot`1
H , the generated next state s̃1 is kept and added as a particle to bt`1

H until the maximum
particle size (lines 12–14) is reached. At this stage, all the elements for building the next extended
state st`1

e are obtained (line 15). The algorithm then returns the step results.

Algorithm 16: Robot’s Extended Generative Model Ge in HRC
1 [Input:] ste: extended state | atR: robot’s action
2 [Parameter:] G: Dec-POMDP simulator | T : softmax parameter
3 xst, btH , θH , o

t
Ry Ð ste

4 PAH
Ð ψHp¨|bH , θHqT Ź POMCP solves MPOMDP with bH and get Q values

5 atH Ð SamplepPAH
q

6 st`1, xot`1
H , ot`1

R y, r Ð Gpst, xatH , a
t
Ry, θq

7 k Ð 0

8 bt`1
H Ð H

9 while k ă kparticles do
10 s̃ Ð SamplepbtHq

11 s̃1, xõH , õRy, r̃ Ð Gps̃, xatH , a
t
Ryq

12 if õH “ ot`1
H then

13 bt`1
H Ð bt`1

H Y ts̃1u

14 k Ð k ` 1

15 st`1
e Ð xst`1, bt`1

H , θH , o
t`1
R y

16 return st`1
e , ot`1

R , r Ź return step results

At time t “ 0, the extended state s0e “ ts0, b0H , θH ,Hu where s0 P b0, θH P Pθ, and b0H “ b0.
The robot’s initial belief b0R is the probability distribution over s0e, which is defined as follows:

b0Rps0eq “ Prps, b0H , θH ,Hq

“ Prps, b0, θH ,Hq

“ Prps|b0qPrpθHq

“ b0psqPθpθHq,

where Pθ is the probability distribution over human objectives. We thus built a valid POMDP
generative model Ge for the robot. Modern online POMDP solvers such as POMCP can be used
to plan the robot’s action online, which accounts for possible human objectives and behaviors.

6.2.2 Online Main Algorithm

The method described in Algorithm 16 constructs an extended generative model Ge for the robot.
As mentioned in the previous section, one can then use an online POMDP solver to plan robot
actions using Ge. This will lead to nested online planning on two levels:
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• the top-level online planning takes place for the robot to plan using Ge;

• the bottom-level planning is inside Ge, where another online planner is used to compute
the probability distribution over human actions based on the SMM assumption (line 4 in
Algorithm 16).

Using POMCP as an online POMDP solver, we propose an online solver for the robot in our
HRC tasks, as shown in Algorithm 17. Its main ideas are the following:

• Each robot’s extended state se contains a human belief bH , which is used within Ge by the
bottom-level POMCP to compute a policy tree.

• If in a leaf node, rather than performing rollouts using a random policy to obtain a first
(rough) estimate of that node’s value in the robot POMDP, we use the value of bH (for the
MPOMDP guiding the human) as a heuristic estimate as shown in red in line 17. To avoid
re-computations, this is achieved by re-using the policy tree constructed in the last call to
the bottom-level POMCP, which stores estimated values for all visited human beliefs.

6.3 Experiments

Our experiments were conducted on a laptop with a 2.3 GHz i9 CPU. The source code will be
made available under an MIT license.

To test our approach, we have designed a scenario presented in Figure 6.4. In this scenario, a
robot and a human have to repair two devices and maintain a third one located in a grid world:

• To maintain a device, the robot should be on the device’s cell and perform a maintenance
action. The human is not required.

• To repair a broken device, first the human needs to pick a component in a toolbox at
a specific location; second the human and robot need to be at the device location and
simultaneously perform repair actions.

Note also that both the human and the robot have limited observation of the environment.
This task is specified as the following Dec-POMDP:

• States (S): The state s P S of the problem is made up of: 1. the human location, 2. the
robot location, 3. the status of the devices, and 4. whether the human has a component
or not. The human and robot locations are represented by integer coordinates px, yq. They
can be on the same cell. The state of each device is either “good”, “broken”, or “needs
maintenance”.

• Human observations (ΩH): The human observes 1. his location; 2. whether the robot is on
his cell or not; 3. the status of the device in his cell (if any).

• Robot observations (ΩR): The robot observes 1. its location; 2. the human’s location; 3.
the status of the device in its cell (if any).

• Actions and Dynamics: Both the human and the robot have the following actions: Up,
Down, Left, Right are the agents 4 move actions; Wait: the agent stays in his current
position; Repair: repairs a broken device if: 1. the human holds a new component; 2. the
human and the robot are in the same cell as the broken device; 3. the human and the
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Algorithm 17: Online Robot Search For HRC
1 Npq: counts visits to a history or history-action pair | T : policy tree | b0: initial belief of

the problem | Bphq: estimated belief given an action-observation history h
2 Fct Search(h)
3 repeat
4 if h “ empty then
5 se „ b0
6 else
7 se „ Bphq

8 Simulate(se, h, 0)
9 until Timeout()

10 Fct Simulate(se, h, depth)
11 if γdepth ă ϵ then
12 return 0

13 if h R T then
14 for a P A do
15 T ph, aq Ð pNinitph, aq, Qinitph, aq,Hq

16 bh Ð se.bh
17 V pbhq Ð POMCPM // Get heuristic value from the built POMCP policy tree for MPOMDP

18 return V pbhq

19 a Ð argmaxarQph, aq ` c
b

logNphq

Nph,aq
s

20 ps
1

e, o, rq „ Gepse, aq

21 R Ð r ` γSimulateps
1

e, hao, depth` 1q

22 Nphq Ð Nphq ` 1
23 Nph, aq Ð Nph, aq ` 1

24 Qph, aq Ð Qph, aq `
R´Qph,aq

Nph,aq

25 return argmaxaQph, aq

robot both perform the repair action. Upon success, the broken device turns to good and
the human’s component is consumed.

The human can Pick a Component if he is in the toolbox area and if he does not already
hold one. The robot can Maintain a device individually if it needs to be maintained and if
in the same location. Upon success, the device status turns to good.

• Rewards R: A reward of `100 is given when all devices have been repaired or maintained.
A reward (penalty) of ´2 is given for each action except for the human’s Wait, and a
penalty of ´20 is given in case of invalid action. A penalty of ´1 is given if the human
waits before having repaired all the broken devices. If all devices are in “good” status, no
penalty (0) is given to the human wait action. The penalty associated to the wait action
encourages the robot to postpone maintenance actions if this helps the human finish repair
actions early.

This large Dec-POMDP has 2 304 states, 49 joint actions (7 individual actions per agent),
and 5 400 joint observations (30 individual observations for the human and 180 for the robot).
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HumanRobot

(1, 0)(0, 0) (2, 0) (3, 0)

(3, 2)(2, 2)(0, 2) (1, 2)

(0, 1) (1, 1) (2, 1) (3, 1)

Figure 6.4: A collaboration task: A robot and a human evolve in a 4ˆ 3 grid world. The top-left
cell p0, 0q and the top-right cell p3, 0q both contain a broken device. A device to be maintained is
also located in cell p1, 0q. A toolbox is located in cell p2, 2q where the human can pick components.

Note: This state space grows quadratically with the number of cells and exponentially with the
number of devices.

To represent uncertainty about the human objectives (see Figure 6.5), we replaced the reward
function described previously with two variants. In the first case, the human prefers to repair
the broken device on the left first, receiving a `10 reward in that case. In the second case,
symmetrically, the human prefers to repair the broken device on the right first. These objectives
generate different human policies using Algorithm 14. Initially, the robot only has a prior over
the human’s rewards and associated policy (each with a probability 0.5). Due to the required
coordination for repairing devices, these human policies have to account for the robot’s ability
to help the human when needed.

We evaluate both the offline and online robust planning algorithms described in Section 6.1
and Section 6.2. But for experiments with real humans, only the offline method is evaluated.
Real human experiments using the online algorithm is kept for future work.

6.3.1 Experiments with Synthetic Humans – Offline Algorithm

Qualitative results

We used Algorithm 14 to compute the stochastic human FSCs associated with each human
objective, and the method described in Section 6.1.2 to compute the robust robot policy with
the POMDP solver SARSOP [Kurniawati et al., 2008]. To save resources, an action-threshold
(here always set to 0.1) is used to prune low-probability human actions when computing the
stochastic human FSCs. We conducted experiments with 2 values for the softmax parameter T
(0.3 and 0.5), and 5 values for the maximum stochastic FSC size Nmax (see Table 6.1).

We first observed that the extracted human stochastic FSC can effectively encode possible
trajectories of the human to solve the task if Nmax is high enough for the current T . For instance,
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HumanRobot

(1, 0)(0, 0) (2, 0) (3, 0)

(3, 2)(2, 2)(0, 2) (1, 2)

(0, 1) (1, 1) (2, 1) (3, 1)

Figure 6.5: An illustration of the uncertainties about the human behavior in this HRC task: 1.
Uncertainty on the human objective (presented with blue and orange colors); 2. Uncertainty on
human behaviors (different trajectories)

when T “ 0.3 and Nmax “ 100, the extracted human stochastic FSCs reach depths4 of 22 and 18
(for each objective), which are sufficient for the human to finish the task if the robot collaborates.
However, when Nmax “ 50, the depth covered by the FSC of the repair-left-device-first objective
is only 13 (15 for the 2nd objective), which does not allow the human to finish the task (a depth
of 15 is required). We also observed that the higher the temperature T , the higher the Nmax value
needed for the human stochastic FSC. Indeed, when T increases, more actions are considered at
each node, generating more branches and preventing the expansion process from reaching the end
of the task. Note also that, even if we set T to a very low value (near 0), the softmax distribution
may contain several optimal actions. This allows encoding several optimal human policies in a
single FSC.

When Nmax is large enough for the current T , we observed that the computed robust robot
policy can successfully solve the task, accounting for the uncertainties over human objectives and
behaviors. It helps the human repair all the devices and performs the required maintenance
operation. For example, when T “ 0.3 and Nmax “ 100, the robot following the generated
robust policy first goes to cell p0, 0q and waits for the human to pick a component at cell p2, 2q.
Afterwards, if the robot observes that the human is approaching, it keeps waiting for him and then
helps him repair the left device when the human reaches cell p0, 0q. But if it observes the human
moving to the top-right corner, then the robot decides to go right and help the human repair the
right device first. The robot then moves to cell p1, 0q to perform a maintenance operation while
the human is going to pick a second component. Finally, the robot helps the human repair the
other broken device to finish the task.

Even if this seems like a simple pattern for the robot, it still requires the robot to reason
on many possible human trajectories. For example, if there are 2 optimal actions in each state,
even for 5 time steps, there are 25 possible optimal trajectories (and this number can increase
dramatically when considering sub-optimal actions). Moreover, in this complex collaboration

4The depth of an FSC is the maximum distance between the (here unique) initial node and any node.
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scenario, agents make decisions only based on partial observations, and, as illustrated above, the
robot infers the human objective despite his uncertain behavior.

Robustness Analysis

We also wanted to quantitatively analyze the robustness of our approach by comparing the
method described in Algorithm 14 with a method computing a robot policy only based on
deterministic human policies. To that end, we extracted 50 pairs of deterministic human policies,
one per objective, using T “ 0.5 and Nmax “ 600 (cf. Algorithm 15), but obtaining less than
200 nodes in all cases; then, for each pair, we computed a best-response robot policy to the
equiprobable union of these two human policies (cf. beginning of Section 6.1.2). The resulting
set of 3ˆ 50 policies is thus ΠH “ txπ1H,l, π

1
H,r, π

1
H,l`ry, . . . , xπ50H,l, π

50
H,r, π

50
H,l`ryu. For each human

union policy πiH,l`r, we also compute a robot best response πiR,BR by solving a POMDP obtained
as in Section 6.1.2.

In our experiments, we compare the robust robot policies π˚
R obtained for different values of

T and Nmax against

1. the 50 best responses πiR,BR described above (averaging over all of them), and

2. the robot policy obtained by solving (with Inf-JESP [You et al., 2021a]) the corresponding
Dec-POMDP.5

The obtained results and standard deviations are presented in Table 6.1 (ignoring the last
three rows, which correspond to the online algorithm and will be discussed later). For each robot
FSC and each human preference (left or right first):

• we compute the exact value against each human FSC (through an iterative process, see
Equation (2.21), page 19), then obtain the average value and standard deviation over the
various humans;

• we simulate its behavior once against each human FSC (which is sufficient since both
agents’ FSCs are deterministic) to obtain the success rate over all considered human FSCs.

Then, the result for the third setting πSample
H,l`r (uncertain preference) is obtained as the average

of the first two columns (as expected from the theory, but also empirically validated).
First, as expected, the worst results are obtained with the Dec-POMDP and Best-Response

solutions (πR,Dec´POMDP and πR,BR), with near-zero success rates. Our approach improves a
little bit in terms of success rate when using T “ 0, i.e., when assuming that the human only
chooses among a small subset of actions at each time step, which leads to fairly small human
FSCs (24 and 23 nodes for the two independent objectives). The average reward remains very
low, though. Using T “ 0.3 or 0.5 leads to much better results. In the prefer-right scenario,
human FSCs with 200 nodes are even sufficient to get very good solutions (90% success rate).
Moving from T “ 0.3 to T “ 0.5, this phenomenon is all the more important that more erratic
behaviors require larger FSCs to better account for most likely trajectories. In the prefer-left
scenario, the success rates and values drop significantly. This is due to the longer trajectories
needed in this case, which in turn require large human FSCs to encode good enough policies.
Then, in the “union” scenario where the human’s preference is randomly sampled, the results are
a simple combination of the results in the prefer-left and prefer-right scenarios.

5This solution assumes a strong a priori coordination since the human and robot agree on their individual
policies.
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Table 6.1: Average value (and success rates in parentheses) of various robot policies vs. various
human behaviors. For each offline robust robot policy π˚

RpT,Nmaxq, we also indicate the sizes
of both generated human FSCs as N “ pNleft, Nrightq. For the online method, we present the
different timeouts used in each π˚

R,Online.

3 ˆ 50 synthetic human FSCs sampled using T “ 0.5 10 real humans

πSample
H,l πSample

H,r πSample
H,l`r πReal

H

πR,Dec´POMDP ´34.9˘ 6.7 ( 0%) ´82.5˘14.4 ( 0%) ´58.7˘10.5 ( 0%)
πR,BR ´172.1˘ 2.5 ( 3%) ´174.4˘ 2.5 ( 3%) ´173.3˘ 2.5 ( 3%)

π˚
RpT “ 0.0, Nmax “ 100, N “ p 24, 23qq ´110.0˘12.5 (10%) ´179.4˘15.4 (18%) ´144.7˘14.0 (14%) ´55.3˘ 6.5 (16%)
π˚
RpT “ 0.3, Nmax “ 200, N “ p200, 200qq ´38.1˘ 9.8 (52%) 10.0˘ 2.0 (90%) ´14.0˘ 5.9 (71%)
π˚
RpT “ –– , Nmax “ 400, N “ p400, 400qq ´11.9˘ 7.2 (68%) 10.0˘ 2.0 (90%) ´0.9˘ 4.6 (79%)
π˚
RpT “ –– , Nmax “ 600, N “ p600, 443qq ´11.9˘ 7.2 (68%) 10.0˘ 2.0 (90%) ´0.9˘ 4.6 (79%) ´20.8˘ 7.4 (81%)
π˚
RpT “ 0.5, Nmax “ 200, N “ p200, 200qq ´36.6˘ 5.6 (16%) 10.0˘ 2.0 (90%) ´13.3˘ 3.8 (53%)
π˚
RpT “ –– , Nmax “ 400, N “ p400, 400qq 2.7˘ 2.5 (76%) 10.0˘ 2.0 (90%) 6.3˘ 2.3 (83%)
π˚
RpT “ –– , Nmax “ 600, N “ p600, 600qq 9.5˘ 2.2 (84%) 10.0˘ 2.0 (90%) 9.8˘ 2.1 (87%) ´33.7˘11.9 (75%)

π˚
R,OnlinepT “ 0.5, timeout “ 10 sq 5.6˘ 2.4 (80%) 7.3˘ 2.3 (84%) 6.5˘ 2.3 (82%)
π˚
R,OnlinepT “ –– , timeout “ 30 sq 7.0˘ 2.4 (84%) 6.7˘ 2.2 (86%) 6.9˘ 2.3 (85%)
π˚
R,OnlinepT “ –– , timeout “ 60 sq 10.2˘ 2.0 (90%) 9.1˘ 2.1 (90%) 9.7˘ 2.1 (90%)

Table 6.2: CPU Time (in seconds) for different experiments with our offline method

π˚
RpT,Nmaxq

Step (0.0, 100) (0.3, 600) (0.5, 600)

Dec-POMDPÑMPOMDP 13 13 13
Get Human Stoc. FSCs 83 2032 6144
Build Robot POMDP 3 178 203
Solve Robot POMDP 2 57 105

Total time 101 2280 6465

Note that, in these experiments, the synthetic humans used for evaluation are rather erratic
(T “ 0.5), which explains that the best success rates are obtained with robot policies derived for
that same temperature, while robots derived for T “ 0.3 are not robust enough.

Table 6.2 presents the recorded computational time used in each step of our offline method.
The 1st step consists in converting each Dec-POMDP task model to an MPOMDP (one by
human objective); the 2nd step in generating stochastic human policies (FSCs) as presented in
Sec. 6.1.1 (the most time-consuming process); the 3rd step in building the robot POMDP using
the task models (Dec-POMDPs) and the human FSCs; and, the final step in solving the robot
POMDP using SARSOP to get a robust robot policy. Here, most of the time is spent calling
POMCP in the FSC extraction.

6.3.2 Experiments with Synthetic Humans – Online Algorithm

We use Algorithm 17 to plan the robot’s actions online with a softmax temperature T “ 0.5, and
three different POMCP timeouts (10 s, 30 s and 60 s) are tested in the experiments. We evaluate
our online approach using the same synthetic human policies as our offline method. The results
of our online approach are presented at the bottom of Table 6.1 (the last three rows). We first
observe that:

• our online method gives relatively good solutions even with a short timeout, i.e., with a
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timeout of 10 seconds, our online approach achieves 82% success rate on both objectives
(evaluation with πSample

H,l`r );

• the performance of our online method increases with the timeout; from the timeout of 10 s
to 60 s, the online method improves its success rate from 82% to 90% on sets πSample

H,l`r , and
the average value is increased from 6.5 to 9.7.

Second, we observe that in the prefer-right scenario, our online method can achieve the same
success rate as our offline method (90%), but with a lower average value (9.1 compared with
10.0). However, in the prefer-left scenario, the online approach can reach a success rate of 90%
with a value of 10.2, which outperforms the offline method π˚

Rp0.5, 600q. An explanation for
this phenomenon is that, in the prefer-left case, the offline method π˚

Rp0.5, 600q cannot cover
all possible human policies with a max FSC size of 600, and thus may perform poorly in some
situations, while the online method keeps on replanning both for the human and the robot, which
provides a human behavioral model making good decisions in more situations. In the prefer-
right scenario, although both methods can achieve the same success rate, the offline approach
is equipped with an explicit POMDP model that properly covers the human behavior and,
therefore, can compute a better policy thanks to SARSOP with a higher value compared with
the online algorithm.

6.3.3 Real Human Experiments

To further evaluate our approach, we implemented this collaboration task as a computer game
played in a terminal where the human is controlled through the keyboard. To make a friendly
user interface, the human player can directly observe the state of the environment, as shown in
Fig. 6.4, but the robot still faces partial observability as defined in the Dec-POMDP problem,
and behaves accordingly. A screenshot of this terminal game interface is presented in Figure 6.6.

Then, we selected three offline robot policies, π˚
Rp0.0, 100q, π˚

Rp0.3, 600q and π˚
Rp0.5, 600q,

from the previous experiment, and we invited 10 real human subjects to collaborate with those
robot policies. Each subject was informed that the goal of this collaboration task was to turn
each device status to “good” within at most 30 time steps, but did not know or observe the
instant reward. Each human subject needed to play 8 consecutive rounds of this collaboration
game per robot policy (for a total of 24 rounds), i.e., 8 times a first robot, then 8 times a second
robot, then 8 times a third robot. The order of robot policies was randomly selected so as to
remove the side effects of starting with the same robot policy:

1. the first few games may be more difficult since the human subject needs some rounds to
get familiar with the task, and

2. the ordering may influence how a player acts.

Moreover, to make this HRC game more fun, we introduce vertical and horizontal flipping to
the environment for every 2 rounds, in which the locations of the human, robot, and devices are
different in the beginning. By doing so, we expect that our subjects will not feel bored during
the experiment, which may have a negative effect on their decisions. Figures 6.7 to 6.9 present
the results of the different sessions and the answers the human subjects gave to our questions
after each series of 8 rounds.

Qualitatively, the robot behaviors of the online planning method are not very different from
the best robot policy computed offline, so we decided to keep human experiments with the online
planning method for future work.
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Figure 6.6: A screenshot of the human-robot collaboration game: The top part illustrates the
current environment state for the human player; The middle part provides information on avail-
able human actions; The bottom part is a legend explaining how to read the map. In each time
step, the top part will refresh according to the executed human and robot actions.

Qualitative results

We first observed that the robot policy π˚
Rp0.0, 100q was unable to help the human subjects

since it only accounts for a few high-quality human actions. For example, a common mistake of
human subjects was to forget to pick a component necessary to repair a broken device. To fix
that mistake, the human subject had to go back to the toolbox, thus generating an unexpected
human behavior for robot policy π˚

Rp0.0, 100q, and leading to a failure due to the robot policy
getting stuck in a self-loop. On the contrary, while no specific information regarding human
behaviors was provided, robot policies π˚

Rp0.3, 600q and π˚
Rp0.5, 600q managed to recover and

help the human to solve the task because they considered more possible human actions in each
situation. In most cases, those policies adapted to different human behaviors and were able to
tolerate human mistakes such as the one mentioned above.

Moreover, after the experiments, we asked our subjects how they felt about the 3 tested
robot policies. Figure 6.7 presents the detailed subjects’ evaluation of both players’ adaptation
during the experiments. After each series of 8 rounds, we asked the human subjects to assess the
interaction with the robot. Each human subject had to pick one choice representing his or her
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Figure 6.7: All subjects’ evaluations regarding both players’ adaptation during the collaboration
task for each robot policy.

impression among the following four choices: “no adaptation”, “human adapts to robot”, “robot
adapts to human”, and “mutual adaptation”. The results of our questionnaire are as follows:

• When playing with π˚
Rp0.0, 100q:

– 60% of our subjects reported that there was no adaptation at all; and

– the other 40% felt that they needed to adapt to the current policy to finish the task.

• Same distribution of choice for the robot policies π˚
Rp0.3, 600q and π˚

Rp0.5, 600q:

– 50% of the subjects reported mutual adaptation;

– 30% felt they needed to adapt to the robot; and

– 20% reported that π˚
Rp0.3, 600q and π˚

Rp0.5, 600q were adapting to their behaviors.

This confirms that it makes little difference for the humans to play with these last two robots,
while their results were significantly different in experiments with (erratic) synthetic humans
(designed with T “ 0.5).

Last but not least, we asked our subjects to choose one robot policy that makes them feel
comfortable during the collaboration task. The results are shown in Figure 6.8 . As expected by
the previous results, no one picked robot policy π˚

Rp0.0, 100q since it was hard to collaborate with
the robot, and the interactions often led to a failure of the task, as shown in Figure 6.9. Then,
60% of our subjects picked π˚

Rp0.3, 600q and 40% picked π˚
Rp0.5, 600q. The fact that π˚

Rp0.3, 600q

was the most selected policy could imply that computing the robot policy based on overly erratic
human models might be counterproductive (since the robot might be seen as being too indecisive),
as also highlighted by the success rate presented in Table 6.1. However, more subjects and more
investigations are needed to verify that assumption.
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Figure 6.8: All subjects’ choices when asked to pick the robot policy they preferred at the end
of the experiments.

Quantitative results

The average cumulative rewards and success rates of human subjects are shown in the right
part of Table 6.1. For the same three robot policies, the cumulative rewards are lower than with
synthetic human experiments (´55.3, ´20.8, and ´33.7 respectively). There are multiple reasons
causing this drop in values: first, the human subjects needed some rounds to get familiar with
the game, therefore, in early rounds, humans usually make more mistakes and received penalties;
moreover, since human subjects were not informed of the exact reward function, they were not
aware of penalties (negative rewards) obtained when waiting or when going outside of the grid
world.

Figure 6.9 presents each subject’s number of successes for the collaboration task with the
different robot policies. Since each subject encountered each robot policy 8 times, a value of 8
means that this human subject managed to solve the task each round, while a value of 0 means
this human subject never managed to solve the task while collaborating with this robot policy.
When human subjects tried to collaborate with π˚

Rp0.0, 100q, 30% of the subjects (3 out of 10)
never succeeded in solving the collaboration task, another 30% succeeded only once, and 40%
succeeded 2 or 3 times. This shows that this robot policy does not adapt to spontaneous human
behavior and that the human subjects have difficulties finding behaviors that would trigger
appropriate robot reactions. However, when human subjects collaborated with robot policies
π˚
Rp0.3, 600q and π˚

Rp0.5, 600q, they all succeeded in more than 4 rounds, and some of them even
successfully accomplished all 8 rounds with one of those two robot policies. These similar results
suggest that increasing temperature T from 0.3 to 0.5 does not improve the robot’s robustness
to actual human behaviors.

Overall, the observed success rates of human subjects with robot policies π˚
Rp0.3, 600q and

π˚
Rp0.5, 600q are 81% and 75% respectively. This shows that, even if the cumulative rewards are

low, or if the human performs mistakes, π˚
Rp0.3, 600q and π˚

Rp0.5, 600q could still help the human
to accomplish the task most of the time. The higher success rate (and cumulative reward) with
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Figure 6.9: Each subject’s number of successes when he or she collaborates with different robot
policies.

π˚
Rp0.3, 600q than with π˚

Rp0.5, 600q (contrary to the results with synthetic humans obtained with
T “ 0.5) suggests that the robot’s mental model of humans is better when it builds human FSCs
using T “ 0.3 than T “ 0.5.

6.4 Conclusion

In this chapter, we discuss and address the problem of uncertainty over human objectives and
induced behaviors in human-robot collaboration with partial observabilities. The contribution
can be mainly divided into three parts:

• We discuss the pros and cons of various mental models in human-robot collaboration ap-
plications. In this thesis, we choose to equip the robot with a second-order mental model
(2oMM) for modeling the human partner. We discuss the chicken-and-egg problem raised by
using nested 2oMMs and provide two methods to overcome this obstacle. The first method
automatically generates a human FSC, aggregating various possible behaviors for a given
human objective. The second method gives a probability distribution of human actions
online based on a sampling-based planner given a human objective. For both methods,
parameters can be tuned to adjust the diversity of the generated human behaviors;

• We propose an offline robust robot planning algorithm that relies on an explicit POMDP
model with uncertainties on the human’s actual objective and behavior. We formally detail
how to build this robot POMDP based on the task models (Dec-POMDPs) and a distri-
bution over human stochastic policies (FSCs), one per possible objective. An offline robust
robot policy is obtained by solving this robot POMDP;

• We also propose an online robust robot planning algorithm for the HRC tasks. Compared
with the offline method, which relies on an explicit POMDP, our online approach only
requires a generative model and, therefore, can scale up to large problems. We demonstrate
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the process of constructing a valid POMDP generative model for the robot with an extended
state space that includes the human’s internal state. We also provide an online robot
planning algorithm based on POMCP. Using this POMDP generative model, the robot
plans its actions at each time step by estimating the human’s actual objective and his/her
actions online.

Through experiments, we demonstrate that our approaches are robust to uncertain human
behaviors with different objectives. While, in our scenario, the two possible human objectives
correspond to the same task under different preferences, different objectives could also correspond
to different tasks. We believe this work is important for collaboration settings where the robot
and the human need to reason about each other’s possible actions, and where considering myopic
or deterministic human policies is insufficient to generate robust robot policies. Moreover, our
approach only requires a Dec-POMDP describing the human-robot collaboration task, with no
need for prior human behavior. This makes our method generic to tackle various human-robot
collaboration problems.

6.5 Perspectives

In this chapter, we contribute to deriving robust robot policies for human-robot collaboration
with offline and online approaches. Let us now describe various directions for future works.

6.5.1 Experiments with more problems

Through experiments with synthetic or real humans in a simulated environment, we demonstrate
that our methods are robust to adapt to different human objectives and behaviors. Therefore,
the next step is conducting further experiments on more benchmark problems. In this direction,
we could possibly adapt classical Dec-POMDP problems and provide graphic interfaces to real
human subjects. Moreover, as a long-term goal, we would like to validate our approach in a
real-world scenario where a drone has to help a human to repair devices as part of the Flying
Co-Worker project.

6.5.2 Improving the robot planning by learning the human data

One could design a robust robot for HRC tasks using our approaches (either offline or online)
without prior knowledge of human behaviors. This means that our methods provide an important
starting step for the HRC problems where the robot and human need to coordinate to achieve
the goal since we address the chicken-and-egg issue for deriving robot policies. Therefore, we
project that a second step would be to use learning techniques to use the human data collected
during interactions with the robot. More precisely, one could maybe learn:

1. the probability of each reward function (and thus the human preferences);

2. how erratic the human seems to be (temperature T that best models his/her behavior); or

3. more generally human’s reward function (by inverse reinforcement learning) or his/her
policy.

Improvements on those directions could provide a more accurate human model for the robot and
generate better robust robot policies.
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6.5.3 Extension to large and continuous problems

Our online robust robot planning algorithm currently relies on a generative model to plan robot
actions, which can handle large state-space problems. One promising direction is further scaling
up to continuous actions and observations. To that end, we can combine the double progres-
sive widening technique used in POMCPOW [Sunberg and Kochenderfer, 2018], which extends
POMCP to solve continuous problems (continuous states, actions, and observations). This adap-
tation seems interesting and not difficult since our online robust robot planning algorithm is also
built based on POMCP.

Moreover, currently, the robot considers that the human behaves according to a probability
distribution computed by a softmax function with a given temperature T . One issue is that,
to handle erratic behaviors, we need to reason about many possible human trajectories. Maybe
we could let the robot algorithm start, by default, a not-so-erratic human (low T value) and
gradually increase the value T until matching realistic human behaviors. This will create an
“adaptive” robot policy that can work with humans with different levels of rationality. A potential
issue that remains is how to behave when facing unexpected observations.
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7

Conclusion and Perspectives

7.1 Conclusion

In this thesis, we investigate the robot decision-making questions in two research fields, robot-
robot collaboration (RRC) and human-robot collaboration (HRC).

In RRC, multiple robots are meant to work collaboratively to achieve a task. Moreover,
this thesis focuses on the RRC problems where each robot has only partial observations in an
uncertain environment. Relying on Markov decision models, we use the Dec-POMDP framework
to model such RRC problems and propose two novel algorithms for solving Dec-POMDPs:

• First, based on the JESP scheme, we propose an algorithm called Infinite-horizon JESP
(Inf-JESP) for solving infinite-horizon Dec-POMDPs. Inf-JESP searches Nash equilibrium
solutions by iteratively building each agent’s best-response policies to other agents’ policies.
Compared with JESP, instead of using policy trees for finite-horizon settings, in Inf-JESP
each agent policy is represented by a finite-state controller (FSC), which overcomes the
curse of dimensionality and can encode infinite-horizon policies. This work has been pub-
lished in JFPDA [You et al., 2021b] and ICTAI [You et al., 2021a] (an extended version
can be found in arXiv [You et al., 2021c]).

• The second algorithm, Monte-Carlo JESP (MC-JESP), extends Inf-JESP to the generative
model setting. Like Inf-JESP, MC-JESP searches Nash equilibrium solutions through an
iterative process. In each iteration, MC-JESP builds each agent’s FSC node by node using
a Monte-Carlo approach (POMCP). Unlike in Inf-JESP, where an explicit Dec-POMDP
model is needed, MC-JESP only requires a black-box simulator, enabling us to scale up to
large Dec-POMDP problems.

We observe through experiments with state-of-the-art benchmark problems that both Inf-JESP
and MC-JESP are competitive with existing Dec-POMDP solvers. MC-JESP even outperforms
some solvers that rely on explicit models. Moreover, through the research conducted to solve
infinite-horizon Dec-POMDPs for RRC, we provide tools to generate a best-response POMDP for
a given agent knowing others’ fixed policies. This is an important foundation for our contributions
to HRC.

In HRC, we are interested in scenarios where a human and a robot need to coordinate their
behaviors to achieve a task. Indeed, only the robot can be controlled in this setting, while the
human may have uncertain objectives and behaviors. Nevertheless, the robot’s policy should be
robust to adapt to the uncertainties about the human partner. In this case, we cannot directly
solve a Dec-POMDP to derive each agent’s optimal policy as in an RRC problem because the
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computed robot policy is not robust, and the actual human may not behave according to the
computed policy. To derive robust robot policies, we analyze various mental models for the robot
to model its human partner. We choose to equip the robot with a second-order mental model
(2oMM) for modeling the human. Using a 2oMM means that the robot models the human as
reasoning about the robot’s possible behaviors, and to avoid the chicken-and-egg problem raised
by nested 2oMMs, the human is here assumed to have a SMM of himself and the robot, i.e., he
reasons as if controlling the robot. More specifically, we propose two novel algorithms as follows:

• We propose an offline algorithm consisting of two parts: 1. A method to overcome the
chicken-and-egg problem through a shared mental model (SMM) assumption of the consid-
ered human, which automatically generates a stochastic human FSC model that encodes
possible behaviors for each human objective provided in an initial distribution. The hu-
man’s action selection function is parameterized and tunable with a softmax temperature
to create more rational or erratic human behaviors. 2. A robust robot planning algorithm
that relies on a POMDP with uncertainties on the human’s objective and behavior. Based
on the best-response POMDP framework we built for RRC, we demonstrate how to build
this robot POMDP in the HRC setting given the HRC task model and a distribution over
human FSCs (each stochastic FSC is linked to a human objective). The robust robot policy
is derived by solving this robot POMDP. A preliminary version of this work has been pub-
lished in JFPDA [You et al., 2022], and an improved version with real human experiments
has been submitted and accepted in ICRA 2023.

• Based on the offline method, we propose a nested online algorithm for deriving robust robot
policies. We construct a robot POMDP generative model with an extended state space in
this online method. The human’s objective and actions are estimated inside the robot’s
extended generative model through a nested online planning. Based on POMCP, we then
provide an online planning algorithm (top-level) for the robot to plan its actions. Moreover,
compared with our offline approach, this online variation relaxes the requirement of explicit
models to black-box simulators.

Through experiments with synthetic and real humans, we show that our approaches are robust to
uncertain human objectives and induced behaviors. In our works, only a Dec-POMDP is required
to present the HRC task, and no prior knowledge of human behaviors is needed. We thus believe
that our contributions are generic to tackle different HRC problems.

Beyond the contributions listed above, I also cooperated with other authors and published
a review article regarding human-humanoid interaction and cooperation in the journal Current
Robotics Reports [Vianello et al., 2021].

7.2 Perspectives

At the end of this thesis, we take one step further to have a global view of perspectives for all of
our contributions.

In the thesis, we provide several algorithms for solving RRC and HRC problems, and var-
ious experiments, including evaluations with real human subjects, are conducted in simulated
environments to validate our approaches. In the future, we would like to apply our contribu-
tions to real-world scenarios with real robots. Various questions and directions could be further
investigated in this interesting but challenging topic, including:

• Different action durations: this thesis assumes that all agents have the same action duration
in RRC and HRC. This enables us to use standard POMDP or Dec-POMDP frameworks to
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model our problems. However, in real-world applications, actions may have different dura-
tions. In this direction, Omidshafiei et al. [2015] propose integrating semi-Markov models
and macro actions (solving a Dec-POSMDP). Another related direction is hierarchical
planning, where we decompose the task into sub-tasks.

• Large or continuous problems: in real applications, the state, action, and observation spaces
may be large or continuous. To our knowledge, continuous problems have been investigated
in the POMDP setting, e.g., through POMCPOW [Sunberg and Kochenderfer, 2018], which
extends POMCP to solve continuous problems. However, there is still a lack of work ad-
dressing such problems in multi-agent settings (Dec-POMDPs) or complex HRC tasks.

• Communication during execution: in this thesis, we do not have any assumption of commu-
nication between agents in RRC or HRC. In real scenarios, it may be useful and important
that agents can communicate with each other to exchange information in order to have bet-
ter collaborations. A generic approach is introducing generic communication actions whose
purpose is decided by the planning process, which may become expensive and degrade per-
formance if too many communications have been executed [Unhelkar et al., 2020]. Another
approach is to seek heuristics to decide when and what to communicate (e.g., detecting
situations that need disambiguation to avoid catastrophic decisions).

Second, various questions more specific to human-robot collaboration could be investigated:

• We would like to extend our work to settings with multiple humans and robots. Intu-
itively, considering multiple robots would mean solving a Dec-POMDP for these robots,
the humans being considered as part of the environment. Then, considering multiple hu-
mans would require a second-order mental model taking into account the whole group of
humans, unless they achieve independent tasks and can thus be considered separately.

• Also, our approach could be more human-aware. It could for example try to account for
human fatigue, for instance by letting the robot intervene more often (which maybe at
the expense of less human autonomy), and for human emotions, for instance by letting
the human be more autonomous and making sure that the human understands the robot’s
behavior. This last point would naturally lead to considering questions such as trust, ac-
ceptability, and explainability of the robot’s behavior.

Last but not least, we could improve our methods via a learning approach, e.g., if repeating
some tasks with the same human or different humans, we can gather data from interactions. The
collected human data can be used to learn human objective distribution, level of rationality, and
reward function or policy.
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Appendix

A.1 Notes about the Candidate POMDP Formalizations

We here look in more details at how, given the Dec-POMDP and FSCs for all agents but i, one
can derive a valid best-response POMDP from agent i’s point of view. First, note that, in the
POMDP formalization:

• we have no choice for the observation (oti) and for the action (ati), which are pre-requisites;

• the only choice that can be made is that of the variables put in the (extended) state eti;

• the transition, observation and reward functions are consequences of this choice.

Also, note that, in a POMDP formalization, the state and observation variables need be
distinguished. One cannot write that X is an observed state variable (contrary to the MOMDP
formalism). In the following, it is thus important to distinguish the different types of random
variables. In particular,

• Ot
i always denotes (of course) the observation variable, yet

• Õt
i denotes either an intermediate variable6 or a state variable (which, in both cases, is

strongly dependent on observation variable Oi
t since their values are always equal).

The main issue when designing our BR POMDP is to verify that the dependencies in the
transition, observation, and reward functions are the appropriate ones (see Fig. A.1 (top left)).
In the following paragraphs, we consider 3 choices for the extended state of the POMDP, check
whether they indeed induce valid POMDPs, and derive the induced transition, observation and
reward functions when appropriate.

et “ xst, nt‰iy ? To show that et “ xst, nt‰iy does not induce a proper POMDP, let us write
the transition function:

Tepet, ati, e
t`1q

def
“ Prpet`1|et, atiq

“ Prpst`1, nt`1
‰i |st, nt‰i, a

t
iq

“
ÿ

õt`1

Prpst`1, nt`1
‰i , õ

t`1|st, nt‰i, a
t
iq

6Such a variable does not usually appear in the POMDP formalism, but is required here to compute the
transition and observation functions based on the Dec-POMDP model and the FSCs.
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“
ÿ

õt`1

Prpnt`1
‰i |st, nt‰i, a

t
i, s

t`1, õt`1q ¨ Prpst`1, õt`1|st, nt‰i, a
t
iq

“
ÿ

õt`1

Prpnt`1
‰i |st, nt‰i, a

t
i, s

t`1, õt`1q ¨ Prpõt`1|st, nt‰i, a
t
i, s

t`1q ¨ Prpst`1|st, nt‰i, a
t
iq

“
ÿ

õt`1

˜

ź

j‰i

ηpntj , õ
t`1
j , nt`1

j q

¸

¨Opxψ‰ipn
t
‰iq, a

t
iy, s

t`1, õt`1q ¨ T pst, xψ‰ipn
t
‰iq, a

t
iy, s

t`1q,

where Õt`1 is a temporary variable, not a state or an observation variable. Here, as illustrated
by Fig. A.1 (top right), the issue is that the actual observation variable Ot`1

i is not independent
on Et given Et`1 and At.

et “ xst, nt‰i, õ
t
iy ? We correct the first attempt by adding a state variable Õt

i , thus defining
et “ xst, nt‰i, õ

t
iy, hence:

Tepet, ati, e
t`1q

def
“ Prpet`1|et, atiq

“ Prpst`1, nt`1
‰i , õ

t`1
i |st, nt‰i, õ

t
i, a

t
iq

“
ÿ

ot`1
‰i

Prpst`1, nt`1
‰i , o

t`1
i´1, õ

t
i|s

t, nt‰i, õ
t
i, a

t
iq

“
ÿ

ot`1
‰i

Prpnt`1
‰i |st, nt‰i, õ

t
i, a

t
i, s

t`1, ot`1q ¨ Prpst`1, ot`1
‰i , õ

t`1
i |st, nt‰i, õ

t
i, a

t
iq

“
ÿ

ot`1
‰i

Prpnt`1
‰i |st, nt‰i, õ

t
i, a

t
i, s

t`1, ot`1q

¨ Prpot`1
‰i , õ

t`1
i |st, nt‰i, õ

t
i, a

t
i, s

t`1q ¨ Prpst`1|st, nt‰i, õ
t
i, a

t
iq

“
ÿ

ot`1
‰i

´

ź

j‰i

ηpntj , o
t`1
j , nt`1

j q

¯

¨Opxψ‰ipn
t
‰iq, a

t
iy, s

t`1, ot`1q ¨ T pst, xψ‰ipn
t
‰iq, a

t
iy, s

t`1q.

The formula above does not raise the same issue as Õt
i is a state variable, and the observation

variable Ot
i now does not depend on the previous state given the new one and the action (cf.

Fig. A.1 (bottom right)). Also, we have the following observation function:

Oepati, e
t`1
i , ot`1

i q
def
“ Prpot`1

i |ati, e
t`1
i q

“ Prpot`1
i |ati, xs

t`1, nt`1
‰i , õ

t`1
i yq “ 1ot`1

i “õt`1
i
,

and the trivial reward function:

repet, atiq “ rpst, ati, ψ‰ipn
t
‰iqq.

et “ xst, nt´1
‰i , õ

t
‰iy ? In this work, we have also considered a third choice for the extended

state, defined as et “ xst, nt´1
‰i , õ

t
‰iy, where Õt

‰i is a state variable (not an observation variable)
corresponding to other agents’ observations at time t:

Tepet, ati, e
t`1q

def
“ Prpet`1|et, atiq
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“ Prpst`1, nt‰i, õ
t`1
‰i |st, nt´1

‰i , õ
t
‰i, a

t
iq

“ Prpõt`1
‰i |st`1, nt‰i, s

t, nt´1
‰i , õ

t
‰i, a

t
iq ¨ Prpst`1, nt‰i|s

t, nt´1
‰i , õ

t
‰i, a

t
iq

“ Prpõt`1
‰i |st`1, nt‰i, s

t, nt´1
‰i , õ

t
‰i, a

t
iq ¨ Prpst`1|nt‰i, s

t, nt´1
‰i , õ

t
‰i, a

t
iq

¨ Prpnt‰i|s
t, nt´1

‰i , õ
t
‰i, a

t
iq

“ Prpst`1|st, nt‰i, a
t
iq ¨ Prpnt‰i|n

t´1
‰i , õ

t
‰iq ¨ Prpõt`1

‰i |st`1, nt‰i, a
t
iq

“ Prpst`1|st, nt‰i, a
t
iq ¨ Prpnt‰i|n

t´1
‰i , õ

t
‰iq ¨

ÿ

õt`1
i

Prpõt`1
‰i , õ

t`1
i |st`1, nt‰i, a

t
iq

“ T pst, xψ‰ipn
t
‰iq, a

t
iy, s

t`1q ¨
ź

j‰i

ηpnt´1
j , otj , n

t
jq

¨
ÿ

õt`1
i

Opxψ‰ipn
t
‰iq, a

t
iy, s

t`1, xõt`1
‰i , õ

t`1
i yq.

The formula above does not raise issues. As illustrated by Fig. A.1 (bottom right), the actual
observation variable Ot`1

i is independent on Et given Et`1 and At. Also, we have the following
observation function:

Oepati, e
t`1
i , ot`1

i q
def
“ Prpot`1

i |ati, e
t`1
i q

“ Prpot`1
i |ati, xs

t`1, nt‰i, õ
t`1
‰i yq

“
Prpõt`1

‰i , o
t`1
i , st`1, nt‰i, a

t
iq

Prpõt`1
‰i , s

t`1, nt‰i, a
t
iq

“
Prpõt`1

‰i , o
t`1
i |st`1, nt‰i, a

t
iq

ř

ot`1
i

Prpõt`1
‰i , o

t`1
i |st`1nt‰i, a

t
iq

“
Opxψ‰ipn

t
‰iq, a

t
iy, s

t`1, xõt`1
‰i , o

t`1
i yq

ř

õt`1
i

Opxψ‰ipnt‰iq, a
t
iy, s

t`1, xõt`1
‰i , õ

t`1
i yq

.

We can see that the denominator is identical to the last part of the transition function. In
practice, when computing transition probabilities, we will store the values for

ÿ

õt`1
i

Opxψ‰ipn
t
‰iq, a

t
iy, s

t`1, xõt`1
‰i , õ

t`1
i yq

so as to reuse them when computing the observation function. In the end, the reward function
is obtained with:

repet, atiq “ rpxst, nt´1
‰i , õ

t
‰iy, a

t
iq

“
ÿ

nt
‰i

Prpnt‰i|n
t´1
‰i , õ

t
‰iq ¨ rpst, nt´1

‰i , a
t
iq

“
ÿ

nt
‰i

´

ź

j‰i

ηpnt´1
j , õtj , n

t
jq

¯

¨ rpst, xψ‰ipn
t
‰iq, a

t
iyq.

Different formalizations lead to different state spaces with different sizes, so that the time and
space complexities of the generation of this best-response POMDP or of its solving will depend
on the choice of formalization. Which choice is best shall depend on the Dec-POMDP at hand,
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Figure A.1: (top left) Standard POMDP dependencies, including intermediate variables used
to compute the transition function (only); and candidate Best-Response POMDP formaliza-
tions with: (top right) eti

def
“ xst, nt‰iy, (bottom left) eti

def
“ xst, nt‰i, o

t
iy, and (bottom right)

eti
def
“ xst, nt´1

‰i , o
t
‰iy.

and possibly on the current FSCs. We have opted for the simplest of the two formalizations
presented above (which we call the “MOMDP formalization” because one state variable is fully
observed), but observed little differences in practice in our experiments.
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Résumé étendu

1 Introduction

Les robots collaboratifs sont largement utilisés dans la société moderne dans divers domaines.
Par exemple, les robots peuvent travailler comme pulvérisateurs pour aider les agriculteurs à
se débarrasser des insectes nuisibles [Berenstein and Edan, 2012], fournir des services dans les
hôpitaux et les aéroports [Tapus et al., 2007, Triebel et al., 2016], soulever des objets lourds ou ef-
fectuer des manipulations d’objets de haute précision dans l’industrie [Vysocky and Novak, 2016].
Nous pouvons classer les contextes d’application des robots collaboratifs en deux catégories :

• collaboration robot-robot (RRC) : plusieurs robots travaillent ensemble pour réaliser une
tâche ou un objectif spécifique en collaboration ;

• collaboration homme-robot (HRC) : des humains et des robots travaillent ensemble de
manière coopérative ; généralement, un but est spécifié par les utilisateurs humains ou lié
aux objectifs des utilisateurs humains.

Cette thèse est financée par le projet ANR Flying Co-Worker, dont le but à long-terme est
de proposer un robot manipulateur aérien capable d’aider un travailleur humain à réaliser des
tâches complexes. Dans cette thèse, nous nous intéressons à la manière de concevoir le système
de prise de décision d’un robot de ce type dans un contexte général, aussi bien dans le cadre de
collaborations robot-robot que de collaborations homme-robot. En d’autres termes, nous étudions
comment le robot doit décider de ses actions afin d’accomplir une tâche collaborative, que les
partenaires soient d’autres robots ou des humains. Nous nous plaçons plus particulièrement
dans le cadre de problèmes collaboratifs de prise de décision séquentielle, car (1) les tâches
de collaboration nécessitent plusieurs étapes pour être accomplies, et car (2) nous cherchons des
politiques permettant de maximiser la performance globale de l’équipe. L’objectif est de calculer,
pour chaque agent, une politique indiquant les actions qu’il doit effectuer pour chaque situation
qu’il est amené à rencontrer.

De plus, on peut décomposer le processus de décision de manière hiérarchique en décisions bas-
niveau et décisions haut-niveau [Cacace et al., 2015]. Dans le cadre de la robotique, les décisions
bas-niveau correspondent au contrôle de bas niveau, c’est-à-dire aux commandes motrices, et les
décisions haut-niveau correspondent à la planification des tâches, c’est-à-dire au choix d’actions
à grosse granularité qui déclencheront des appels aux contrôleurs bas-niveau en charge de réaliser
l’action (comme se déplacer vers un lieu ou réparer un dispositif). Notre thèse se concentre sur
la prise de décision haut-niveau (donc la planification des tâches) pour la robotique à la fois en
RRC et en HRC.

Cette thèse utilise des modèles de prise de décision markoviens pour formaliser de tels pro-
blèmes de décision et calculer les stratégies des robots collaboratifs. Cependant, les questions
de recherche posées en RRC et HRC sont différentes en raison de leurs caractéristiques propres.
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Dans une tâche de collaboration robot-robot (RRC), l’ensemble des robots constitue un système
multi-agent (MAS) : ils doivent travaillent ensemble pour atteindre un objectif commun. Il s’agit
alors d’attribuer des politiques individuelles à chacun des robots du système pour qu’ils sachent
ensuite comment se comporter dans leur environnement. Ainsi, nous étudions comment conce-
voir des algorithmes qui calculent des politiques optimales pour chaque agent afin de maximiser
la performance globale lors de l’exécution décentralisée de ces politiques. D’autre part, dans
une tâche de collaboration homme-robot, seuls les robots peuvent être contrôlés, mais pas les
hommes. Par conséquent, le défi consiste à concevoir un système de prise de décision uniquement
pour le robot pour qu’il soit capable de réaliser la tâche collaborative, tout en étant incertain
quant aux comportements de l’utilisateur humain ou à ses objectifs.

La table 1 donne une vue synthétique des contributions que nous résumons ci-après. Pour
la collaboration robot-robot, cette thèse fournit de nouvelles techniques pour résoudre les pro-
blèmes de décision multi-agents dans lesquels les agents n’ont que des observations partielles de
l’environnement (Dec-POMDP). Plus spécifiquement, en s’inspirant de JESP [Nair et al., 2003],
nous cherchons des solutions à l’équilibre de Nash en optimisant itérativement la politique de
chaque agent jusqu’à ce qu’aucune amélioration ne puisse être apportée. De plus, JESP pos-
sède un inconvénient majeur : il ne peut résoudre que des problèmes à horizon fini car il utilise
des politiques représentées par des arbres sur l’historique des actions-observations passées. Dans
cette thèse, pour contourner ce problème, nous utilisons des contrôleurs à états finis pour repré-
senter chaque politique, et proposons deux nouveaux algorithmes (Inf-JESP et MC-JESP) pour
résoudre les problèmes à horizon infini. Ces deux algorithmes originaux diffèrent en ce que l’un
utilise un modèle explicite tandis que l’autre utilise un modèle génératif (un simulateur de type
boîte noire qui permet de modéliser de grands problèmes). Nous démontrons expérimentalement
la validité de nos approches sur des problèmes de référence.

Pour la collaboration homme-robot, nous nous concentrons sur la prise de décision du robot
et cherchons à calculer les politiques du robot robustes à des objectifs et comportements humains
incertains. Contrairement à d’autres approches [Nikolaidis et al., 2017, Chen et al., 2018], qui
nécessitent les connaissances d’experts ou des données collectées pour fournir un modèle humain
sur lequel bâtir la stratégie du robot collaboratif, nous fournissons une approche capable de
générer, automatiquement et en s’appuyant sur des modèles de prise de décision de Markov, un
modèle de comportement humain incertain (une politique) pour chaque objectif humain possible
et qui tienne compte du comportement possible du robot. Ensuite, pour dériver des politiques
robustes pour le robot, nous formalisons le problème de prise de décision du robot (sous la forme
d’un POMDP) en considérant que ce robot fait face à ces comportements humains incertains
générés à l’étape précédente. Nous distinguons deux variantes de cette méthode de génération
de stratégie robuste. Le premier algorithme est basé sur la connaissance explicite du modèle
de la tâche de collaboration et sur le calcul d’une politique robuste du robot en estimant les
comportements humains possibles. Cette méthode fonctionne hors ligne, nous calculons donc
d’abord une politique de robot robuste et l’assignons au robot avant l’exécution réelle. Le second
algorithme fonctionne en ligne, et un simple simulateur de type boîte noire est suffisant. À chaque
pas de temps, le robot simule les évolutions possibles de la situation en considérant ce simulateur
du monde et le comportement de l’agent, puis décide de son action à partir de ces simulations.
Pour évaluer nos méthodes, un scénario de résolution d’une tâche collaborative a été conçu pour
mener des expériences et présenter des résultats qualitatifs et quantitatifs.
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Table 1 : Relations des différentes contributions

Task Type RRC HRC

Explicit Model Inf-JESP Robust Robot Planning - Offline
Generative Model MC-JESP Robust Robot Planning - Online

Research Interest Optimality Robustness

2 Contexte - Modèles de prise de décision markoviens

Cette thèse s’appuie principalement sur des modèles de prise de décision markoviens (POMDP et
Dec-POMDP) pour dériver des politiques, grâce auxquelles l’agent prendra des décisions à partir
d’observations provenant de l’état de l’environnement. Dans de tels modèles, la dynamique de
l’environnement est modélisée par une fonction de transition probabiliste et une fonction d’obser-
vation probabiliste. La fonction de récompense définit l’objectif des agents, qui doivent maximiser
l’espérance de la récompense cumulée pendant l’exécution de la tâche. La caractéristique clé des
modèles de prise de décision markoviens, appelée Propriété de Markov, est que la distribution de
probabilité sur l’état suivant ne dépend que de l’état actuel à l’instant t et des actions entreprises
par les agents au même instant, et non de l’historique.

2.1 Processus de décision markoviens partiellement observables

Dans certains cas, l’information complète sur l’environnement n’est pas directement accessible,
et l’agent ne dispose que d’une information partielle sur l’état courant [Åström, 1965]. Le mo-
dèle POMDP (Partially Observable Markov Decision Process) est conçu pour formaliser de tels
problèmes de décision. Un POMDP est défini par un tuple xS,A,Ω, T,O, r, b0y où :

• S est un ensemble fini d’états ;

• A est un ensemble fini d’actions ;

• T : SˆAˆS Ñ R désigne la fonction de transition ; T ps, a, s1q est la probabilité de transiter
vers l’état suivant s1 à partir de l’état s si l’action conjointe a est exécutée ;

• r : S ˆA Ñ R est la fonction de récompense ; rps, aq donne la récompense immédiate pour
l’exécution de l’action a dans l’état s ;

• Ω est un ensemble fini d’observation ;

• Opo, a, s1q “ Prpo|s1, aq est la fonction d’observation ; elle indique la probabilité de recevoir
une observation o étant donné le prochain état s1 atteint en effectuant l’action a ;

• b0 est une distribution initiale sur les états.

À chaque pas de temps t, l’exécution d’une action a dans l’état s induit une récompense rps, aq

et conduit à l’état s1 avec une probabilité T ps, a, s1q. L’agent reçoit ensuite une observation o qui
contient une information partielle ou bruitée sur l’état du système.

Dans les POMDP, puisque l’état réel n’est plus accessible par l’agent, toute l’information
dont dispose l’agent au moment de l’exécution est l’historique action-observation (AOH), et
ses décisions dépendront donc de cet historique. Un POMDP définit un problème consistant à
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trouver une politique, c’est-à-dire une fonction de l’historique vers les actions, dont l’exécution
maximise l’espérance des récompenses cumulées.

Cependant, dans les problèmes de prise de décision à long terme, le stockage de ces historiques
est coûteux. Par conséquent, une autre approche classique consiste à utiliser une distribution de
probabilité sur les états possibles, appelée état de croyance (ou croyance) b, pour condenser
l’information sur l’état actuel du système. De plus, l’agent doit mettre à jour sa croyance après
l’exécution d’une action a et la réception d’une observation o. Ce processus de mise à jour de la
croyance est détaillé comme suit, où ba,o est une nouvelle croyance et ba,ops1q est la probabilité
d’être dans l’état s1 dans cet état de croyance :

ba,o
`

s1
˘

“ Pr
`

s1|o, a, b
˘

“
Prps1, o, a, bq

Prpo, a, bq
, (1)

“
Pr po|s1, a, bqPr ps1|a, bqPrpa, bq

ř

s1

ř

s Prpo, s, s1, a, bq
, (2)

“
Pr po|s1, aq

ř

s Pr ps1|a, b, sqPrps|a, bq
ř

s1 Pr po|s1, aq
ř

s Pr ps1|a, b, sqPrps|a, bq
, (3)

“
O ps1, a, oq

ř

s T ps, a, s1q bpsq
ř

s1 O ps1, a, oq
ř

s T ps, a, s1q bpsq
. (4)

La fonction de valeur optimale d’un POMDP est définie par l’équation d’optimalité de Bellman :

V ˚pbq “ max
aPA

«

rpb, aq ` γ
ÿ

oPΩ

Prpo|b, aqV ˚pb1q

ff

(5)

et une politique optimale est obtenue comme suit :

π˚pbq “ argmax
aPA

«

rpb, aq ` γ
ÿ

oPΩ

Prpo|b, aqV ˚pb1q

ff

, (6)

où la fonction rpb, aq spécifie l’espérance de récompense immédiate reçue lorsque l’action a est
exécutée dans l’état de croyance b :

rpb, aq “
ÿ

sPS
bpsqrps, aq,

et la fonction Prpo|b, aq est la probabilité de recevoir une observation o après avoir exécuté
l’action a dans l’état de croyance b :

Prpo|b, aq “
ÿ

s1PS
O

`

s1, a, o
˘

ÿ

sPS
T

`

s, a, s1
˘

bpsq.

Les solveurs POMDP les plus récents sont des algorithmes à base de points, notamment PBVI
[Pineau et al., 2003], HSVI [Smith and Simmons, 2004] et SARSOP [Kurniawati et al., 2008] ;
et les méthodes fondées sur l’échantillonnage, telles que POMCP [Silver and Veness, 2010] et
DESPOT [Somani et al., 2013]. Ces deux types de méthodes peuvent résoudre des problèmes
POMDP complexes comportant des milliers d’états. Dans cette thèse, SARSOP et POMCP sont
utilisés comme outils pour dériver efficacement des politiques POMDP.
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2.2 Processus de décision markoviens décentralisés partiellement observables

Le formalisme Dec-POMDP est une extension du formalisme POMDP où plusieurs agents inter-
agissent dans le même environnement et partagent la même fonction de récompense. Par rapport
à un POMDP, un Dec-POMDP présente les caractéristiques suivantes :

• l’action (jointe) est décomposée en une action par agent,

• l’observation (jointe) est décomposée en une observation par agent, et

• la politique (jointe) est décomposée en des politiques individuelles séparables, une par
agent.

Un Dec-POMDP avec |I| agents est représenté comme un tupleM ” xI,S,A,Ω, T,O,R, b0, H, γy

[Bernstein et al., 2002], où :

• I “ t1, . . . , |I|u est un ensemble fini d’agents ;

• S est un ensemble fini d’états ;

• Ai est l’ensemble fini des actions de l’agent i ; A “
Ś

iAi est l’ensemble fini des actions
conjointes ;

• Ωi est l’ensemble fini des observations de l’agent i ; Ω “
Ś

iΩ
i est l’ensemble fini des

observations conjointes ;

• T : SˆAˆS Ñ R désigne la fonction de transition ; T ps, a, s1q est la probabilité de transiter
vers l’état suivant s1 à partir de l’état s si l’action conjointe a est exécutée ;

• O : A ˆ S ˆ Ω Ñ R est la fonction d’observation ; Opa, s1, oq est la probabilité d’observer o
si l’action conjointe a est effectuée et l’état résultant est s1 ;

• R : S ˆ A Ñ R est la fonction de récompense ; Rps, aq donne la récompense immédiate
pour l’exécution de l’action commune a dans l’état s ;

• b0 est la distribution de probabilité initiale sur les états ;

• H P N Y t8u est l’ horizon de temps (éventuellement infini) ;

• γ P r0, 1q est le facteur d’actualisation, lequel définit l’escompte appliqué aux récompenses
futures.

Chaque agent i peut être équipé d’une politique πi qui fait correspondre ses historiques
d’observation et d’action possibles à des actions. L’objectif est alors de trouver une politique
jointe π “ xπ1, . . . , π|S|y qui maximise un critère de performance correspondant à la somme
décomptée des récompenses :

V π
Hpb0q

def
“ E

«

H´1
ÿ

t“0

γtrpSt, Atq | S0 „ b0, π

ff

.
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3 Travaux connexes

3.1 Prise de décision pour la collaboration robot-robot

L’un des principaux intérêts de cette thèse est la prise de décision multi-agent dans le contexte
de la collaboration robot-robot. Nous utilisons le cadre Dec-POMDP pour modéliser les pro-
blèmes de collaboration robot-robot dans cette thèse car il s’agit du cadre, parmi les modèles de
décision markoviens, où plusieurs agents optimisent un critère de performance partagé sous des
incertitudes dues à la dynamique de l’environnement et aux observations partielles et bruitées
des agents. Cependant, la résolution d’un Dec-POMDP est difficile. Même pour un Dec-POMDP
à horizon fini, il a été prouvé que le processus de résolution est NEXP dans le pire des cas [Bern-
stein et al., 2002] et la résolution d’un Dec-POMDP à horizon infini est indécidable [Oliehoek and
Amato, 2016, Madani et al., 2003]. Une différence essentielle par rapport aux POMDP est que
l’utilité de la politique d’un agent n’est pas seulement liée à la dynamique de l’environnement,
mais dépend également des interactions avec les autres agents et de leurs politiques. Dans cette
thèse, nous classons les solveurs Dec-POMDP représentatifs comme suit :

• les algorithmes qui optimisent les politiques de tous les agents simultanément, incluant
MAA* [Szer et al., 2005], FB-HSVI [Dibangoye et al., 2016], et PBVI-BB [MacDermed
and Isbell, 2013]. MAA* cherche une solution optimale pour les Dec-POMDP à horizon
fini en utilisant un schéma A* standard. FB-HSVI et PBVI-BB transforment un Dec-
POMDP en un (PO)MDP et le résolvent avec les techniques POMDP. FB-HSVI et PBVI-
BB peuvent tous deux être utilisés pour les Dec-POMDP à horizon infini, et FB-HSVI
donne des solutions dont l’erreur est bornée à ϵ près en approchant l’horizon infini à l’aide
d’horizons finis. oSARSA [Dibangoye and Buffet, 2018] étend l’algorithme FB-HSVI au
cadre des modèles génératifs où un Dec-POMDP explicite n’est pas disponible. Cependant,
toutes ces méthodes doivent faire face à un problème d’explosion combinatoire lorsqu’elles
sont confrontées à de grands problèmes.

• les algorithmes qui alternent entre les agents, incluant JESP [Nair et al., 2003] et Dec-BPI
[Bernstein et al., 2005]. Ces algorithmes évitent cette explosion combinatoire en optimisant
itérativement la politique de chaque agent en considérant que les politiques des autres
sont fixées. Mais l’inconvénient associé est que ces méthodes ne peuvent trouver que des
équilibres de Nash au mieux. Dans cette catégorie, JESP est limité aux horizons finis,
et Dec-BPI peut être utilisé pour les Dec-POMDP à horizon infini avec n’importe quelle
distribution sur les états de départ.

• les algorithmes fondés sur des techniques de type Expectation-Maximisation (EM) et qui
transforment le problème de planification Dec-POMDP en un problème d’inférence proba-
biliste [Kumar and Zilberstein, 2010, Kumar et al., 2011, Pajarinen and Peltonen, 2011].
La politique de chaque agent est représentée par un FSC, et ses paramètres sont optimisés
à l’aide de l’algorithme EM. Les méthodes basées sur EM peuvent être utilisées pour des
Dec-POMDP à horizon infini, et une adaptation des approches de type Monte-Carlo étend
leur utilisation à des modèles génératifs. Cependant, les méthodes EM ne garantissent que
la convergence vers des optima locaux ou, pire encore, vers des points selle.

À notre connaissance, le schéma JESP n’a été introduit ni dans un cadre à horizon infini ni dans
un cadre basé sur un simulateur. Par conséquent, dans cette thèse, deux de nos principales contri-
butions (voir chapitre 4) consistent à : 1. proposer un premier algorithme qui étend l’approche
JESP au cadre de l’horizon infini appelé Inf-JESP ; 2. proposer une extension de Inf-JESP qui
fonctionne avec des modèles génératifs (MC-JESP).
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3.2 Prise de décision pour la collaboration homme-robot

Dans le contexte de la collaboration homme-robot (HRC), contrairement à la collaboration robot-
robot, le cadre Dec-POMDP ne peut pas être utilisé directement car le partenaire humain peut
se comporter différemment des politiques Dec-POMDP calculées, et ce pour plusieurs raisons :

• les politiques calculées sont trop complexes pour que l’humain puisse les apprendre ;

• l’humain veut conserver son autonomie et ne veut pas suivre aveuglément une politique
pré-calculée.

De plus, contrairement à un Dec-POMDP, où tous les agents optimisent une fonction objec-
tif partagée, les objectifs réels des humains dans une tâche HRC peuvent être cachés aux ro-
bots. En raison de ces facteurs, dans une tâche HRC, le robot doit tenir compte de l’incerti-
tude sur les objectifs et les comportements humains. Dans cette thèse, inspiré par le travail de
Tabrez et al. [2020], nous nous fondons sur le concept de modèle mental et sur les catégories qu’il
décrit. Théoriquement, en HRC, un robot pourrait posséder un modèle mental d’un humain (qui
peut différer des comportements humains réels) parmi l’un des types suivants :

• Modèle mental de premier ordre (1oMM) : le robot considère que l’humain se comporte de
manière indépendante et ne tient pas compte des actions possibles du robot ;

• modèle mental de second ordre (2oMM) : le robot considère que l’humain tient compte du
robot, ce qui induit une forme de modélisation récursive jusqu’à une certaine profondeur ;

• Modèle mental partagé (SMM) : un SMM suppose que tous les agents de l’équipe ont des
attentes communes et raisonnent donc de la même manière, ce qui assure une coordination
optimale.

Bien entendu, cette catégorisation s’applique symétriquement à la façon dont l’humain modélise
le robot. Nous nous concentrons ici sur les problèmes de dynamique stochastique et d’observabilité
partielle, ce qui nous amène à considérer des modèles de décision markoviens. Dans ce contexte, un
1oMM correspond typiquement à un POMDP où l’objectif est de trouver la politique d’un agent
d’intérêt, tandis que la politique (connue a priori) de l’autre agent fait partie de la dynamique du
système. Par exemple, un “POMDP robot” supposant un comportement humain connu est résolu
dans [Unhelkar et al., 2020, Nikolaidis et al., 2017, Chen et al., 2018, 2020]. Les SMM peuvent être
formalisés comme des POMDP décentralisés (Dec-POMDP), typiquement utilisés pour optimiser
la politique jointe d’une équipe d’agents (avec une fonction de récompense commune). CIRL
[Hadfield-Menell et al., 2016] peut être considéré comme un cas particulier où l’humain a une
observabilité totale et où le robot n’a qu’une fonction de récompense. L’observabilité de l’état du
monde est complète et la seule variable cachée du robot correspond à l’objectif réel de l’homme
(sa fonction de récompense), ce qui permet d’utiliser techniques de résolution dédiées proches
de la résolution d’un POMDP. Pour leur part, les 2oMM peuvent être formalisés en tant que
POMDP interactifs (I-POMDP) [Doshi and Gmytrasiewicz, 2005], où les agents se modélisent
les uns les autres de manière imbriquée.

Les 1oMM échoueront dans de nombreuses tâches nécessitant un comportement collaboratif
explicite de la part de l’humain, et l’hypothèse principale des SMM est généralement trop forte
lorsque des robots et des humains collaborent ensemble. Nous proposons donc d’équiper le robot
d’un 2oMM de l’humain. Notre approche de la planification robuste des robots pourrait être
formalisée comme un I-POMDP, ce que nous évitons principalement pour simplifier les notations.
Cependant, l’utilisation d’un 2oMM doit faire face au paradoxe de l’œuf et de la poule car dériver
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le comportement humain requis implique de raisonner sur le comportement du robot que nous
essayons de dériver en premier lieu. Ceci est vrai par exemple dans le cas 1. de politiques écrites
manuellement et devant décrire le comportement humain [Unhelkar et al., 2020, Nikolaidis et al.,
2017], pour lesquelles le concepteur doit raisonner sur le comportement du robot et les réactions
de l’humain ; 2. de politiques humaines ou de récompenses humaines apprises (par IRL par
exemple) [Russell, 1998, Ng and Russell, 2000], qui nécessitent un robot collaboratif en premier
lieu pour démontrer un comportement collaboratif ; ou 3. de politiques humaines planifiées qui
nécessitent de disposer d’un modèle de l’environnement incluant le comportement du robot.

Dans cette thèse, nous générons des comportements humains plausibles qui serviront de
modèle mental du robot à travers la planification, et abordons le problème de la poule et de
l’œuf en se demandant quel serait le comportement de l’humain s’il pouvait aussi contrôler le
robot et en supposant ainsi temporairement que l’humain et le robot partagent leurs observations,
ce qui revient, pour le robot, à considérer que l’humain adopte un SMM particulier.

4 Contributions

4.1 Recherche d’un équilibre de Nash dans un problème multi-agent à hori-
zon infini

Dans cette thèse, nous modélisons les tâches RRC comme des Dec-POMDP, et nous nous sommes
intéressés à la recherche d’une solution correspondant à un équilibre de Nash pour lequel la
politique de chaque agent constitue la meilleure réponse aux politiques des autres agents. A cette
fin, nous proposons de résoudre les Dec-POMDP par une approche JESP (Joint Equilibrium-
Based Search for Policies) [Nair et al., 2003], laquelle recherche des solutions en équilibre de Nash
en optimisant itérativement la politique de chaque agent tout en fixant les politiques des autres
agents, et ce, jusqu’à convergence. Cependant, JESP présente deux faiblesses :

1. dans JESP, les politiques sont représentées par des arbres ; par conséquent, cet algorithme
ne traite que les Dec-POMDP à horizon fini ;

2. les solutions d’équilibre de Nash obtenues par JESP sont des optima locaux mais pas
globaux.

Cette thèse propose deux nouveaux algorithmes qui répondent au premier inconvénient de JESP
en l’étendant au cadre de l’horizon infini. Pour ce faire, nos méthodes ne s’appuient pas sur
des arbres de politique mais sur des contrôleurs à états finis (FSC), lesquels représentent des
politiques à horizon infini, et nous essayons de contrôler leur taille.

Notre premier algorithme, appelé Infinite-Horizon JESP (Inf-JESP), résout les Dec-POMDP
avec un modèle explicite du Dec-POMDP correspondant au problème collaboratif à résoudre.
L’algorithme principal de Inf-JESP optimise de manière itérative la politique d’un agent repré-
sentée sous la forme d’un FSC tout en fixant les FSC des autres agents jusqu’à ce qu’aucune
amélioration ne soit possible. Plus précisément, à chaque itération, nous combinons les poli-
tiques FSC des autres agents avec un Dec-POMDP pour générer un POMDP avec un espace
d’état étendu. Chaque état étendu et P E contient ainsi :

• st, l’état actuel du Dec-POMDP représentant le problème collaboratif à résoudre ;

• nt‰i ” xnt1, . . . , n
t
i´1, n

t
i`1, . . . , n

t
ny, les nœuds internes des automates des |I| ´ 1 autres

agents (agents ‰ i) à l’instant t, et ;
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• oti, l’observation actuelle de l’agent i.

Nous avons donc E def
“ S ˆ N‰i ˆ Ωi. Étant donné une action ati, l’état de ce POMDP et ”

xst, nt‰i, o
t
iy évolue selon les étapes suivantes :

1. chaque agent j ‰ i choisit son action aj en fonction de son automate et de son nœud
interne actuel ;

2. st évolue vers st`1 selon T et l’action jointe sélectionnée par les agents at ” xati, a
t
‰iy ; et

3. les nœuds internes des automates des agents j (i inclus) évoluent simultanément selon les
observations ot`1

j reçues, inférées à partir de st`1 et de l’action jointe at ; ces observations
peuvent ne pas être indépendantes les unes des autres, de telle sorte que les automates
peuvent évoluer de manière dépendante les uns des autres.

Le choix de et comme état étendu fait que ce système correspond effectivement à un POMDP
du fait des propriétés suivantes :

• cela induit un processus décisionnel de Markov contrôlé par l’action de l’agent i (cf. la
dynamique ci-dessous) ;

• l’observation oti ne dépend que de ati et de et`1 ; et

• la fonction de récompense ne dépend que de et et de ati.

En effet, dériver les fonctions de transition, d’observation et de récompenses de ce POMDP
conduit à :

Tepet, ati, e
t`1q “ Prpet`1|et, atiq

“
ÿ

ot`1
‰i

T pst, xψ‰ipn
t
‰iq, a

t
iy, s

t`1q ¨ η‰ipn
t
‰i, o

t`1
‰i , n

t`1
‰i q

¨Opst`1, xψ‰ipn
t
‰iq, a

t
iy, xo

t`1
‰i , o

t`1
i yq,

Oepati, e
t`1
i , ot`1

i q “ Prpot`1
i |ati, e

t`1
i q

“ Prpot`1
i |ati, xs

t`1, nt`1
‰i , õ

t`1
i yq

“ 1ot`1
i “õt`1

i
,

repet, atiq “ rpst, ati, ψ‰ipn
t
‰iqq,

où η‰ipn
t
‰i, o

t`1
‰i , n

t`1
‰i q “

ś

j‰i ηpntj , õ
t`1
j , nt`1

j q and ψ‰ipn
t
‰iq “ at‰i. Ensuite, pour tirer parti des

solveurs POMDP modernes à base de points, nous proposons un algorithme (voir algorithme 7)
pour générer l’automate à états fini d’un agent à partir d’un ensemble d’α-vecteurs. De plus, des
méthodes d’initialisation heuristiques sont également fournies pour donner de bonnes politiques
de départ.

4.2 Planification robuste des robots pour la collaboration homme-robot

Cette thèse aborde le problème de l’incertitude sur les objectifs humains et les comportements
induits dans la collaboration homme-robot en observabilité partielle. La contribution peut être
principalement divisée en trois parties :
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• Nous discutons des avantages et des inconvénients des différents modèles mentaux dans les
applications de collaboration homme-robot. Dans cette thèse, nous choisissons d’équiper le
robot d’un modèle mental du second ordre (2oMM) pour modéliser le partenaire humain.
Nous discutons du paradoxe de la poule et de l’œuf soulevé par l’utilisation de 2oMM
imbriqués et fournissons deux méthodes pour surmonter cet obstacle. La première méthode
génère automatiquement un FSC humain, en agrégeant plusieurs comportements possibles
pour un objectif humain donné (voir algorithme 14). La deuxième méthode fournit, en
ligne, une distribution de probabilité des actions humaines étant donné un objectif humain
à partir d’un planificateur fondé sur des techniques d’échantillonnage (voir algorithme 16).
Pour ces deux méthodes, les paramètres peuvent être réglés pour ajuster la diversité des
comportements humains générés par une fonction softmax ;

• Nous proposons un algorithme de planification de robot robuste hors ligne dans la sec-
tion 6.1.2, lequel repose sur un modèle POMDP explicite avec des incertitudes sur l’ob-
jectif et le comportement de l’humain. Nous détaillons formellement comment construire
ce POMDP, centré sur le point de vue du robot, à partir des modèles de tâches (Dec-
POMDP) et d’une distribution sur les politiques stochastiques humaines (FSCs), une par
objectif possible. Une politique d’un robot robuste est ensuite obtenue hors ligne en résol-
vant ce POMDP ;

• Nous proposons également un algorithme de planification en ligne de robot robuste pour
les tâches HRC (voir algorithme 17). Par rapport à la méthode hors ligne qui repose sur
un POMDP explicite, notre approche en ligne ne nécessite qu’un modèle génératif et peut
donc s’adapter à des problèmes de grande taille. Nous détaillons le processus de construction
d’un modèle génératif POMDP valide pour le robot avec un espace d’état étendu qui inclut
l’état interne de l’humain. Nous fournissons également un algorithme de planification de
robot en ligne basé sur POMCP. En utilisant ce modèle génératif POMDP, le robot planifie
ses actions à chaque pas de temps en estimant, en ligne, l’objectif réel de l’humain et ses
actions futures possibles.

Grâce à des expériences menées avec des humains synthétiques et réels, nous démontrons
que nos approches sont robustes aux comportements humains incertains avec différents objectifs.
Nous pensons que ce travail est important pour les contextes de collaboration où le robot et
l’humain doivent raisonner sur leurs actions possibles mutuelles, et où la prise en compte de
politiques humaines myopes ou déterministes est insuffisante pour générer des politiques robustes
pour le robot. De plus, notre approche ne nécessite qu’un Dec-POMDP décrivant la tâche de
collaboration homme-robot, sans avoir besoin d’un comportement humain préalable. Cela rend
notre méthode générique pour aborder divers problèmes de collaboration homme-robot.

5 Conclusion

Dans cette thèse, nous étudions les questions de prise de décision des robots dans deux domaines
de recherche, la collaboration robot-robot (RRC) et la collaboration homme-robot (HRC).

Dans la RRC, plusieurs robots sont censés travailler en collaboration pour réaliser une tâche.
Plus précisément, cette thèse se concentre sur les problèmes de RRC où chaque robot ne dispose
que d’observations partielles dans un environnement incertain. En s’appuyant sur les modèles
de prise de décision markoviens, nous utilisons le cadre Dec-POMDP pour modéliser de tels
problèmes RRC et proposons deux nouveaux algorithmes (Inf-JESP et MC-JESP) pour résoudre
les Dec-POMDP. Nous observons, à travers des expériences avec des problèmes de référence de
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l’état de l’art, que Inf-JESP et MC-JESP sont compétitifs par rapport aux solveurs Dec-POMDP
existants. MC-JESP surpasse même certains solveurs qui reposent sur des modèles explicites. De
plus, grâce à ces recherches menées pour résoudre les Dec-POMDP à horizon infini pour RRC,
nous fournissons des outils pour générer un POMDP à partir duquel construire la meilleure
réponse d’un agent donné aux politiques supposées fixes et connues des autres agents. Ceci
constitue une base importante pour nos contributions en HRC.

Dans le cadre de la HRC, nous nous intéressons aux scénarios où un humain et un robot
doivent coordonner leurs comportements pour réaliser une tâche. Dans ce contexte, désormais,
seul un agent, le robot, peut être contrôlé, tandis que l’humain peut avoir des objectifs et des
comportements incertains. Dans ce cas, nous proposons deux nouveaux algorithmes pour dériver
des politiques robustes pour les robots en raisonnant uniquement sur le descriptif de la tâche
collaborative et sans nécessiter d’information préalable sur le comportement de l’humain. Nous
montrons que nos approches sont robustes à des objectifs humains incertains et des compor-
tements induits par ces objectifs. Nous avons observé expérimentalement que cette approche
fournit aussi des décisions adaptées lorsque le robot doit interagir, en simulation, avec des sujets
humains.

Dans le futur, nous aimerions étendre ces travaux dans différentes dimensions entre autres en
abordant des problèmes continus et en considérant explicitement les durées des actions, ce qui
permettrait d’appliquer nos contributions à des scénarios réels impliquant de vrais robots.
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