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Résumé

La prolifération des médias sociaux, malgré ses nombreux avantages, a entraîné une
augmentation des propos injurieux. Ces propos, qui sont généralement blessants, toxiques
ou empreints de préjugés à l’encontre d’individus ou de groupes, doivent être détectés et
modérés rapidement par les plateformes en ligne. Les modèles d’apprentissage profond
pour la détection de propos abusifs ont montré des niveaux de performance élevé quand ils
sont évalués sur des données similaires à celles qui ont servi à entraîner les modèles, mais
sont nettement moins performants s’ils sont évalués sur des données dont la distribution
est différente. En outre, ils nécessitent une quantité considérable de données étiquetées
coûteuses pour l’apprentissage. C’est pour cela qu’il est intéressant d’étudier le transfert
efficace de connaissances à partir de corpus annotés existants de propos abusifs. Cette
thèse étudie le problème de l’apprentissage par transfert pour la détection de propos
abusifs et explore diverses solutions pour améliorer le transfert de connaissances dans
des scénarios inter corpus.

Tout d’abord, nous analysons la généralisabilité inter-corpus des modules de détection
de propos abusifs sans accéder à des données cibles pendant le processus d’apprentissage.
Nous examinons si la combinaison des représentations issues du thème (topic) avec
des représentations contextuelles peut améliorer la généralisabilité. Nous montrons que
l’association de commentaires du corpus cible avec des thèmes du corpus d’entraînement
peut fournir des informations complémentaires pour un meilleur transfert inter-corpus.

Ensuite, nous explorons l’adaptation au domaine non supervisée (UDA, Unsupervised
Domain Adaptation), un type d’apprentissage par transfert transductif, avec accès au
corpus cible non étiqueté. Nous explorons certaines approches UDA populaires dans
la classification des sentiments pour la détection de propos abusifs dans le cadre de
corpus croisés. Nous adaptons ensuite une variante du modèle BERT au corpus cible
non étiqueté en utilisant la technique du modèle de langue avec masques (MLM, Masked
Language Model). Alors que cette dernière améliore les performances inter-corpus, les
autres approches UDA ont des performances sous-optimales. Notre analyse révèle leurs
limites et souligne le besoin de méthodes d’adaptation efficaces pour cette tâche.

Comme troisième contribution, nous proposons deux approches d’adaptation au do-
maine utilisant les attributions de caractéristiques (feature attributions), qui sont des
explications a posteriori du modèle. En particulier, nous étudions le problème des cor-
rélations erronées (spurious correlations) spécifiques à un corpus qui limitent la générali-
sation pour la détection des discours de haine, un sous-ensemble des propos abusifs. Alors
que les approches de la littérature reposent sur une liste de termes établie manuellement,
nous extrayons et pénalisons automatiquement les termes qui causent des corrélations
erronées. Nos approches dynamiques améliorent les performances dans le cas de corpus
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croisés par rapport aux travaux précédents, à la fois indépendamment et en combinaison
avec des dictionnaires prédéfinis.

Enfin, nous considérons le transfert de connaissances d’un domaine source avec beau-
coup de données étiquetées vers un domaine cible, où peu d’instances étiquetées sont
disponibles. Nous proposons une nouvelle stratégie d’apprentissage, qui permet une
modélisation flexible de la proximité relative des voisins récupérés dans le corpus source
pour apprendre la quantité de transfert utile. Nous incorporons les informations de
voisinage avec une méthode de transport optimal (Optimal Transport) qui exploite la
géométrie de l’espace de représentation (embedding space). En alignant les distributions
conjointes de l’embedding et des étiquettes du voisinage, nous montrons des améliorations
substantielles dans des corpus de discours haineux de taille réduite.



Abstract

The proliferation of social media, despite its multitude of benefits, has led to the increased
spread of abusive language. Such language, being typically hurtful, toxic, or prejudiced
against individuals or groups, requires timely detection and moderation by online plat-
forms. Deep learning models for detecting abusive language have displayed great levels of
in-corpus performance but underperform substantially outside the training distribution.
Moreover, they require a considerable amount of expensive labeled data for training.
This strongly encourages the effective transfer of knowledge from the existing annotated
abusive language resources that may have different distributions to low-resource corpora.
This thesis studies the problem of transfer learning for abusive language detection and
explores various solutions to improve knowledge transfer in cross-corpus scenarios.

First, we analyze the cross-corpus generalizability of abusive language detection mod-
els without accessing the target during training. We investigate if combining topic model
representations with contextual representations can improve generalizability. The asso-
ciation of unseen target comments with abusive language topics in the training corpus is
shown to provide complementary information for a better cross-corpus transfer.

Secondly, we explore Unsupervised Domain Adaptation (UDA), a type of transduc-
tive transfer learning, with access to the unlabeled target corpus. Some popular UDA
approaches from sentiment classification are analyzed for cross-corpus abusive language
detection. We further adapt a BERT model variant to the unlabeled target using the
Masked Language Model (MLM) objective. While the latter improves the cross-corpus
performance, the other UDA methods perform sub-optimally. Our analysis reveals their
limitations and emphasizes the need for effective adaptation methods suited to this task.

As our third contribution, we propose two DA approaches using feature attributions,
which are post-hoc model explanations. Particularly, the problem of spurious corpus-
specific correlations is studied that restricts the generalizability of classifiers for detecting
hate speech, a sub-category of abusive language. While the prior approaches rely on a
manually curated list of terms, we automatically extract and penalize the terms causing
spurious correlations. Our dynamic approaches improve the cross-corpus performance
over previous works both independently and in combination with pre-defined dictionaries.

Finally, we consider transferring knowledge from a resource-rich source to a low-
resource target with fewer labeled instances, across different online platforms. A novel
training strategy is proposed, which allows flexible modeling of the relative proximity of
neighbors retrieved from the resource-rich corpus to learn the amount of transfer. We
incorporate neighborhood information with Optimal Transport that permits exploiting
the embedding space geometry. By aligning the joint embedding and label distributions
of neighbors, substantial improvements are obtained in low-resource hate speech corpora.
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1 Introduction

The phenomenal growth of the Internet in the last decades has radically transformed al-
most every aspect of our daily lives. According to a recent report1 on digital usage around
the globe, over 5 billion people use the internet worldwide now, up from only 413 million2

in 2000, which comprise 63% of the world population. The Internet has facilitated easy
access to information sources, along with social, cultural, economic, and personal benefits
(Van Deursen and Helsper, 2018). In particular, the advent of ‘social media’ that include
blogs, microblogs, wikis, social networking sites, video-sharing sites, and other platforms
(Kaplan and Haenlein, 2010; Kane et al., 2014) has brought persuasive changes in the
mode of communication as it holds the core promise of largely increased connectivity
to the wider world. At present, the number of active social media users is around 4.7
billion comprising 59% of the global population, as per the same report. Social media
have provided platforms for self-expression in public and for potentially reaching a large
audience by publishing a variety of content. Users may easily connect with others who
share their interests based on their own personal profiles and join vibrant communities of
interest. Indeed, social media encourage prolonged and productive engagement in many
civic spheres and offer a wealth of advantages.

However, the lived experience on these platforms often devalues their potential (Pa-
pacharissi, 2004; Jurgens et al., 2019). Particularly, social media have emerged as a
fertile ground for abusive language, which is a form of antisocial, hurtful, and aggressive
communication from certain sections of people. This has prevented these platforms from
providing a safe online environment to their users. Recent polls suggest that around
40% of online users have been victims of online abuse at some point (Duggan, 2017;
Jurgens et al., 2019). Abusive language causes comment threads to become poisonous
and unproductive as insults exchanged in a vicious loop deter participants who would
be ready to contribute positively to the conversation. Hate speech, a kind of abusive
language, particularly targets minority communities (Herring et al., 2002; DeAngelis,
2009; Waseem and Hovy, 2016; Jurgens et al., 2019) and spreads prejudiced opinions
and stereotypes against them, thus further marginalizing the underrepresented groups.
They can even culminate in severe implications like long-lasting trauma (Vidgen et al.,
2021a; Hinduja and Patchin, 2019) for the victims and lead to actual incidents of violence
(Burnap and Williams, 2014; Alnazzawi, 2022). For instance, the Christchurch mosque
shooting in 2019 and other incidents of mass shootings have been linked to the ‘8chan’
website, which is infamous for allowing and promoting racism and other kinds of hateful

1https://datareportal.com/reports/digital-2022-july-global-statshot
2https://ourworldindata.org/internet

1

https://datareportal.com/reports/digital-2022-july-global-statshot
https://ourworldindata.org/internet
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content3. Another example is the ‘COVID-19’ outbreak when a surge in online hate
against Asian people led to incidents of physical assaults (Yu et al., 2020).

%  of adults who say people experiencing online abusive behaviors like harassment or being bullied online is ...

A major
problem

A minor
problem

Not a
problem

62 % 33 % 5 % 

35 %

31 %

15 %

8 %

79 % 15 % 

%  who say the most effective way to address online abuse is ... 

Better policies and tools from  
online companies

Stronger online laws

Peer pressure from other users 

Increased focus and attention
 from law enforcement

%  who say online services ... 
Have a responsibility to step in when

 abusive behavior occurs

Should not be  
responsible for users'

abusive content

Figure 1.1: Survey on Americans for their perspectives on the responsibility of online companies
in addressing abuse on their platforms (Survey conducted Jan. 9-23, 2017). This
figure is adapted from Duggan (2017).

There has been an increased focus on the regulation of abusive language on social
media platforms in recent years, owing to law enforcement in different countries. As an
example, the European Union Commission has directed Twitter, Facebook, YouTube,
and Microsoft to sign an online “code of conduct” for fighting hate speech that calls for
immediate action of reviewing the content reported by their users, typically within 24
hours4. Some platforms have been accused for not doing enough to combat hate speech
by removing them in a reasonable time (Kottasová, 2017). This can negatively affect the

3https://hackinghate.eu/news/when-online-hate-speech-goes-extreme-the-case-of-hate-
crimes/

4https://www.theguardian.com/technology/2016/may/31/facebook-youtube-twitter-microsoft-
eu-hate-speech-code

https://hackinghate.eu/news/when-online-hate-speech-goes-extreme-the-case-of-hate-crimes/
https://hackinghate.eu/news/when-online-hate-speech-goes-extreme-the-case-of-hate-crimes/
https://www.theguardian.com/technology/2016/may/31/facebook-youtube-twitter-microsoft-eu-hate-speech-code
https://www.theguardian.com/technology/2016/may/31/facebook-youtube-twitter-microsoft-eu-hate-speech-code
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quality of service (Oboler and Connelly, 2014) and the reputation of these companies and
they may risk high penalties (Chong, 2018). Figure 1.1 presents the report of a survey
conducted about public opinion on the accountability of online platforms for regulation
of abusive language (Duggan, 2017).

Machine learning systems that are trained on the data from online platforms worsen
the issue. These systems themselves become propagators of abusive language if such
content is not filtered adequately, thus creating a vicious cycle (Sarwar and Murdock,
2022). For instance, it has been discovered that YouTube encourages abusive language
through its recommendation algorithm by simply learning from the abusive interactions
amongst online users (Tufekci, 2019). Microsoft created ‘Tay’, a conversational agent in
2016 that learned from user-generated communications on Twitter. It had to be removed
soon afterward because it began generating racist language within a few hours of its
release (Schwartz, 2016). However, moderating the huge flow of online content generated
every day is a tremendous task. The manual review and removal of abusive comments are
time-consuming, expensive, and also have detrimental psychological effects on moderators
(Hern, 2019), especially faced with the urgency of quick reviews and the toxicity of such
data. This creates a strong motivation for the automatic detection of abusive language.
Automatic detection systems can scan the enormous volume of text and report the flagged
content to the appropriate authorities, making the process of moderation much faster.
Such systems can be developed using Natural Language Processing (NLP) techniques.

The detection of abusive language can typically be considered a classification task.
The traditional machine learning-based classification methods for detecting abusive lan-
guage relied on bag-of-words (BoW), handcrafted dictionaries of abusive words, and other
lexical features (Razavi et al., 2010; Kwok and Wang, 2013). Further studies involved
finding grammatical relations among words in sentences using Part-of-Speech (POS)
tags and dependency parsers (Xu and Zhu, 2010; Chen et al., 2012b; Gitari et al., 2015).
Researchers incorporated the information about the count of abusive words, hashtags,
mentions, punctuations, tokens in comments, and other features such as character and
token n-grams (Nobata et al., 2016; Davidson et al., 2017) with traditional classifiers like
Logistic Regression, Naïve Bayes, Support Vector Machines (SVMs) (Cortes and Vapnik,
1995), Decision Trees, etc. (Davidson et al., 2017; Fauzi and Yuniarti, 2018).

Later, the use of Deep Neural Networks (DNN)-based models gained popularity in this
task because of their representative power. Several comparative studies (Badjatiya et al.,
2017; Gambäck and Sikdar, 2017; Zhang et al., 2018) using models like Convolutional
Neural Networks (CNNs) (Kim, 2014), Long Short-Term Memory Networks (LSTMs)
(Hochreiter and Schmidhuber, 1997), Gated Recurrent Unit (GRU) (Cho et al., 2014a,b)
and others have indicated that DNN-based models usually perform substantially better
than traditional models. Pre-trained word-embeddings that capture semantic informa-
tion of words have been extensively used (Badjatiya et al., 2017; Gambäck and Sikdar,
2017; van Aken et al., 2018) as inputs to these models that enable them to begin the
training with better prior knowledge. With the advent of Transformers (Vaswani et al.,
2017), models like Bidirectional Encoder Representations from Transformers (BERT)
(Devlin et al., 2019) and other transformer-based models that are pre-trained on mas-
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sive amounts of unlabeled data have become the state-of-the-art methods in the abusive
language detection task (Mozafari et al., 2019; Bodapati et al., 2019; Banerjee et al.,
2020; D’Sa et al., 2020). In light of these recent advancements, we have adopted the
pre-trained transformer-based models throughout our thesis.

1.1 Transferring Knowledge in Abusive Language Detection

Most machine learning models are built on the basic assumption that the data used for
training and evaluation are sampled from the same underlying probability distribution.
However, this assumption does not hold true in many real-world applications when the
test data is issued from a different generating process compared to the training data
(Daumé III and Marcu, 2006). In particular, the nature of conversation over social me-
dia is subject to changes over the course of time across many different dimensions. This
often leads to a considerable shift in the distribution of data sampled in different manners
or at different time-periods (Yin and Zubiaga, 2021). The spontaneity of these online
discourses frequently results in neologism, i.e. coining of new terms (Grieve et al., 2018;
Würschinger, 2021). For example, the word finfluencer, which is used for influencers
on social media who create content on financial topics, is a very recently emerged term
on the internet. Besides, Eisenstein et al. (2010, 2014) discuss that the written forms
of language used in social media vary depending on factors like social and geographic
context. Another dimension is the rapid evolution of topics over time caused by the
ever-changing socio-political events across the globe (Florio et al., 2020; Saha and Sind-
hwani, 2012). Abusive language, in particular, is highly sensitive to these dynamics as
users often respond quickly to breaking news and other occurrences that trigger sudden
outbursts of abusive content. For similar reasons, abusive language is targeted against
different communities or individuals at different points in time. Therefore, most abu-
sive language corpora sampled in a certain time frame have a limited vocabulary with
regard to the diversity in language usage, topics, targets, etc. For example, a corpus
having abusive language that involves only anti-woman terms may not be sufficient for
detecting xenophobic content.

Moreover, abusive language corpora themselves incorporate different biases primarily
due to the sampling strategy used for their creation (Wiegand et al., 2019). Some corpus-
specific biases occur typically due to the use of certain topic-related keywords as seeds to
sample abusive content, which results in the disproportionate representation of certain
terms across the annotated classes in the corpus. For example, Wiegand et al. (2018a)
reported that such a sampling strategy resulted in having topic and user style-specific
biases in a popular corpus provided by Waseem and Hovy (2016). Classifiers trained on
such corpora are likely to capture these biases rather than learn the generalizable concept
of abuse.

In NLP, the term domain usually refers to some coherent type of corpus, with regards
to the topic, genre, style, linguistic register, etc. (Plank, 2011; Ramponi and Plank,
2020). Since different abusive language corpora are sampled from different underlying
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distributions, the term ‘corpus’ and ‘domain’ can be used interchangeably. Hence, these
factors result in domain shift across these corpora. In order to assess how abusive lan-
guage classifiers generalize to new data, it is recommended to analyze their cross-corpus
or cross-domain performance, i.e. trained on one corpus and tested on another, as a more
practical evaluation setting (Wiegand et al., 2018a; Karan and Šnajder, 2018).

However, due to the aforementioned variations in abusive language, it is challenging
to develop a corpus that is robust to new instances of abuse. Even within the same
language or culture, instances that represent certain distributions of topics, targets, and
language patterns of abuse may not represent others sufficiently well. Hence, abusive
language detection systems trained on older sets of corpora may not be adequate to
monitor new comments, undermining their practical value. Recently, many prior works
have shown that abusive language classifiers perform well on their respective test sets
but degrade substantially when evaluated on data from a different corpus (Karan and
Šnajder, 2018; Swamy et al., 2019; Wiegand et al., 2019; Yin and Zubiaga, 2021). Fur-
thermore, annotating data in the new domain of abusive language requires a lot of effort,
is expensive and time-consuming, and also has a negative psychological effect on the
annotators (Schmidt and Wiegand, 2017; Poletto et al., 2019). Therefore, it is often de-
sirable to transfer knowledge from the existing labeled resources in the best possible way
when building a model. The central intent of this thesis is to learn strategies that can
effectively transfer knowledge to minimize the adverse effect of domain shift
as well as reduce the annotation effort required for achieving decent levels of
performance in a new domain.

Transfer learning is a concept used in machine learning where previously acquired
knowledge from one domain or task is applied to solve a problem in a different but related
domain or task (Pan and Yang, 2009; Ruder et al., 2019; Mozafari et al., 2020). In our
application, since the task remains the same but the domain changes, we either seek to
build generalizable models without exposure to the new data in a different domain or
adapt our models to a new domain when some data is accessible. The latter scenario,
called domain adaptation, is a particular category of transfer learning, called transductive
transfer learning (Pan and Yang, 2009). Unlike inductive transfer learning, where the
source and target tasks differ, in transductive transfer learning the source and target
tasks remain unchanged, while the source and target domains are different in terms of
their underlying probability distributions. In this thesis, we explore different ways to
effectively transfer knowledge from one domain to another by answering the following
research questions:

1 How do the topic-memberships of target corpus comments with respect to the topics
in the source corpus contribute to the generalizability of a classifier?

2 How do the domain adaptation methods from other tasks like sentiment classifica-
tion fare for cross-corpus abusive language detection?

3 How to reduce the corpus-specific bias for improving cross-corpus performance?
4 How to effectively transfer knowledge from a resource-rich source corpus to a low-

resource target corpus across varied online platforms?
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1.2 Contribution of the Thesis

We describe below our contributions in this thesis that attempt to answer the above
research questions through different approaches. Table 1.1 specifies whether each of the
contributions addresses abusive language detection in general, which includes all kinds of
abuse, or particularly targets hate speech detection, a sub-category of abusive language.
Moreover, it mentions the assumptions made about the amount of information available
from the target corpus.

Contribution Detection of
Abuse/Hate

Information available from
the Target Corpus

Topic Models for Analyzing
Generalizability

Abuse No exposure to the target

Unsupervised Domain
Adaptation

Abuse Unlabeled train set

Model Explanations for
Penalizing Spurious

Correlations

Hate Unlabeled train set and
small-sized labeled validation set

Neighborhood-aware Optimal
Transport

Hate Small-sized labeled train set

Table 1.1: Task and the availability of information from the target corpus.

1.2.1 Topic Models for Analyzing Generalizability

Topic models are typically unsupervised mechanisms that are capable of discovering the
latent topics in a corpus. In an abusive language corpus, every comment can be repre-
sented as a probability distribution of topics, such that every topic is a distribution of
words in the corpus. Assuming zero exposure to the target corpus during training, we
apply unsupervised topic modeling on the source corpus and obtain the topic member-
ships of the unseen target corpus comments during inference. In Chapter 4, the topic
distributions of comments as used as additional information along with the represen-
tations obtained from a contextual model to address our first research question: “How
do the topic-memberships of target corpus comments with respect to the source domain
contribute to the generalizability of a classifier? ”. In particular, we adopt a neural topic
model called the Topically Driven Neural Language Model (TDLM) (Lau et al., 2017)
and modify it to use pre-trained sentence embeddings for obtaining topic representations.
These topic representations are combined with contextualized representations obtained
from a pre-trained model called HateBERT (Caselli et al., 2021) to train a classifier on the
source corpus. We study how the associations of unseen target comments with abusive
language topics in the source corpus impact the cross-corpus performance of classifiers
(Bose et al., 2021a).
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1.2.2 Unsupervised Domain Adaptation

While considerable efforts are required to annotate a new corpus for abusive language, it
is relatively easy to obtain unlabeled data from the target domain. With the availability
of this unlabeled data, one solution to improve cross-corpus performance would be to
adapt a model trained on the labeled source corpus to the unlabeled target corpus using
Unsupervised Domain Adaptation (UDA) methods. UDA approaches have been applied
to many NLP tasks but one of the most related tasks to abusive language detection,
where these methods have been extensively explored, is sentiment classification. There-
fore, in Chapter 5, we analyze the applicability of different widely used pivot-based and
adversarial UDA methods from cross-domain sentiment classification in our task to inves-
tigate the second research question: “How do the domain adaptation methods from other
tasks like sentiment classification fare for cross-corpus abusive language detection? ”. In
addition, we train the HateBERT model on the unlabeled target corpus using the Masked
Language Model (MLM) objective as another adaptation mechanism before fine-tuning
it on the labeled source corpus. Its performance is compared with the other UDA ap-
proaches and empirical analysis is performed. Our findings reveal the shortcomings of
the UDA approaches from sentiment classification when applied to our task and highlight
the necessity to build domain adaptation approaches suited to the requirements of the
abusive language detection task (Bose et al., 2021b).

1.2.3 Model Explanations for Penalizing Spurious Correlations

As discussed previously, the disproportionate presence of certain terms across classes
results in corpus-specific biases, which manifest in the form of spurious or undesirable
correlations. The extent to which these correlations affect a deep learning model can be
identified and analyzed by attempting to explain the model predictions. In Chapter 6, we
use a class of post-hoc model explanations, called feature attribution methods (Lundberg
and Lee, 2017), to address the third research question: “How to reduce the corpus-specific
bias for improving cross-corpus performance? ”. Feature attribution methods assign scores
to the terms in input instances according to their contributions to the predictions. In
this chapter, we study the abusive language sub-category of hate speech as it is usually
more concerning compared to the other forms of abuse (Davidson et al., 2017). Two
domain adaptation approaches are proposed that reduce the effect of spurious correlations
caused by corpus-specific terms and improve the generalizability of models on the target
corpus. Unlike prior works that rely on pre-defined lists of terms acquired through
domain knowledge, the proposed approaches automatically extract and penalize the terms
causing spurious correlations in a dynamic manner while training a classifier on the source
corpus. This is done through the use of some well-known attribution methods. The first
approach uses a small amount of labeled data from the target corpus to extract the
terms while the second approach leverages the unlabeled content in the target corpus for
the extraction. We demonstrate substantial improvements in cross-corpus performance
(Bose et al., 2022a,b) compared to prior works.
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1.2.4 Neighborhood-aware Optimal Transport

The effort and cost involved in annotating hate speech comments can be minimized by
transferring knowledge from a corpus that has a higher amount of annotated data to a
corpus with only a few labeled instances. In addition, the transfer mechanism should be
able to effectively address the domain shift across corpora while transferring knowledge to
the target. Optimal Transport (OT) (Peyré and Cuturi, 2019; Villani, 2009; Kantorovich,
2006), which is a mathematical theory for comparing two probability distributions, can
find correspondences between the source and target domain instances in a geometrically
sound manner. Therefore, it is a viable solution for domain transfer. Moreover, it has
been found that modeling the relation between the source and target instances using a
neighborhood framework is effective for transferring knowledge across corpora. There-
fore we propose the incorporation of neighborhood information with joint distribution
OT (Courty et al., 2017a; Damodaran et al., 2018; Fatras et al., 2021) as a solution to
our last research question: “How to effectively transfer knowledge from a resource-rich
source corpus to a low-resource target corpus across varied online platforms? ’. The joint
framework models both the embedding and the label distributions of the two domains
simultaneously. Our neighborhood-aware joint distribution framework enables learning
the amount of transfer between target corpus instances and their neighbors in the source
corpus based on their proximity in a sentence embedding space as well as their corre-
sponding labels. Since the available resource-rich source corpus can be collected from a
different platform compared to the target corpus in practical scenarios, we perform ex-
periments in cross-platform settings. In these settings, the source and target corpora are
sampled from different online platforms. Our approach obtains considerable improve-
ments in cross-corpus performance (Bose et al., 2022c) compared to different transfer
learning strategies existing in the literature.

1.2.5 Publications

Parts of the thesis have been published in the following articles:
1 Tulika Bose, Irina Illina, Dominique Fohr. Generalisability of Topic Models in

Cross-corpora Abusive Language Detection. In Proceedings of the Fourth NLP4IF
Workshop on NLP for Internet Freedom, NAACL, 2021.

2 Tulika Bose, Irina Illina, and Dominique Fohr. Unsupervised Domain Adaptation
in Cross-corpora Abusive Language Detection. In Proceedings of the Ninth Interna-
tional Workshop on Natural Language Processing for Social Media, NAACL, 2021.

3 Tulika Bose, Nikolaos Aletras, Irina Illina, and Dominique Fohr. Dynamically
Refined Regularization for Improving Cross-corpora Hate Speech Detection. In
Findings of the Association for Computational Linguistics (ACL), 2022.

4 Tulika Bose, Nikolaos Aletras, Irina Illina, and Dominique Fohr. Domain
Classification-based Source-specific Term Penalization for Domain Adaptation in
Hate-speech Detection. In Proceedings of the Twenty-ninth International Confer-
ence on Computational Linguistics, (COLING), 2022.
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5 Tulika Bose, Irina Illina, and Dominique Fohr. Transferring Knowledge via
Neighborhood-aware Optimal Transport for Low-resource Hate Speech Detection.
In Proceedings of the Second Conference of the Asia-Pacific Chapter of the Associa-
tion for Computational Linguistics and the Twelfth International Joint Conference
on Natural Language Processing (AACL-IJCNLP), 2022.

1.3 Organization of the Thesis

The remaining part of the thesis is organized as follows.

Chapter 2 describes the panorama of the existing literature on abusive language de-
tection. It begins with presenting the definitions of abusive language and hate speech,
provided by different entities, followed by a discussion on the evolution of automatic
detection systems, various challenges confronted in the task, and the state-of-the-art so-
lutions to address them. It ends with an overview of existing studies for transfer learning
in abusive language detection.

Chapter 3 describes the deep-neural network models, corpora, text pre-processing
steps, and the evaluation metric that we have used throughout the thesis.

Chapter 4 deals with our approach of using topic models for exploring the generaliz-
ability of abusive language detection systems.

Chapter 5 concerns the analysis of UDA approaches from sentiment classification for
our task.

Chapter 6 deals with our proposed approaches of automatic extraction and penalization
of corpus-specific spurious correlations using feature attribution methods for improved
domain adaptation.

Chapter 7 deals with our proposed approach of neighborhood-aware optimal transport
for transferring knowledge in low-resource scenarios.

Chapter 8 concludes the thesis by summarizing the results. We further provide our
perspectives and directions for future research.





2 State of the Art

2.1 Introduction

In the past few years, research on the automatic detection of abusive language and hate
speech using different NLP techniques has continuously grown with a surge in interest.
There has been extensive research aimed to address different challenges in this task. How-
ever, owing to its complexity, building a reliable and generalizable classifier for the task
remains a challenge. There are numerous problems that contribute to this complexity.
Although the objective of this thesis is not to provide solutions to all these problems,
studying the wide landscape of the challenges and the existing literature in this field
from a computer science standpoint is indeed important. This can provide guidelines
and research directions for other future studies that may be conducted in this area. In
this chapter, we first study the existing definitions of abusive language and hate speech
provided by various sources in Section 2.2. We then discuss the evolution of automatic
abusive language classifiers from traditional approaches to state-of-the-art methods in
Section 2.3. Thereafter, in Section 2.4, the different challenges present in this task are
discussed, along with the studies that have attempted to address them. Finally, in Section
2.5, we discuss the prior work on transfer learning in abusive language detection.

2.2 Defining Abusive Language and Hate Speech

Determining what constitutes ‘abusive language’ and ‘hate speech’ is one of the first
and major challenges in its automatic detection. There is no precise and universally
accepted definition for these terms (Davidson et al., 2017; Schmidt and Wiegand, 2017;
Fortuna et al., 2020). A specific definition could possibly make the annotation procedure
easier and more reliable (Ross et al., 2016). However, because of the fine line between
such phenomena and the right to free expression, it is difficult to agree on a single precise
definition. The definitions provided by law are restricted to certain jurisdictions and may
not capture all kinds of abusive language and hate speech (Ross et al., 2016; Matsuda,
2018). In practice, social media platforms usually provide their own definitions. Based on
the recommendations from online platforms and prior literature, the authors of different
abusive and hate speech corpora also present their own annotation guidelines and adjust
the existing definitions to obtain more reliable labeling of the sampled data (Davidson
et al., 2017; Waseem and Hovy, 2016).

Nonetheless, there exist some commonalities across these definitions. As pointed out
by Kumar et al. (2018), it is crucial to reach at least some level of common understanding
in order to make progress toward addressing a complex phenomenon like this. Abusive

11
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language has been used as an umbrella term that includes different forms of harmful
speech (Nobata et al., 2016; Waseem et al., 2017; Fortuna and Nunes, 2018; Caselli
et al., 2020; Stanković et al., 2020; Yin and Zubiaga, 2021). Caselli et al. (2020) defined
abusive language as ‘hurtful language that a speaker uses to insult or offend another
individual or a group of individuals based on their personal qualities, appearance, social
status, opinions, statements, or actions. This might include hate speech, derogatory
language, profanity, toxic comments, racist and sexist statements.’ Nobata et al. (2016)
considered abusive language as a superset of hate speech, derogatory language, and
profanity. Thus, indeed hate speech has been agreed upon as a sub-category of abusive
language. To understand what constitutes hate speech in particular, we present the
definitions provided by different sources1, such as governing bodies like United Nations2,
EU code of conduct3, social media platforms like Twitter4, YouTube5, Facebook6, and
those adopted by researchers for annotating hate speech resources in Table 2.1.

Table 2.1: Definitions of hate speech
Source Definition
Code of Conduct between
European Union (EU) and
companies on illegal online
hate speech

“All conduct publicly inciting to violence or hatred directed
against a group of persons or a member of such a group defined
by reference to race, colour, religion, descent or national or
ethnic origin”

United Nations “Any kind of communication in speech, writing or behaviour,
that attacks or uses pejorative or discriminatory language with
reference to a person or a group on the basis of who they are,
in other words, based on their religion, ethnicity, nationality,
race, colour, descent, gender or other identity factor.”

Twitter “You may not promote violence against or directly attack or
threaten other people on the basis of race, ethnicity, national
origin, caste, sexual orientation, gender, gender identity, re-
ligious affiliation, age, disability, or serious disease. We also
do not allow accounts whose primary purpose is inciting harm
towards others on the basis of these categories.”

1online sources accessed in July 2022
2https://www.un.org/en/genocideprevention/documents/advising-and-mobilizing/Action_
plan_on_hate_speech_EN.pdf

3https://ec.europa.eu/commission/presscorner/detail/en/IP_16_1937, https://eur-
lex.europa.eu/legal-content/EN/TXT/?uri=LEGISSUM:l33178

4https://help.twitter.com/en/rules-and-policies/hateful-conduct-policy
5https://support.google.com/youtube/answer/2801939?hl$=$en
6https://transparency.fb.com/policies/community-standards/hate-speech/

https://www.un.org/en/genocideprevention/documents/advising-and-mobilizing/Action_plan_on_hate_speech_EN.pdf
https://www.un.org/en/genocideprevention/documents/advising-and-mobilizing/Action_plan_on_hate_speech_EN.pdf
https://ec.europa.eu/commission/presscorner/detail/en/IP_16_1937
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=LEGISSUM:l33178
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=LEGISSUM:l33178
https://help.twitter.com/en/rules-and-policies/hateful-conduct-policy
https://support.google.com/youtube/answer/2801939?hl$=$en
https://transparency.fb.com/policies/community-standards/hate-speech/


2.2. Defining Abusive Language and Hate Speech 13

YouTube “Hate speech is not allowed on YouTube. We remove con-
tent promoting violence or hatred against individuals or groups
based on any of the following attributes: age, caste, disabil-
ity, ethnicity gender identity and expression, nationality, race
immigration status, religion, sex/gender, sexual orientation,
victims of a major violent event and their kin, veteran sta-
tus.”

Facebook “Direct attack against people – rather than concepts or insti-
tutions – on the basis of what we call protected characteristics:
race, ethnicity, national origin, disability, religious affiliation,
caste, sexual orientation, sex, gender identity and serious dis-
ease. We define attacks as violent or dehumanizing speech,
harmful stereotypes, statements of inferiority, expressions of
contempt, disgust or dismissal, cursing and calls for exclusion
or segregation. We also prohibit the use of harmful stereo-
types, which we define as dehumanizing comparisons that have
historically been used to attack, intimidate, or exclude specific
groups, and that are often linked with offline violence.”

Nockleby (2000) “Any communication that disparages a person or a group on
the basis of some characteristic such as race, colour, ethnic-
ity, gender, sexual orientation, nationality, religion, or other
characteristic.”

Nobata et al. (2016) “Language which attacks or demeans a group based on race,
ethnic origin, religion, disability, gender, age, disability, or sex-
ual orientation/gender identity.”

Davidson et al. (2017) “Language that is used to express hatred towards a targeted
group or is intended to be derogatory, to humiliate, or to insult
the members of the group”

Fortuna and Nunes (2018) “Hate speech is language that attacks or diminishes, that in-
cites violence or hate against groups, based on specific char-
acteristics such as physical appearance, religion, descent, na-
tional or ethnic origin, sexual orientation, gender identity or
other, and it can occur with different linguistic styles, even in
subtle forms or when humour is used.”

The definitions in Table 2.1 range from extreme cases of inciting violence, in the
definitions provided by the EU Code of Conduct, Twitter, YouTube, Facebook, etc., to
including subtle forms of hate, such as the use of humor to demean a group of people in
the one provided by Fortuna and Nunes (2018). Despite these nuances in the definitions,
all of them have a similar theme: hate speech is targeted toward a social group based on
certain attributes in a way that is potentially harmful to them or humiliates them. It
is different from the use of general profanity (Malmasi and Zampieri, 2018) or personal
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attacks (Wulczyn et al., 2017) that are not targeted toward members of a social group
on the basis of the characteristics of that group. As discussed before, following Caselli
et al. (2020) and Nobata et al. (2016), since abusive language subsumes hate speech, in
the remaining of the thesis while using the terms ‘abuse/abusive’, we also include hate
speech. However, when using the term ‘hate’, we refer only to hate speech in particular
that follows the aforementioned common notion of wrongfully targeting the members of a
social group. For example, the first comment present below comprises abusive language
but not hate speech, whereas the second abusive comment is considered hate speech as
it targets the social group ‘blacks’.

• Keep your f*cking opinion to yourself. No one gives a damn about an assh*le like
you.

• Blacks just don’t having the same mental capacity as the whites.
The automatic detection of abusive language can be considered a text classification

problem from the NLP perspective: detecting if a message/comment is abusive or not.
To perform this task accurately, machine learning models should be trained on data
that are annotated reliably (Ross et al., 2016; Fortuna et al., 2020). Typically such
annotations are done manually by human annotators. Ross et al. (2016) found low
agreement between annotators because of unclear definitions and their own subjective
judgments. They further emphasized the need to provide clear and well-formulated
guidelines to annotators. Waseem and Hovy (2016), Davidson et al. (2017), Basile et al.
(2019) and other authors who later contributed to abusive language resources provided
a more precise set of guidelines to the annotators to enhance the annotation quality.
These guidelines often included a series of rules and sample comments to increase the
agreement among the annotators and thus the reliability of the annotations. As a result,
they obtained higher levels of inter-annotation agreement scores (see Chapter 3).

2.3 Evolution of Automatic Abusive Language Detection

In this section, we present an overview of the evolution of abusive language detection
models from traditional classifiers in the pre-deep learning era to more sophisticated deep
learning-based approaches.

2.3.1 Traditional Pre-deep Learning Methods

The traditional machine learning-based methods for abusive language detection require
a careful selection of hand-crafted features provided to classifiers. Therefore, the classi-
fication performance depends on how well these features can capture the complexity of
the task and the selection of appropriate classification methods along with the features.
The advantage of using these traditional methods is that the model decisions are easily
interpretable.

Razavi et al. (2010) created an abusive language dictionary by gathering different
words, phrases, and expressions and assigning different weights to them based on their
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potential impact. They performed multilevel classification, initially using the Comple-
ment Naïve Bayes classifier (Witten and Frank, 2002) in the first level that extracted
the most discriminative features. Subsequently, they used the Multinomial Updatable
Naïve Bayes classifier (Witten and Frank, 2002) in the second level to obtain a new
set of features derived from the first and then ran a rule-based classifier called Decision
Table/Naïve Bayes hybrid classifier (Hall and Frank, 2008) on the derived features to
make the final decision. Kwok and Wang (2013) also used the Naïve Bayes classifier
with bag-of-words (BoW) to detect racist tweets. They concluded that using BoW as
features is not sufficient and recommended the incorporation of knowledge from more
refined methods like performing sentiment analysis, word sense disambiguation, etc. to
achieve robust classification.

Xu and Zhu (2010) introduced a sentence-level filtering approach that can semanti-
cally remove abusive content from sentences. They used a dictionary of abusive words
to find other affected words in sentences that should be removed along with the identi-
fied abusive words to maintain the readability of the sentences. For this, they identified
grammatical relations among words using Part-of-Speech (POS) tags and dependency
relations, and then performed rule-based filtering of abusive content. Chen et al. (2012b)
also constructed an abusive word dictionary and then adjusted the offensiveness scores
associated with these words based on their context using dependency parsing. These
scores were then combined to get the offensiveness value of a sentence to finally detect
abusive content. Gitari et al. (2015) used a rule-based method to create a lexicon for de-
tecting abusive language using semantic and subjectivity features inclined toward abuse.
They used a POS tagger to detect subjective sentences using sentiment lexicons. Using
these subjective sentences, the authors derived three different sets of features: words
with negative polarity, hate words, and theme-based grammatical patterns to perform
rule-based classification.

Nobata et al. (2016) employed different features such as character and token n-grams,
linguistic features like number of tokens in comments, number of punctuations, number of
politeness words, number of abusive words, etc., syntactic features like POS tags, depen-
dency relations derived using dependency parsing, and embedding-derived features. The
n-gram features gave better performance compared to the other features and combining
all the features yielded the best performance in the abusive language detection task.
Davidson et al. (2017) used different features like POS tags, n-grams, sentiment scores
for every comment using a sentiment lexicon, binary and count indicators for hashtags,
mentions, retweets, etc., number of characters, words, and syllables, and other features.
The authors experimented with different models like Logistic Regression, Naïve Bayes,
Decision Trees, Random Forests, and linear Support Vector Machines (SVMs) (Cortes
and Vapnik, 1995) and found that Logistic Regression and SVM outperformed the other
models. They chose to employ a Logistic Regression with L2 regularization in the final
model as it provides predicted probabilities of class memberships.

Fauzi and Yuniarti (2018) used BoW features with Term Frequency - Inverse Docu-
ment Frequency (TF-IDF) (Salton and Buckley, 1988) weighting and also experimented
with different classifiers like Naïve Bayes, K-Nearest Neighbours, Maximum Entropy,
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Random Forests, and SVM. They finally combined these classifiers with ensemble ap-
proaches of hard voting, i.e. majority voting, and soft voting, i.e. taking average class
probabilities as the voting score, and showed that such ensemble methods yield robust and
improved performance. Van Hee et al. (2018) used multiple features like word n-grams,
character n-grams, indicators for proper names, ‘allness’ indicators (e.g. ‘always’, ‘ev-
erybody’), diminishers (e.g. ‘slightly’, ‘relatively’), intensifiers (e.g. ‘absolutely’, ‘amaz-
ingly’), negation words, profane words, topic model features, etc. Linear SVMs were
used along with optimization for the features and hyperparameter combinations.

2.3.2 Deep Learning-based Methods

Unlike the traditional classifiers that require a proper selection of appropriate features
along with domain-specific knowledge, Deep Neural Network (DNN)-based approaches
can learn useful representations of the input text through the automatic selection of fea-
tures. They use a multi-layer structure to learn new abstract representations from the
input. Since DNN models require a large amount of data for learning useful represen-
tations, pre-trained representations have been used extensively in different downstream
NLP tasks. The pre-trained word embeddings like word2vec (Mikolov et al., 2013a, 2018)
are learned in such a way that two semantically similar words occur close in the high
dimensional representation space. Currently, deep learning-based methods have emerged
as state-of-the-art in the task of abusive language detection.

Badjatiya et al. (2017) were one of the first to investigate the impact of deep learn-
ing in the abusive language detection task and they found that deep learning-based
approaches significantly outperformed the traditional machine learning methods. The
authors experimented with different traditional methods by using features like character
n-grams, TF-IDF, BoW Vectors over Global Vectors for Word Representation (GLoVe)
(Pennington et al., 2014) with classifiers like SVMs, logistic regression, Random Forest,
and Gradient Boosted Decision Trees (GBDTs). They compared these approaches with
randomly initialized embeddings and pre-trained embeddings from GLoVe provided as in-
put to different deep learning architectures using Convolutional Neural Networks (CNNs)
(Kim, 2014), Long Short-Term Memory Networks (LSTMs) (Hochreiter and Schmidhu-
ber, 1997), etc. Finally, they found that these deep learning-based approaches yielded
the best performance. A similar comparative study was performed by Lee et al. (2018).
CNN-based classifiers were also explored for abusive language detection by Gambäck
and Sikdar (2017). They found that a CNN model with pre-trained word vectors gave
the best overall performance compared to Logistic Regression with character n-grams
and having random vectors or character n-grams as inputs to the CNN model. Zhang
et al. (2018) proposed a combination of CNN and Gated Recurrent Unit (GRU) (Cho
et al., 2014a,b), where the input was passed sequentially through the CNN and GRU
layers. They compared this model to SVM with different surface-based, linguistics, and
sentiment features and with the CNN model, and found that their proposed combined
architecture gave the best classification performance.

Transformer-based models (Vaswani et al., 2017) like Bidirectional Encoder Repre-
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sentations from Transformers (BERT) (Devlin et al., 2019), Robustly optimized BERT
approach (RoBERTa) (Liu et al., 2019b), XLNeT (Yang et al., 2019) are trained on mas-
sive unlabeled corpora and can be simply fine-tuned to different tasks using the relevant
task-specific corpora. While performing fine-tuning for a specific task, additional task-
specific layers are added to the model and these task-specific, as well as the pre-trained
parameters in many cases, are updated. Mozafari et al. (2019) adopted different strate-
gies to fine-tune BERT for the abusive language detection task: fine-tuning the model
without changes, inserting additional non-linear layers that take the output embeddings
for the [CLS] token, inserting a Bidirectional LSTM (BiLSTM) layer that takes the out-
puts for all the tokens from the last layer of BERT and applying convolution operation on
the output from all the layers. The best results were obtained from fine-tuning along with
the convolution operation. Similarly, Liu et al. (2019a) fine-tuned BERT and observed
that it outperformed an LSTM-based classifier.

Banerjee et al. (2020) adopted an ensemble of different pre-trained Transformer-based
models like BERT, XLNeT, RoBERTa. Bodapati et al. (2019) compared different mod-
els like fastText (Joulin et al., 2017), subword-based model, joint word and character
embedding model (Kim, 2014; Peters et al., 2018) that use character CNN along with
pre-trained word embeddings, Very Deep Convolutional Neural Network (VDCNN) (Con-
neau et al., 2017) that works at the character level, Byte Pair Encoding (BPE)-based
model (Sennrich et al., 2016), and the pre-trained BERT model. They observed that fine-
tuning BERT achieved the best performance in most cases. Similarly, d’Sa et al. (2020)
compared the performance of providing fastText and pre-trained BERT embeddings as
features to DNN classifiers like CNN, and BiLSTM, with BERT fine-tuning. They found
that simply fine-tuning BERT obtained significantly improved performance.

2.4 Challenges in Automatic Abusive Language Detection

In this section, we present a discussion on some of the major challenges that exist in the
task of abusive language detection and the attempts made in the literature to address
them.

2.4.1 Explicit versus Implicit

A prominent distinction made in the abusive language literature is whether the abuse
expressed is explicit or implicit (Waseem et al., 2017). While the first one is expressed
generally unambiguously through profanity, derogatory terms, or threats, the second
involves subtle expressions of abuse, eg. using sarcasm, irony, negative stereotypes (Sap
et al., 2020), humor, metaphors (Mohammad et al., 2016; Mishra et al., 2019), etc. In
many cases, the latter requires additional context, complex reasoning, or external world
knowledge about the cultural and social dimensions involved to be identified as abusive
(van Aken et al., 2018; Espinosa Anke et al., 2019). This makes both the annotation and
eventually the detection of implicit abuse challenging (Justo et al., 2014; Botelho et al.,
2021; Wiegand et al., 2021; Pal et al., 2022). Kumar et al. (2018) introduced a corpus
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sampled from Facebook that was annotated by linguistic experts as ‘overt’ and ‘covert’
aggression, which are respectively similar to explicit and implicit abuse. Some examples
of explicit and implicit abuse are given below:

Explicit Abuse:
• So go ahead, go nuts, go apesh*t, f*cking n*gs. (Vidgen et al., 2021c)
• Lol, chop her head off and rape the b*tch. (Basile et al., 2019)
• This guy is the biggest f*ggot omfg. (Davidson et al., 2017)

Implicit Abuse:
• Nothing. I like women in pink. It’s a tipoff that they don’t angrily reject femininity

like...ahem, well, you know. (Waseem and Hovy, 2016)
• I can distinguish a Muslim woman from a letterbox, but it does take me some time!

(Vidgen et al., 2021c)
• Is this one of hard working immigrants just looking for a better life in the US

that we hear about from the left all the time? #BuildTheWall #SendThemBack.
(Basile et al., 2019)

Implicit abuse is no less harmful than explicit abuse in its intention to marginalize
its targets (Alorainy et al., 2019; Caselli et al., 2020). For instance, the first example of
implicit abuse is a sexist statement in connection with feminism. The second example is a
sarcastic statement that insults Muslim women without using expletives. Because of their
subtle nature, implicitly abusive comments are often misclassified as non-abusive (false
negatives cases) (Qian et al., 2018; Zhang and Luo, 2019; Basile et al., 2019; Mozafari
et al., 2019). van Aken et al. (2018) found that many of the false negatives were caused by
abusive comments without swear words, comments with rhetorical questions, metaphors,
and sarcasm. Furthermore, Wiegand et al. (2019) showed that biased sampling strategies
(e.g. sampling using specific keywords or topics that may coincide with abusive language)
caused abusive language corpora to have a high degree of implicit abuse. Models trained
on such corpora gave a worse performance in cross-domain evaluations, i.e. evaluated on
samples from a different corpus, compared to training on corpora with explicit abuse.
They concluded that classifiers could not learn implicit abuse well.

Several studies have attempted to address the detection of implicit abuse. The work
of Magu et al. (2017) specifically targeted the problem in which online users substi-
tute the terms identifying social groups with code words in abusive comments to evade
their automatic detection, e.g in the comment ‘Gas the skypes’, ‘skypes’ is a code word
for ‘jews’. They collected and annotated tweets with such phenomena, and trained an
SVM classifier over tweets represented by BoW features. Caselli et al. (2020) presented
annotation guidelines to indicate the degree of explicitness. They re-annotated the ‘offen-
sive’ class in the corpus provided by Zampieri et al. (2019a,b) into the classes of ‘implicit
abuse’, ‘explicit abuse’, and ‘no abuse’. The authors demonstrated that the BERT model
had better classification performance than dictionary-based approaches for distinguishing
abuse versus non-abuse. Furthermore, the authors performed a multi-class classification
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with BERT for the three aforementioned classes. They showed that even for BERT,
detecting implicitly abusive samples is much more challenging compared to the explicitly
abusive ones. Sap et al. (2020) designed a considerably different task and corpus to learn
implied stereotypes in comments. The authors asked annotators to specifically write sim-
ple statements on what stereotype or characteristic of the targeted group is implied by
the intentionally hurtful comments. They subsequently defined a sequence-to-sequence
task of generating the implied statements along with the classification task of identifying
different categorical variables in the comment, such as offensiveness, intent to offend, etc.

There are only a few studies that designed models to specifically address implicit
abuse. Gao et al. (2017) built a weakly-supervised model having two components with
the goal of capturing both explicit and implicit abusive language. The model’s ‘slur
learner’ path aimed to capture explicit cases using an initial slur matching and the
LSTM path attempted to detect the implicit content. However, as discussed by Yin and
Zubiaga (2021) since the LSTM path was also trained on abusive language cases obtained
through the slur-learner, it is questionable if it actually learns to recognize implicit abuse.
Wang et al. (2020) employed representations from a sarcasm detection model (Ghosh and
Veale, 2016) as extra input for improving the detection of implicit abuse. However, this
methodology may not necessarily be suited to other forms of implicit abuse.

Waseem et al. (2017) observed that researchers may find it challenging to develop
models that can aid in the detection of implicit abuse in the absence of good-quality
labeled data to learn these representations. Moreover, the authors suggested using fea-
tures other than those obtained from the comments, such as user profiling (Dadvar et al.,
2013) and other extra-textual features. Since in many cases, implicitly abusive comments
can only be understood within their specific context, Gao and Huang (2017) introduced
context information such as the original news article along with the comments in a news
corpus. de Gibert et al. (2018) provided context information to the annotators for label-
ing the comments. They used a ‘relation’ label in their corpus to distinguish comments
that can only be understood properly in the context of their neighbors.

Alatawi et al. (2021) collected a corpus for detecting white supremacist hate speech
and initially tried to obtain annotations for the categories of ‘explicit white supremacy’,
‘implicit white supremacy’, ‘other hate speech’, and ‘neutral’. However, they observed
very low inter-annotator agreement for these labels with a Cohen kappa score Cohen
(1960) of 0.07. The highest disagreement observed while differentiating the neutral and
implicit categories. Therefore, they had to collapse the four labels into the categories
of ‘white supremacy’ and ‘non-white supremacy’, which had an improved but still poor
inter-annotator score of 0.11. Their work pointed out the difficulty of the annotation
process in this task, especially annotating implicit cases, due to its subjective nature.

ElSherief et al. (2021) provided a taxonomy for characterizing different forms of im-
plicit hate speech and presented a corpus with fine-grained annotations for these different
forms. The authors hired and trained expert annotators for this process. They demon-
strated that the BERT classifier outperformed SVMs, but the fine-grained classification
performance of implicit abuse was comparatively poor. Wiegand et al. (2021) also pro-
vided a list of sub-types of implicitly abusive language. They recommended the creation
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of corpora for the individual sub-types of implicit abuse rather than having corpora that
cover many different forms of abuse. They argued that by doing so, classifiers are less
prone to getting biased to other unintended artifacts present in the data and can learn
the particular sub-type of implicit abuse in a better way. Indeed, the detection of implicit
abuse still remains a challenging open research problem. We do not specifically address
this problem in the thesis.

2.4.2 Role of Contextual Information

One of the key issues raised by Prabhakaran et al. (2020) is that ‘abuse is contextual’,
while the authors reported and analyzed the discussion content of a panel comprising
NLP researchers and human rights experts at the Human Rights Conference RightsCon
2020. The panelists also discussed how temporal and geographical contexts as well as
the power held by the perpetrator might be crucial in determining whether a message is
abusive or not. In the position paper by Jurgens et al. (2019), the authors stated that
understanding community norms and context is important for detecting abuse. Vidgen
et al. (2019) discussed that what is considered abusive in one context or to one user may
be considered non-abusive to a different user or in another context. This is also observed
in the analysis of the inter-annotator agreement of annotators by Salminen et al. (2018),
who showed that even though the annotators were experienced, they often had different
perceptions of what is abusive. This perception can vary based on different factors, e.g.
the gender of the annotator (Binns et al., 2017).

Moreover, factors such as the topic of a comment, its discourse context, accompanying
media objects, such as images, videos, and audio, its time of posting, global events, the
author’s identity, and the identity of the intended audience also have an effect based on
which a message is considered abusive (Schmidt and Wiegand, 2017). For instance, the
comment ‘barryswallows: Merkel would never say NO ’ (Gao and Huang, 2017) may not
be considered abusive unless the context of the comment is provided. This comment
was posted for the news titled “German lawmakers approve ‘no means no’ rape law after
Cologne assaults” and was an insult directed against a female politician.

In most of the available abusive language corpora (Waseem, 2016; Waseem and Hovy,
2016; Basile et al., 2019; Davidson et al., 2017; Wulczyn et al., 2017), the previous
comments in a conversation are not included. As a result, conversational context is
not taken into account by algorithms trained on these corpora. As discussed in Section
2.4.1 on implicit abuse, de Gibert et al. (2018) and Gao and Huang (2017) included
context information in the annotation process and the corpus. However, Pavlopoulos
et al. (2020) mentioned that the context provided by Gao and Huang (2017) is limited to
the title of the news article. The preceding comments included in this corpus cannot be
linked with the corresponding target comments in the absence of sufficient information.
Menini et al. (2021) re-annotated the Twitter corpus provided by Founta et al. (2018)
with and without preceding context. They showed that when the context information
was provided, many previously labeled abusive tweets were labeled as non-abusive by
the annotators. They also found that the performance of classifiers dropped significantly



2.4. Challenges in Automatic Abusive Language Detection 21

when context information was provided as additional input, compared to providing only
the actual tweet as input. This suggested that classification using context-aware corpora
may be more challenging but reflects the real application scenario whereas classifiers
trained without context may be overly optimistic. Fehn Unsvåg and Gambäck (2018)
investigated the effect of incorporating different user features from Twitter into an abusive
language classifier. The experiments showed that the network-related user features (i.e.,
the number of followers and friends) gave the most consistent improvements, while other
user features resulted in inconsistent effects on the performance. Pavlopoulos et al. (2020)
created a corpus with context information from Wikipedia conversations and found that
using context had a significant effect on the annotation. However, they found no evidence
that including context actually improves classification performance.

There are a few works that use multi-modal features beyond just textual features as
additional context for detecting abusive content. Hosseinmardi et al. (2015) created a
corpus containing images from Instagram, their corresponding comments, and metadata
such as the number of followings, followers, shared media, etc. for cyberbullying detec-
tion. Moreover, annotators were asked to categorize the images based on their content
and train classifiers that incorporate all these multi-modal features and demonstrated
largely improved classification performance. Zhong et al. (2016) also collected images
and comments from Instagram along with the image captions and other metadata for
the same task. They used the features derived from this information along with rep-
resentations from a pre-trained CNN applied to image pixels to train their classifiers.
They found that the topic proportions in image captions serve as crucial features for in-
dicating future bullying. Gomez et al. (2020) discussed that many multi-modal messages
are abusive only in the combination of texts with their associated images. Therefore
they collected samples from Twitter having both textual and image information. How-
ever, they observed that their multi-modal models could not outperform the textual
models. Rezvani et al. (2020) used the Instagram corpus provided by Hosseinmardi et al.
(2015) and a Twitter corpus (Sui, 2015) for cyberbullying detection and designed a model
that incorporates different contextual information apart from text such as user metadata
and image features. They demonstrated that incorporating this contextual information
improved the performance of classifiers compared to using only the textual comments.
Kiela et al. (2020) presented a ‘hateful memes challenge’ that involved challenging memes
whose hateful content could not be easily identified with textual models.

Incorporating additional context and multi-modal features in classifiers is an emerging
area in abusive language classification. It nevertheless remains a challenge given the few
context-based corpora and studies in this area. In this thesis, we have used the abusive
language corpora that comprise only the individual comments without additional context
information to maintain uniformity of the available information across corpora.

2.4.3 Non-standard and Ungrammatical Language

The language used in social media is colloquial with irregular capitalization, punctuation,
spelling, lexicon, and syntax (Eisenstein, 2013), e.g. using ‘whaaaat’ instead of ‘what’,
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‘grt’ instead of ‘great’. Hosseini et al. (2017) designed experiments to provide adversarial
examples to Google’s Perspective7 API, which is a project to detect abusive language.
They misspelled some abusive words or added unusual punctuations and could deceive
the system into reducing the toxicity score of comments. For instance, a comment ‘They
are liberal idiots who are uneducated ’ with a toxicity score of 90% got reduced to 15%
with a minor spelling variation to ‘They are liberal i.diots who are un.educated ’ at the
time of their experiments8. Spelling variations result in misclassifications as they create
‘out-of-vocabulary’ (OOV) words (Serrà et al., 2017).

Gröndahl et al. (2018) used more challenging adversarial inputs such as using typos
and leetspeak (Perea et al., 2008) (‘idiot’ to ‘id10t’), inserting or removing whitespace to
change word boundaries (e.g. ‘feminismisawful’), adding unrelated positive words (e.g.
‘love’) to abusive comments, without changing the perceived meaning of the comments for
humans. They showed that different state-of-the-art abusive language detection models
perform well only when evaluated on the same kind of data as they were trained on
but suffer a significant drop in performance while encountering adversarial inputs with
different forms of spelling and word variations. They showed that especially removing
word boundaries and adding words like ‘love’ to abusive comments had a drastic effect
on a classifier’s performance. Similar adversarial attacks have been analyzed by Eger
et al. (2019).

Some authors have performed spelling checks by using or building dictionaries or avail-
able spell-check tools as a part of text preprocessing (Pratiwi et al., 2019; Moh et al.,
2020). Moh et al. (2020) proposed different defense mechanisms to shield against the
adversarial attacks of text morphing as mentioned before and also introduced the attack
of adding random letters to word edges (e.g. ‘wall’ to ‘xxxwallxxx’). These mechanisms
include word segmentation, i.e. separating combined words without whitespaces into
separate words, a rule-based correction of morphed letters, identifying words that break
grammatical rules, finding the longest word based on vowel positional searching, and
retraining on the morphed text. However, these schemes may not specifically address
obfuscations such as repetition of letters (e.g. ’woman’ to ‘woooomaaann’) or characters
in words separated by spaces (’gay’ to ‘g a y’) and other noises. Rather than using spell
check tools, Hu et al. (2020) represented the text as phonemes (Trager and Bloch, 1941)
because phonemes of the actual, morphed words with spelling variations and repetitions
stay the same. With phoneme representations, they obtained improvements in classi-
fication performance. Eger et al. (2019) employed various strategies to defend against
morphed texts: adversarial training, i.e. training on the morphed text, visual image-
based character embeddings to shield against perturbed characters that can be correctly
interpreted by humans visually (e.g. ‘s’ to ‘$’), combining the two approaches, and rule-
based recovery that replaced every non-standard character in the input with its nearest
standard neighbor in the character embedding space.

Wulczyn et al. (2017) showed that the model using character n-grams outperform
word n-grams, indicating higher robustness of character n-grams to spelling variations.

7https://www.perspectiveapi.com/
8Currently the API is robust to this example.

https://www.perspectiveapi.com/
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Similarly, Nobata et al. (2016) used character n-grams for addressing noisy data. Besides,
the rule-based and dictionary-based approaches mentioned above may not be able to
handle misspelled words that have different meanings in different contexts. For example,
the word ‘cnt’ in the sentences ‘I cnt understand this! ’ and ‘You feminist cnt! ’ (Mishra
et al., 2018b) have different meanings: its means ‘cannot ’ in the first example and a slur
‘cunt ’ in the second example. Mishra et al. (2018b) obtained context-aware character
representations by averaging the forward and backward states of a bi-LSTM network and
learned to predict the embeddings of unseen words to address such situations.

Mou et al. (2020) incorporated subword information to make models resilient to noisy
text. Likewise, Bodapati et al. (2019) analyzed the effectiveness of character, subword, or
Byte Pair Encoding (BPE) (Gage, 1994; Sennrich et al., 2016) models in the presence of
noisy text. Subword or BPE tokenization basically concatenates the frequently occurring
character n-grams within a word boundary to address the OOV problem. For example,
if the words in a training corpus are given by {‘greatest ’, ‘fastest ’, ‘older ’, ‘old ’}, they
are first split into constituent characters. Then the characters that frequently occur
together in the corpus, such as {‘e’, ‘s’, ‘t’} and {‘o’, ‘l’, ‘d’} would get merged together
into ‘est’ and ‘old’. This would help split rare OOV words into meaningful subwords.
Bodapati et al. (2019) showed that character-based models are less effective compared to
subword-based models as the latter retain important word-boundary information. They
further demonstrated that the pre-trained WordPiece tokenization of the BERT model
had an overall better performance and substantial gains compared to character, subword,
or custom BPE models.

2.4.4 Diverse Labeling Choices

A wide range of labeling schemes is used in the annotation of the abusive language
corpora, which results in variations across corpora and additional difficulties in the clas-
sification of abusive language, especially in cross-corpus settings. Wulczyn et al. (2017)
studied personal attacks on Wikipedia and used the labels of toxic speech and non-toxic
speech. This was later extended and used with the fine-grained multi-labels (a single
comment having more than one label) of toxic, severe toxic, obscene, threat, insult, and
identity hate in the Kaggle’s toxic comment challenge9. However, while toxic speech is
different from hate speech, it may be considered a category of abusive language as per the
definition of abusive language provided by Caselli et al. (2020) and presented in Section
2.2.

Both hate speech and other forms of abusive language may use profane language, but
general profanity can also be used in informal expressions without intending harm to an
individual or a community. Indeed, filtering all instances of profanity may not be desir-
able (Malmasi and Zampieri, 2018). Therefore, the corpus provided by Davidson et al.
(2017) comprises three classes: hate speech, offensive but not hate speech, and neither.
Founta et al. (2018) followed a more principled strategy by performing a controlled statis-
tical study of the labels selected by the annotators in an iterative manner. They initially

9https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge

https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
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started with the label set of {offensive, abusive, hateful, aggressive, cyberbullying, spam,
normal}. From the first two rounds of annotation, they realized that cyberbullying was
rarely used by the annotators as they are meant to be a repetitive form of abuse in
nature, which could not get reflected in individual comments. Further, they observed
that the labels abusive, offensive, and aggressive were highly correlated and abusive was
the most popular amongst the three. On the other hand hateful was not significantly
correlated with any other label. Therefore, their final set of labels was {abusive, hateful,
spam, normal}, by eliminating the label cyberbullying and merging offensive, aggressive,
and abusive into a single label abusive.

Different from these schemes, Zampieri et al. (2019a,b) used a hierarchical labeling
strategy with the first labeling level of offensive and non-offensive, the second level
where offensive comments were further categorized into targeted insult and untargeted,
and the third level of categorizing targeted offensive comments into individual, group,
and other. Caselli et al. (2020) further re-annotated the offensive comments in this
corpus, directed to either individuals or groups, into the labels of explicit abuse, implicit
abuse, and none. Cercas Curry et al. (2021) took a step further and used a rating
scale to measure the severity of abuse, ranging from +1 (friendly/non-abusive) to -
3 (strongly abusive) for studying the user conversations with three conversational AI
systems. Similar to the previously mentioned labeling schemes, in addition to binary
labels of abusive and non-abusive and the rating scale, they used a 3-way labeling for the
target of abuse, i.e. group, individual–system, or individual–3rd party and binary labeling
for the directedness of abuse, i.e. explicit or implicit. Finally, they categorized the targets
into more finely-grained labels of general, sexist, sexual harassment, homophobic, racist,
transphobic, ableist, or intellectual.

The corpus provided by Waseem and Hovy (2016) focused more on fine-grained cat-
egories within hate speech itself. They thus used the labels racism, sexism, and neither.
Basile et al. (2019) used a multi-label scheme where every comment has a binary label
of hateful and non-hateful, and then every hateful comment comprises another kind of
binary label indicating whether the target is a specific individual or a generic group.
Finally, they used another set of labels for the hateful comments to specify whether the
author of the comment is aggressive or non-aggressive. Some authors focused on spe-
cific types of hate speech only, for instance, sexism or misogyny (Jha and Mamidi, 2017;
Fersini et al., 2018a; Samory et al., 2021), Islamophobia (Chung et al., 2019), or East
Asian prejudice (Vidgen et al., 2020), etc. The corpus provided by Vidgen et al. (2021c)
is more diverse through a different labeling strategy. This includes a binary label of
hate and non-hate, labels for the types of hate, i.e. derogation, animosity, threatening
language, support for hateful entities, and dehumanization, and labels for many different
targets of hate. Similarly, Mollas et al. (2022) also used a diverse set of targets for their
labeling scheme and used a multi-label annotation strategy. The labels involve both the
binary labels of the presence or absence of hate speech (isHate) and multi-labeled cat-
egorization in terms of violence, directed_vs_generalised, gender, race, national_origin,
disability, sexual_orientation, and religion.

The heterogeneity in the labeling choices of different corpora raises difficulties in the
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adaptivity or generalizability of abusive language detection models, i.e. when they are
trained on one corpus and evaluated on different corpora (Gröndahl et al., 2018; Pa-
mungkas and Patti, 2019; Fortuna et al., 2020, 2021). Pamungkas and Patti (2019)
demonstrated that training on a corpus with more general and broader coverage of abu-
sive language generalizes better when evaluate on a corpus with specific types of abuse
(e.g. racism, sexism). Fortuna et al. (2020, 2021) discussed the need for more coherent
categorization and standardization of labels, i.e. assigning the same labels to equivalent
categories in different corpora, for better generalizability.

2.4.5 Class Imbalance

Founta et al. (2018) estimated that the proportion of online abusive content is very low
(0.1% -3% on Twitter) in practice. Therefore, many corpus creators use the keyword-
based sampling strategy, using terms that are more frequently present in abusive discus-
sions, to increase the abusive content in the data. Still, many of the widely used corpora
exhibit class imbalance (Davidson et al., 2017; Waseem and Hovy, 2016; Waseem, 2016).
For example, in the corpus provided by Davidson et al. (2017), the proportions for the
classes ‘offensive speech’, ‘hate speech’, and ‘neither’ are 77.4%, 5.6%, and 16.9%, re-
spectively. The class of ‘offensive speech’ has an unusually high number of instances
as the corpus has been sampled using slurs and other abusive keywords. In the corpus
introduced by Waseem and Hovy (2016), 20% of the comments were annotated sexist,
11.7% racist, and 68.3% neither. When classifiers are dominated by the majority class,
they tend to prefer predicting the test instances as belonging to the majority class. This
results in sub-optimal classification performance (Chawla et al., 2004).

Agrawal and Awekar (2018) performed Random Oversampling (ROS), i.e. oversam-
pling of the minority class by replicating them randomly to address the class imbalance.
However, they oversampled the entire training data before splitting the data into train-
test partitions. Arango et al. (2019) argued that such sampling should only be done in the
training partition of the data as otherwise, the same data instances can appear both in the
train and test partitions. Rathpisey and Adji (2019) also used ROS along with Random
Undersampling (RUS), Synthetic Minority Oversampling Technique (SMOTE) (Chawla
et al., 2002), and Adaptive Synthetic (ADASYN) (He et al., 2008). They showed that
ROS outperformed the other methods to handle unequal class distributions. Rizos et al.
(2019) used different text-based data-augmentation strategies that involved (i) substi-
tuting words with their synonyms from the word-embedding space, (ii) shifting, and (iii)
warping word tokens in a sentence within the boundaries of a padded sequence, and gen-
eration of new sentences using class-conditional, recurrent neural language models. They
also performed undersampling of the majority class instances at every training epoch
such that the model is trained on equal proportions of instances from both classes while
being able to learn from all the training instances. The authors demonstrated significant
improvements in the classification performance. Prasad et al. (2021) demonstrated that
random oversampling of the minority class followed by undersampling (randomly deleting
instances) of the majority class gave a better performance than using only oversampling
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or undersampling in a multi-modal abusive language detection task.
Furthermore, some researchers have used class weighting (Rani et al., 2020; Banerjee

et al., 2021) at the training stage to alleviate the issue of class imbalance. When comput-
ing the loss function, class weighting gives greater weights to the minority class instances.
Besides, the choice of classification metric is also important in class imbalanced settings.
Since macro-average F1 gives equal importance to all the classes unlike micro-average F1
which favors the majority class (Sokolova and Lapalme, 2009; Narasimhan et al., 2016),
it has been preferred in such imbalanced settings (Narasimhan et al., 2016). Therefore, in
order to reduce the effect of imbalance between classes, Bosco et al. (2018); MacAvaney
et al. (2019); Mandl et al. (2020) preferred using macro-average F1 to report the abusive
language classification performance. In this thesis, we have thus used macro-average F1
to report the model performance.

2.4.6 Evolution of Abuse over Time

The abusive phenomenon in social media keeps evolving with time because of language
variation (Eisenstein et al., 2014), e.g. the emergence of new words (Grieve et al., 2018),
the advent of new events and topics of discussion (Florio et al., 2020; Saha and Sindhwani,
2012), etc. This especially holds true because of the informal and colloquial nature of
language on social media. For instance, the outbreak of COVID-19 resulted in a sudden
increase in abusive language against East Asians (Vidgen et al., 2020). New slangs,
e.g. covidiot, emerged in last two years. Such temporal shifts cause degradation in the
performance of classifiers trained on a temporally distant corpus (a corpus collected in a
comparatively older time frame) when evaluated on newer corpora (Vidgen et al., 2019;
Florio et al., 2020). The analysis by Nobata et al. (2016) on the impact of abusive
language over time suggested that training with more recent data is preferable to having
larger training data. Likewise, Florio et al. (2020) showed that introducing training data
that is closer in time with respect to the test data improved the performance of classifiers.
Their analysis further revealed that topics shift relatively fast in social media and this is
a crucial challenge for building generalizable abusive language detection systems.

2.4.7 Biases in Corpora

The corpus creation process adopted for the available abusive language corpora may
induce different types of biases. These biases may be caused due to the sampling strategy,
demography of the annotators, time frame of collection, etc. (Wiegand et al., 2019; Yin
and Zubiaga, 2021). Such unintended biases may not immediately get reflected in the
usual classification performance metrics when models are trained and evaluated on the
same corpus (Wiegand et al., 2019). However, the generalizability of a model trained on
a biased corpus may get adversely affected. In addition, certain unintended biases may
have more serious implications by marginalizing a community that the models intend
to protect. We describe the biases usually found in the abusive language corpora and
discuss the solutions proposed in the literature to address them.
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Sampling/Domain bias

As mentioned previously, true random sampling for the creation of abusive language
corpora would lead to a very sparse presence of abusive comments in a corpus. To address
this, a common strategy is to sample using keywords known to be prevalent in abusive
discussions, which is usually called focused/biased sampling in the literature (Wiegand
et al., 2019). Wiegand et al. (2019) showed that such focused sampling results in the
over-representation of certain terms only in one of the classes. This biases the classifier
to make decisions based on those terms rather than learning the underlying concept of
abuse. For example, the corpus provided by Waseem and Hovy (2016) was collected
using manually identified terms, slurs, and hashtags frequently found in sexist and racist
comments. One of the most frequently discussed topics in this corpus is the role of
women in sports such as football, which in turn highly correlate with sexist expressions.
Wiegand et al. (2019) show that the most frequently correlated terms in the abusive
comments were ‘commentator’, ‘comedian’, ‘football’, ‘announcer’, etc. They used the
phrase topic bias to describe this particular phenomenon. In the absence of a balanced
representation of these terms in the non-abusive comments, a classifier could be prone
to detecting an innocuous comment containing these terms as abusive, i.e. such terms
would result in spurious correlations or artifacts in the data. Davidson et al. (2017)
also adopted a key-word based sampling procedure with the hatebase10 lexicon used to
collect samples that resulted in an unrealistic proportion of comments with slur terms,
with 77.4%, 5.6%, and 16.9% of the comments belonging to ‘offensive’, ‘hate speech’, and
‘normal’ classes.

On the other hand, Founta et al. (2018); Razavi et al. (2010), and the Jigsaw Kaggle
challenge11 applied a boosted random sampling strategy that involves random sampling
of data, followed by using some heuristics to boost the minority class. Wiegand et al.
(2019) showed that the top ten terms correlating with the abusive class in Founta et al.
(2018) were mostly slur words such as ‘b*tch’, ‘n*ggas’, ‘f*cking’. This is in contrast
to the observation on the corpus of Waseem and Hovy (2016) and other corpora that
used biased sampling (Warner and Hirschberg, 2012a; Kumar et al., 2018), which have
non-abusive words highly correlated with abusive comments. This indicated that corpora
sampled with procedures closer to random sampling are less affected by data bias.

Wiegand et al. (2019) recommended using cross-corpus classification, i.e. training
on one corpus and testing on another, to assess the impact of bias in a corpus. They
demonstrated that the corpora involving biased sampling had low cross-corpus perfor-
mance compared to those sampled with boosted random sampling. This shows that
data bias reduces the generalizability of classifiers. They further suggested debiasing the
corpora by methods such as augmenting the corpus with additional random comments
containing the bias-causing terms (Dixon et al., 2018; Wiegand et al., 2018b). Razo
and Kübler (2020) on the other hand reproduced the study of Wiegand et al. (2019) by

10https://hatebase.org/
11https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge

https://hatebase.org/
https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
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comparing the impact of boosted random sampling and biased sampling performed using
the same underlying data source. This was done to rule out the possibility of having the
data source as a confounding element. Although they found similar trends as Wiegand
et al. (2019), the effect was much less pronounced suggesting that the data source can
have more effect than the sampling strategy used. van Rosendaal et al. (2020) inves-
tigated ways to increase abusive content while still maintaining a wide range of topics
when creating the corpus. They focused on controversial topics on Reddit for extracting
keywords to sample data from Twitter, rather than manually selecting the keywords.

Author bias

The distribution of authors in the corpora may also lead to a biased corpus. For
example, more than 70% of the sexist comments in the corpus provided by Waseem and
Hovy (2016) originated from two authors, and 99% of the racist comments came from a
single author (Wiegand et al., 2019). Such a skewed distribution of authors is likely to bias
the classifiers to predict the class of a comment based on the writing style or topics used
by a few authors. In a real scenario, however, comments can originate from many different
authors. Nevertheless, Qian et al. (2018) and (Mishra et al., 2018a) incorporated author
information as additional features for classifiers. Qian et al. (2018) obtained the tweet
history of authors and gathered tweets from a large unlabeled set using textual similarity
to model intra-user and inter-user representation to aid the classification. Mishra et al.
(2018a) created a community graph with nodes as authors and edges as the connections
between them. From this, they obtained representations, referred to as author profile,
using node2vec (Grover and Leskovec, 2016). However, both these approaches were
applied only on the corpus provided by Waseem and Hovy (2016), which has a biased
representation of authors, as discussed before. Indeed, classifiers trained on this corpus
have shown poor generalizability (Wiegand et al., 2019).

Annotator bias

Annotating abusive corpora, being inherently a subjective task, is not trivial and de-
pends on the level of exposure and expertise of annotators, their beliefs, gender, ethnicity,
and other factors (Croom, 2011; Waseem, 2016; Waseem et al., 2021; Sap et al., 2022).
Waseem (2016) hired both amateur annotators from a crowd-sourcing platform and ex-
pert annotators who were feminist and anti-racism activists to annotate their corpus.
They observed a low inter-annotator agreement, with an agreement score of 0.57, for the
amateur annotators. They suggested using full agreement rather than majority voting
to incorporate the annotations from amateur annotators and seeking expert annotations
only when amateur annotators disagree. Moreover, models trained on expert annotations
were found to outperform those trained on amateur annotations. Breitfeller et al. (2019)
showed the gender-based annotator discrepancy in estimating the degree of offensiveness
of ‘microaggressions’ which are subtle forms of prejudiced expressions toward members
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of marginalized communities, essentially being a kind of implicit abuse. They found that
female and non-binary annotators were more prone to identifying microaggressions as
more offensive than male annotators.

Al Kuwatly et al. (2020) analyzed annotator bias by studying the impact of data anno-
tated by demographically distinct annotator groups on the behavior of classifiers. They
obtained multiple interesting observations, some of which are: (i) the inter-annotator
agreement of females was significantly lower than that of males but found no significant
difference between the two classifiers; (ii) classifiers trained on English data annotated
by native English speakers performed substantially better than those trained on data
annotated by non-native speakers or a mix of all annotators; (iii) classifiers trained on
data labeled by older annotators (over 30) had a better performance than those trained
on under-30-labeled data; (iii) the classifiers performed better on data labeled by less
educated (below high school) annotators compared to those labeled by better educated
(above high school) ones, which is contrary to the usual expectation. This revealed that
the demography of the annotators has a crucial influence on the data and the models
trained on them reflect those biases. This further suggested how annotating the same
data by different groups of annotators can help in estimating the bias induced.

Wich et al. (2020) analyzed annotation bias by building a graph to represent the sim-
ilarity in the annotation behavior. An annotator was represented by a node in the graph
and if at least one comment is labeled by two annotators, an edge was created between
them. Moreover, every edge was weighted based on the similarity of the annotations.
They applied a community detection algorithm (Blondel et al., 2008) to create annotator
groups and similar to Al Kuwatly et al. (2020), they trained classifiers on every group.
The classification performance of models trained on annotations from some of the groups
differed when evaluated on data annotated by a different group, indicating possible bias
in annotations. They suggested weighting the annotations from different groups based
on such insights and building classifiers that model the annotator bias.

Sap et al. (2022) took a step further by studying how the identities and the attitudes
or the belief systems of annotators influence their annotations from a social psychology
standpoint. They measured different types of beliefs in annotators such as advocating
free speech, endorsing racist beliefs, traditionalism, etc. on one hand and the belief
that abusive language could be harmful, beliefs of empathy, altruism, etc. on the other
hand using prior works on social science research. The authors found that some of these
beliefs correlated with annotator demographics. They further demonstrated some strong
correlations such as annotators with more racist beliefs were less prone to rate anti-Black
language as toxic, and more prone to rate African American English as toxic. They
recommended reporting annotator attitudes and demographics as a part of the data
creation process.

These studies make it evident that the annotation process, quality of the data, and
eventually the model performance heavily depend on demography, psychology, and other
attributes associated with the annotators. To reduce the annotator bias in the abusive
language corpora, it is crucial to provide clear annotation guidelines, select high-quality
annotators and give proper training to the annotators (Hsueh et al., 2009; Vidgen and
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Derczynski, 2020; Lopez Long et al., 2021).

Unintended social bias

The data creation process may induce unintended social bias against some demogra-
phies. For example, Dixon et al. (2018) found that certain group identity terms, like
‘gay’, ‘homosexual’, ‘islam’, etc., were disproportionately present in the toxic class in
the Wikipedia toxicity corpus (Wulczyn et al., 2017). This would result in classifiers
wrongly classifying a non-toxic comment as toxic because of the presence of these terms.
This could lead to unfair applications when such unintended bias is learned by a model
as it may further marginalize these groups by flagging any positive discussion involving
identity terms as toxic. Since models performing differently for different identity terms
can help identify such bias, the authors defined the unintended bias as the following: “a
model contains unintended bias if it performs better for comments containing some par-
ticular identity terms than for comments containing others”. To mitigate the bias, they
augmented the data with new non-toxic comments containing those identity terms that
were observed to have disproportionate distributions across classes. This was done to
create a balance in the distributions of these terms. Furthermore, for evaluating this bias,
they created a synthetic test set containing both toxic and non-toxic template statements
and substituted different identity terms in those templates.

Park et al. (2018) extended this work to specifically reduce gender bias in the data.
The adopted three approaches to debias a model: (i) using debiased word embeddings
that remove gender stereotypical information (Bolukbasi et al., 2016); (ii) gender swap-
ping, i.e. augmenting the training data by substituting male identities in comments with
female identities and vice-versa; and (iii) transfer learning by training a model first on
a larger less biased corpus and then fine-tune on the small biased corpus. By employing
a mix of debiased embeddings and the data augmentation strategy, they were able to
significantly reduce gender bias. Similarly, Nozza et al. (2019) followed the data aug-
mentation strategy of Dixon et al. (2018) to reduce unintended biases against identity
terms in misogyny detection.

Davidson et al. (2019) showed the presence of racial bias in some widely used abusive
language corpora as the classifiers trained on them are highly prone to predict tweets
written in African-American English (AAE) as abusive compared to Standard American
English (SAE). This bias would be unfair to African-American users and systematically
discriminate against them instead of helping them. Such bias can enter during the
data collection process. When keywords are used to extract data, some communities
may be disproportionately represented in abusive content and may be far from the true
distributions. In some cases, the words used as indicators of abusive language may be
associated with the language used by certain communities. For example, the corpus
provided by Davidson et al. (2017) has been found to over-represent AAE in abusive
comments (Waseem et al., 2018). Moreover, annotator bias can again increase these
ethnic disparities. For example, the word ‘n*gga’ is frequently used by the members of
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the African-American community in a harmless manner (Warner and Hirschberg, 2012a).
In the corpus of Davidson et al. (2017), this word is frequently associated with abusive
language as annotators interpreted the context in their own ways. Sap et al. (2019) gave a
similar conclusion in a similar study. They further proposed two ways of mitigating racial
bias: ‘dialect and race priming’. In these strategies, the annotators were provided with
information about the dialect of the comments, and they were asked to take into account
the possible race of the authors of the comments based on their dialects while annotating
a comment. This made them less likely to label a comment written in AAE as abusive.
Zhou et al. (2021) analyzed the performance of different debiasing strategies and showed
that they are less effective in mitigating the bias induced by different dialects. They
proposed automatic label correction of those comments that were written in AAE and
marked as abusive while their corresponding translated SAE comments were predicted as
non-abusive. They showed that this method was more effective at reducing such dialectal
bias.

Different model training strategies for unintended social bias mitigation have been
proposed in the literature. Mozafari et al. (2020) re-weighted the input samples to
reduce the effects of n-grams present in the data that have high correlations with the
class labels. They showed a significant reduction of racial bias with regard to the disparity
in the predicted labels of comments written in AAE versus SAE. Vaidya et al. (2020)
proposed a multi-task learning model that jointly learns toxicity classification along with
detecting the identity terms present in the comment to alleviate the bias against the
identity terms. Liu and Avci (2019) and Kennedy et al. (2020) used different post-hoc
model explanation methods to regularize the importance assigned by the classifier to a
set of pre-defined identity terms while performing abusive language classification. This
was done to enable the abusive language detection models to give less importance to these
terms and rather learn from the context associated with these terms in the comments.

Ramponi and Tonelli (2022) studied model fairness (reducing the possibility of clas-
sifying non-abusive instances containing identity terms as abusive) and robustness (im-
proving the abusive language detection performance) in both in-distribution and out-of-
distribution evaluation settings. The authors differentiated between authentic artifacts
and spurious artifacts. The first one is the set of terms in the data that carry the neces-
sary information for the prediction of abuse, while the second one is the set of terms that
are wrongly correlated with the class labels. They further showed that different spurious
artifacts may require different treatments, e.g. masking the spurious artifacts comprising
identity terms substantially improves the fairness of models while masking non-identity
terms does not have the same effect. Moreover, they demonstrated that improving model
fairness can reduce the model robustness, i.e. the out-of-distribution classification per-
formance of models and this is an important trade-off to consider. Attanasio et al. (2022)
used a method called ‘entropy-based attention regularization’ that penalizes terms with
low self-attention entropy. This is based on the intuition that while a small entropy
indicates that only a few terms are considered important, a large entropy suggests that
a larger context contributes to the decision of classifiers. Their method does not require
a pre-defined list of identity terms and it can reduce bias induced by any term in the
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training data.
Finally, Waseem et al. (2021) mentioned that it is nearly impossible to completely de-

bias abusive language corpora. This is because every step in the machine learning pipeline
ranging from data creation, and annotation to modeling involves a subjective choice.
They recommended that researchers should be aware of the fact that bias-mitigation
approaches can only reduce the effect of a fraction of biases. In this thesis, we tried
to address the issue of domain bias to a certain extent that can adversely affect the
transferability of classifiers in cross-corpus evaluation settings.

2.5 Transfer Learning in Abusive Language Detection

Traditional machine learning involves training a single model for a specific task using the
given dataset. This approach of learning in isolation requires a large number of training
instances. However, owing to the time, cost, and effort involved in annotating abusive
language corpora (Schmidt and Wiegand, 2017; Malmasi and Zampieri, 2018; Poletto
et al., 2019), the sizes of these corpora are usually small. Since deep neural networks
require a large amount of data for training (Justus et al., 2018; Huang et al., 2019), it is
important to reuse prior available knowledge in related tasks or domains for learning new
models for abusive language detection. This can be achieved through transfer learning,
as discussed in Chapter 1.

As we have seen in Section 2.4.6, abusive language constantly evolves with time,
is targeted against different communities, incorporates corpus-specific data bias, vary in
terms of the writing style, vocabulary, topics discussed, and other aspects. Therefore, it is
important that abusive language detection models can transfer well across such variations
to be practically robust in real-world scenarios. Evaluating a model on a different corpus
or domain than the one on which it has been trained forms a more realistic experimental
setting and is referred to as cross-domain (Wiegand et al., 2019; Karan and Šnajder, 2018)
or cross-dataset (corpus) (Swamy et al., 2019) evaluation. In this section, we discuss the
existing approaches that studied the cross-corpus transferability or generalizability in
abusive language detection.

2.5.1 Generalizability Without Exposure to Target

We first discuss the studies where the models learned from the source corpus are not
exposed to any data from the target corpus during training but are used directly to
detect abusive language on the target. We begin with discussing the works that analyzed
the problem of generalizability and then discuss the solutions that have been proposed
in the literature to improve it.
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Analyzing the problem

Recent studies have highlighted concerns about the generalizability of existing models.
Several researchers have observed that despite the impressive performance on the respec-
tive test sets from the same corpus, the performance drops significantly when evaluated on
a different corpus (Agrawal and Awekar, 2018; Dadvar and Eckert, 2020; Gröndahl et al.,
2018; Karan and Šnajder, 2018; Waseem et al., 2018; Swamy et al., 2019; Wiegand et al.,
2019; Arango et al., 2019; Fortuna et al., 2021; Yin and Zubiaga, 2021), demonstrating the
lack of generalizability. For instance, Arango et al. (2019) reported that the LSTM-based
model introduced by Badjatiya et al. (2017) trained on the corpus of Waseem and Hovy
(2016) suffered a massive drop from 93% macro-average F1 (macro-F1) score obtained
on the corresponding test set of Waseem and Hovy (2016) to 47.5% when evaluated on
the test set from Basile et al. (2019). Similarly, Gröndahl et al. (2018) observed that the
performance of the LSTM-based model of Badjatiya et al. (2017) trained on the same
corpus dropped to 33% macro-average F1 on Davidson et al. (2017), where the offensive
and the neutral classes were combined as a single class as opposed to the hate speech
class. Agrawal and Awekar (2018) showed that a BiLSTM-based model with an attention
mechanism trained on a corpus from Formspring (Reynolds et al., 2011) obtained 3% F1
on Waseem and Hovy (2016) and 35% on a corpus from Wikipedia (Wulczyn et al., 2017).
Swamy et al. (2019) performed cross-corpus evaluations with four corpora (Waseem and
Hovy, 2016; Davidson et al., 2017; Founta et al., 2018; Zampieri et al., 2019a,b) using the
BERT model and the results showed that the drop was less but widely varied ranging
from 2 to 35 points in macro-F1.

Gröndahl et al. (2018) argued that the properties of the corpora are more impor-
tant than the models used for generalizability studies. Wiegand et al. (2019) observed
that when fastText models were trained separately on the three corpora provided by
Wulczyn et al. (2017), Founta et al. (2018) and Razavi et al. (2010) and evaluated on
each other, macro-F1 scores higher than 70% were obtained. However, when they were
trained or tested on another set of three corpora provided by Warner and Hirschberg
(2012b), Waseem and Hovy (2016) and Kumar et al. (2018), the scores obtained were
usually around or below 60% on average in cross-corpus settings. They attributed this
observation to the property of the first three corpora, i.e. they comprise a higher pro-
portion of explicit abuse and involve less biased sampling. The other three corpora, on
the other hand, involve biased sampling and a larger presence of implicit abuse. Swamy
et al. (2019) found that the corpora with similar characteristics and those built using
similar search terms performed well on each other. They observed that the corpora
having larger proportions of abusive instances showed better generalizability than those
with fewer abusive instances, especially when evaluated on a dissimilar corpus. Similar
observations were made by Karan and Šnajder (2018) and Waseem et al. (2018). Swamy
et al. (2019) further recommended that for improving the generalizability of models, they
should be trained on abusive language corpora that have wide coverage of different forms
of abusive phenomena rather than having only a few specific types of abuse.

Unlike Gröndahl et al. (2018), Fortuna et al. (2021) found that models do play an im-
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portant role in generalization. They reported that BERT along with other Transformer-
based models obtained better generalization than models like SVM and fastText in the
majority of their experimental configurations. However, they still maintained that the
data and especially the labeling scheme across different corpora play an equally impor-
tant role. Differing from Swamy et al. (2019) and Karan and Šnajder (2018), they found
that the model performance depends more on the labeling criteria present in the data,
rather than the proportion of the abusive content.

Improving generalizability

Wiegand et al. (2018a) improved cross-corpus abusive language detection through the
creation of a new lexicon of abusive words automatically. They first constructed a base
lexicon of negative polar expressions, which were annotated for the presence of abusive
words. They then expanded the base lexicon by training an SVM using different semantic
and linguistic features and applied it to a set of unlabeled negative polar expressions. The
authors demonstrated substantially improved generalizability in cross-corpus experiments
using an SVM classifier trained on the features derived from their expanded lexicon.
Pamungkas and Patti (2019) used features from a different lexicon of abusive words called
HurtLex (Bassignana et al., 2018) along with linear SVM classifier and LSTM-based
models for cross-corpus experiments. They found that LSTM-based models gave better
performance, which got further improved when HurtLex was used. They also argued
that models trained on corpora with general abusive language forms are more robust to
detect specific kinds of abuse. Pamungkas et al. (2020) performed further analysis and
used BERT along with other models such as SVM and LSTM with and without Hurtlex.
They concluded that BERT gave the best performance for cross-corpus transfer among all
the models. Similarly, Koufakou et al. (2020) combined features obtained from Hurtlex
with representations obtained from the BERT model and showed improvements in cross-
corpus performance.

Nejadgholi and Kiritchenko (2020) used topic modeling and manually analyzed the top
ten words and their coherence in every topic to find the domain-specific non-generalizable
topics in a corpus from Wikipedia (an extension of the corpus from Wulczyn et al. (2017)).
An example of a non-generalizable topic is one that is specific to the Wikipedia platform
with top words like ‘page’, ‘article’, ‘edit’, ‘talk’, etc. that may not occur in a corpus from
another platform. They assigned the highest probable topic to every instance and found
that removing the instances associated with the non-generalizable topics improved the
out-of-domain performance with a BERT model. They recommended that such manual
inspection of topics, filtering out the non-generalizable topics, and augmenting data with
useful topics should be carried out iteratively during data collection or before annotation
for making the corpus robust. Since the Wikipedia corpus comprises general abusive
language like ‘toxicity’, models trained on it were shown to perform well on the out-
of-domain instances associated with general abuse. However, the performance dropped
when dealing with a sub-category of abuse such as ‘hate speech’ as the Wikipedia corpus
does not represent hateful topics directed toward different communities sufficiently well.
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This observation slightly contradicts the argument of Pamungkas and Patti (2019) as
mentioned above.

Wang et al. (2020) proposed learning a generic model for different types of abuse
by incorporating representations of different aspects of abusive language such as tar-
get, content, and linguistic behavior. The authors proposed a ‘cross-attention gate flow’
mechanism using a cross-transformer encoder to mutually learn and refine these repre-
sentations. They showed improved performance on abusive language corpora sampled
from three different online platforms but they did not perform any cross-corpus experi-
ments. In another attempt to learn a generic model for abusive language, Caselli et al.
(2021) continued pre-training the BERT model on a large-scale corpus of Reddit com-
ments from communities banned for being abusive using the Masked Language Model
(MLM) objective of BERT and presented a new abuse-inclined model called HateBERT.
They demonstrated better generalizability using HateBERT in cross-corpus experiments,
especially when moving from a corpus with general abusive phenomena to a specific one.

Markov and Daelemans (2021) used a majority-voting ensemble of BERT, RoBERTa,
and SVM with different robust sets of features such as part-of-speech (POS) tags, emo-
tion, and abusive lexicons, etc. and demonstrated improvements in cross-corpus perfor-
mance. Their analysis revealed that the improvement was mostly due to the decrease in
false positives, i.e. classifying a non-abusive instance as abusive. Kennedy et al. (2020)
also reduced the false positives in out-of-domain data by penalizing the importance as-
signed to identity terms (like jews, africans, etc.) using a model explanation method
called Sampling and Occlusion (SOC) (Jin et al., 2020).

Chiril et al. (2022) investigated the impact of training on a combination of abusive
corpora having specific topics or targets, like the topic of ‘racism’ in Waseem and Hovy
(2016) and testing on an unseen topic like ‘misogyny’ in Basile et al. (2019). They
experimented with many different models and found that the models trained on different
specific abusive topics or targets can generalize to a decent extent on a corpus with an
unseen topic or target; the best performing model being CNN coupled with the word
embedding model of fastText. Toraman et al. (2022) introduced a large-scale corpus
from Twitter for English and Turkish having a balanced number of tweets across five
domains, where they use the term ‘domain’ to denote different topics, namely religion,
gender, racism, politics, and sports. They demonstrated that the cross-domain (topic)
transfer performance was usually high on average. However, gender-based hate tweets
were difficult to classify by other domains and the topic of sports could not generalize
well to other domains.

2.5.2 Domain Adaptation With Exposure to Target

In this sub-section, we discuss the scenarios where some amount of labeled or unlabeled
data from the target corpus is available. This data is used by the model to transfer or
adapt the knowledge learned from a source corpus to improve the cross-corpus perfor-
mance on the target. We divide this into two parts: ‘with target corpus labeled data’ and
‘with target corpus unlabeled data’.
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With target corpus labeled data

Agrawal and Awekar (2018) experimented with different flavors of transfer learning,
amongst which two strategies used the target corpus labeled data, namely ‘feature level
transfer learning’ and ‘model level transfer learning’ using a BiLSTM-based model with
attention. In the former, they first trained a model on the source corpus and then
transferred only the learned word embeddings to the target corpus to train a new model.
In the latter, they transferred both the learned word embeddings and the model weights
for training another model on the target corpus. They found that transferring only
word embeddings resulted in significant improvements over the direct evaluation of the
source model on the target. However, transferring the additional model weights gave a
similar performance as transferring only the word embeddings, and there were no further
gains. This indicated that the learned word embeddings were the most crucial knowledge
transferred. For adapting pre-trained word embeddings to the abusive language task,
Basile (2020) used the concept of ‘weirdness index’ (Ahmad et al., 1999) for words and
computed the ‘polarized weirdness’ (Florio et al., 2020) with respect to a specific class
label for every word. This is computed as the ratio of the relative frequency of a word
(occurrence of a word in class c/total number of words in class c) present in the instances
belonging to one class over that in the other class. Basile (2020) adapted the pre-trained
word embeddings in such a way that the distance between pairs of words in the embedding
space was determined by their respective polarized weirdness scores. Classification using
these adapted word embeddings were found to considerably improve recall in abusive
language detection task.

Karan and Šnajder (2018) used the Frustatingly Easy Domain Adaptation (FEDA)
framework (Daumé III, 2007) with linear SVM to augment the given corpus with knowl-
edge from a different corpus which significantly improved the performance in the original
corpus. Mozafari et al. (2019) analyzed different fine-tuning methods, as discussed in
Section 2.3.2, to transfer knowledge from the pre-trained BERT model to the abusive
language corpora. Isaksen and Gambäck (2020) used both ‘base’ and ‘large’ versions of
the pre-trained BERT model along with further training of BERT on different unlabeled
abusive language corpora except the target corpora. Further training was done using
the language model pre-training objectives of the Masked Language Model (MLM) and
next sentence prediction. All these BERT model variants were then used to transfer
knowledge for detecting and differentiating between the hateful and offensive language in
the target. Contrary to the expectation, they found that models with general language
understanding performed better on the hateful class of the target than models that were
further trained on different unlabeled abusive language corpora using the language model
objectives.

Waseem et al. (2018) used the multi-task learning (MTL) approach to investigate
whether jointly learning a shared representation from two or more corpora, having dif-
ferent annotation schemes, can transfer knowledge in a better way compared to training
on a direct combination of all the available corpora. They used BoW and subword
embeddings with feed-forward neural networks, where the model comprised both shared
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parameters that were learned jointly and task-specific parameters for every corpus. With
the MTL approach, the authors obtained improvements compared to training only on a
single corpus and testing on another as well as training on a direct combination of the
available corpora. Similar approaches using MTL were adopted by Rizoiu et al. (2019)
who used ELMo (Embeddings from Language Models) (Peters et al., 2018) as the word
embedding model and a bi-LSTM layer, d’Sa et al. (2022) who used the BERT model
and Aldjanabi et al. (2021) who used BERT models that were pre-trained on the Arabic
language, like AraBERT (Antoun et al., 2020) and MARBERT (Abdul-Mageed et al.,
2021).

Corazza et al. (2019) analyzed whether training abusive language classifiers on com-
bined data from multiple social media platforms (using data sampled from Twitter, Face-
book, Instagram, Whatsapp) can help in improving their performance on a single plat-
form. They found that training on the combined data using a GRU-based model did
improve performance but the gains were not always substantial compared to training
only on the data from the corresponding platform. This indicates that social media plat-
forms have their own peculiar use of language that may not be present in a combined
generic corpus. Besides, for the corpus sampled from Twitter, the authors showed that
training on the single-platform data from Twitter always outperformed the performance
from the combined training data. Ozler et al. (2020) compared different multi-domain
experimental configurations using the BERT model with a corpus of news comments
and two Twitter corpora. These were single – a classifier fine-tuned separately for every
corpus, joint – a classifier fine-tuned on a combination of different corpora, joint →single
– a classifier first fine-tuned on the combined set and then further fine-tuned on every
individual corpus. They found that their joint model outperformed joint →single model
in most cases.

Chiril et al. (2022) investigated the ability of different models in transferring common
abusive knowledge from topic-generic abusive corpora (eg. Davidson et al. (2017) with
abusive labels of hateful and offensive ) to topic-specific corpora having particular types
of abuse (eg. Waseem and Hovy (2016) with the abusive labels of racism and sexism).
They compared the performance of models trained on a topic-generic corpus and tested
on a topic-specific corpus to the models trained on a combination of all the topic-specific
corpora and tested on every constituent topic-specific corpus separately. The second
approach was found to be more robust than the first one.

Sarwar et al. (2022) proposed a nearest-neighborhood framework using Transformer-
based models for cross-lingual abusive language detection in low-resource scenarios, i.e.
with limited labeled data from the target. They modeled the interaction between in-
stances from the target corpus and their nearest neighbors from the source corpus based
on their label agreement to improve the performance in the target corpus. We have
discussed this approach in detail in Chapter 7. Mozafari et al. (2022) applied a meta-
learning-based approach called Proto-MAML (MAML: Model-Agnostic Meta-Learning)
(Triantafillou et al., 2020), with some modifications, for cross-lingual hate speech and
offensive language detection amidst limited labeled data in the target language. A meta-
learning algorithm evaluates new tasks at test time after learning to learn on a variety
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of training tasks (Thrun and Pratt, 1998).

With target corpus unlabeled data

When there is no availability of labeled instances from the target corpus but there is
access to unlabeled target data, Unsupervised Domain Adaptation (UDA) methods can
be devised that address the domain shift. There are only a few existing approaches that
have adopted UDA for abusive language detection.

Glavaš et al. (2020) studied both cross-domain and cross-lingual abusive language
detection where they continued pre-training of Transformer-based models on the abusive
corpora in the target language using the Masked Language Model (MLM) objective,
as an unsupervised adaptation method. They showed that such domain and language
adaptation can provide additional performance gains. Bashar et al. (2021) performed a
progressive adaptation of an LSTM-based model using language model pre-training first
on a general unlabeled corpus, then on unlabeled corpora that are topically similar to
the source and the target domain, and subsequently learned a classifier on the source
domain data. Sarwar and Murdock (2022) introduced a data augmentation-based UDA
approach that constructed weakly labeled data from a negative emotion corpus (Go et al.,
2009) to augment the source corpus. They used different models such as character CNNs,
BiLSTMs, and BERT for evaluating their approach.

Nejadgholi et al. (2022) proposed using a model interpretability technique called Test-
ing Concept Activation Vector (TCAV) (Kim et al., 2018) to guide the selection of
the most informative out-of-domain instances for augmenting the source training data.
Specifically, they used TCAV vectors to quantify the sensitivity of trained classifiers to the
explicit and implicit abusive instances and found that augmenting with implicitly abu-
sive instances from the out-of-domain data can improve the cross-domain performance.
Subsequently, they formulated a new metric called the degree of explicitness to identify
a small set of unlabeled and informative implicitly abusive out-of-domain instances to
augment the source data, which improved the performance compared to classification
confidence-based selection of instances. Ludwig et al. (2022) categorized a domain as the
set of instances involving abuse against a specific target community. They investigated
different UDA approaches in this setting. We have described UDA approaches in more
detail in Chapter 5.
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Table 2.2: Summary of the existing approaches for addressing transferability or generalizability
in abusive language detection (in chronological order).

Reference Approach
Wiegand et al. (2018a) Created a new lexicon of abusive words automatically; trained

an SVM using the features derived from their expanded lexicon
for improving generalizability.

Agrawal and Awekar
(2018)

Investigated three flavors of transfer learning using a BiLSTM-
based model: directly evaluating a source model on the target
corpus, transferring only the learned word embedding from
the source to the target for further training; transferring both
learned word embeddings and model weights from source to
the target for training.

Karan and Šnajder (2018) Augmented the given corpus with knowledge from a different
corpus using a domain adaptation approach called FEDA with
linear SVM.

Waseem et al. (2018) Investigated an MTL approach that jointly learned a shared
representation from two or more corpora, with different an-
notation schemes, to transfer knowledge across corpora, using
BoW and subword embeddings with feed-forward neural net-
works.

Mozafari et al. (2019) Analyzed different fine-tuning methods to transfer knowledge
from the pre-trained BERT model to abusive language cor-
pora.

Rizoiu et al. (2019) Proposed an MTL approach based on ELMo embeddings to
learn shared information across two corpora.

Corazza et al. (2019) Analyzed whether training on combined data from multiple so-
cial media platforms can help in improving their performance
on a single platform; found that social media platforms have
their own peculiar language style that may not always be cap-
tured through a combined generic corpus.

Pamungkas and Patti
(2019)

Infused features from a lexicon of abusive words called HurtLex
along with linear SVM and LSTM-based models and found
improvement in cross-corpus experiments.

Pamungkas et al. (2020) Compared the performance using BERT and other models
with HurtLex and found that BERT outperformed other mod-
els in cross-corpus transfer for misogyny detection in English.

Ozler et al. (2020) Compared different multi-domain experimental settings using
the BERT model and found that training on a combined cor-
pus from different domains gave the best performance.
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Glavaš et al. (2020) Studied both cross-domain and cross-lingual abusive language
detection where they continued pre-training of transformer-
based models on the abusive corpora in the target language
using the MLM objective.

Koufakou et al. (2020) Combined features obtained from HurtLex with representa-
tions from BERT and demonstrated improvements in cross-
corpus performance.

Nejadgholi and Kir-
itchenko (2020)

Used topic modeling and manual analysis to identify domain-
specific topics and proposed to remove instances associated
with these topics to improve generalizability.

Wang et al. (2020) Proposed learning a generic model for different types of abuse
by incorporating multi-aspect (target, content, and linguistic
behavior) representations of abusive language.

Kennedy et al. (2020) Proposed a regularization method to reduce the importance
assigned to identity terms for improving out-of-domain gener-
alization.

Isaksen and Gambäck
(2020)

Transferred knowledge using pre-trained BERT model and
BERT trained further on unlabeled abusive language corpora
different from the target using its language model objectives.
Models with general language understanding were found to
perform better on the hateful class of the target than models
further trained on abusive language corpora.

Caselli et al. (2021) Retrained BERT on a large-scale corpus of English Reddit
comments from communities banned for being abusive, using
the MLM objective, and called it HateBERT, which demon-
strated better generalizability.

Markov and Daelemans
(2021)

Used a majority-voting ensemble of BERT, RoBERTa, and
SVM with different robust sets of features and demonstrated
improvements in cross-corpus performance due to a reduced
number of false positives.

Aldjanabi et al. (2021) Presented an MTL approach for cross-corpus abusive language
detection using BERT models pre-trained on the Arabic lan-
guage.

Bashar et al. (2021) Performed unsupervised progressive domain adaptation of an
LSTM-based model on different unlabeled corpora and then
learned a classifier on the source domain data to transfer
knowledge to the target domain.

d’Sa et al. (2022) Learned shared and corpus-specific information using an MTL
approach with BERT for transferring knowledge across differ-
ent corpora.
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Chiril et al. (2022) Performed an extensive investigation of different models’ abil-
ity to transfer common abusive knowledge from topic-generic
abusive corpora to topic-specific corpora having particular
types of abuse, the generalizability of training on a combina-
tion of abusive corpora having specific topics or targets, and
other analysis.

Toraman et al. (2022) Introduced a large-scale corpus from Twitter for English and
Turkish that have a balanced number of tweets across five
different domains or topics, for cross-domain experiments.

Nejadgholi et al. (2022) Proposed using a model interpretability technique called
TCAV to guide the selection of the most informative implic-
itly abusive out-of-domain instances for augmenting the source
training data, demonstrating improved cross-domain perfor-
mance.

Sarwar and Murdock
(2022)

Introduced a data augmentation-based UDA approach that
constructed weakly labeled data from a negative emotion cor-
pus to augment the source corpus.

Sarwar et al. (2022) Proposed a nearest-neighborhood framework using
transformed-based models by modeling the interaction
between instances from the target corpus and their near-
est neighbors from the source corpus based on their label
agreement to improve the performance on the target corpus.

Ludwig et al. (2022) Investigated different UDA approaches in cross-domain set-
tings where they categorized a domain as the set of instances
involving abuse against a specific target community.

Mozafari et al. (2022) Applied a meta-learning-based approach for cross-lingual hate
speech detection with limited labeled data in the target lan-
guage.

Lastly, we present a summary of the existing approaches that addressed transfer
learning in the abusive language detection task in Table 2.2. Pamungkas et al. (2021)
presents a comprehensive survey of the prior literature on cross-corpus abusive language
detection and identified that data bias is one of the major challenges in tackling cross-
corpus abuse, which remains an open problem. They concluded that even though the
research in the area of transfer learning in abusive language detection is still in its early
stage of development, the prior literature stresses the urgency of addressing this problem.
In this thesis, we study this important research problem, where we propose solutions to
alleviate the issue of data bias caused due to spurious correlations that can disrupt the
adaptation to a new corpus, as one of our contributions.
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2.6 Summary

In this chapter, we presented the landscape of existing literature on abusive language
detection. We began by discussing the nuances in the definition of abusive language,
especially that of hate speech. Then a broad overview of the evolution of abusive language
classifiers was presented from the pre-deep learning era to the current state-of-the-art
transformer-based models used in this task. Subsequently, some of the major challenges
across different dimensions of abusive language detection were discussed that make it
a complex task. We found that an unclear definition of abusive language reduces the
quality of annotation. Moreover, subtle forms of abuse, the subjective nature of the
task, non-standard language, the absence of additional contextual information such as
the parent comment or images associated with comments, diverse labeling schemes, and
other factors contribute to the task complexity.

We also discussed how some of these challenges can adversely affect the transferabil-
ity of abusive language detection systems. One of the main issues that cause limited
cross-corpus performance is the variety of biases induced in the corpus from different
sources. These include sampling/domain bias, author bias, social bias resulting from
the data creation process, and annotator bias resulting from factors like the annotators’
demography and their level of expertise. Moreover, the evolution of the language used
in online platforms, the advent of new words, and real-world events that trigger new
topics of discussion reduce the generalizability and adaptivity of models. Finally, we
presented the existing studies that analyzed and attempted to address this crucial and
open problem of transfer learning in abusive language detection.



3 Models and Corpora

3.1 Introduction

This chapter presents the different deep neural network-based models that we have used
in the remaining part of the thesis for obtaining pre-trained representations. Further-
more, this chapter provides a detailed description of the different corpora used for our
experiments, the text pre-processing performed on them, and the evaluation metric used
for reporting the model performance throughout the thesis.

3.2 Deep Neural Network Models

We start with describing the Deep Neural Network (DNN) models used in our proposed
approaches either for obtaining the pre-trained representations or as the underlying pre-
trained models that are fine-tuned for our tasks. Since all of these models use Transformer
layers as their building blocks, we first give an overview of these layers.

3.2.1 Transformer Layers

Transformers were introduced by Vaswani et al. (2017) originally for neural machine
translation applications. They demonstrated superior performance on this task, while
significantly improving the speed and parallelizability. One of the factors that facilitate
this is their ability to process the entire sequence of text at once. This is achieved by
the use of the self-attention mechanism, a strategy for capturing the dependencies of a
word or token with other words or tokens in the sequence. The Transformer model is
built with an encoder and a decoder – each containing a stack of Transformer layers. The
representations of the input text sequence are estimated using the encoder. The decoder
uses the representations learned by the encoder to yield the output sequence.

A Transformer layer in the encoder consists of two sub-layers: multi-head self-attention
and feed forward neural network. Although a Transformer layer in the decoder has both of
those sub-layers, it also features a multi-head encoder-decoder attention sub-layer between
them that aids in focusing on relevant portions of the input sentence. The multi-head
self-attention helps in jointly attending to representations from several sub-spaces, which
captures various associations between words or tokens. The outputs of the attention sub-
layer are subjected to transformations with a ReLU (Rectified Linear Unit) activation
using the feed-forward network. In addition, every sub-layer in both the encoder and
decoder has a residual connection (He et al., 2016) surrounding it, which is followed
by layer normalization (Ba et al., 2016). The multi-head self-attention sub-layer in the
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decoder is actually a masked multi-head self-attention sub-layer. This means that the
sub-layer is only permitted to focus on earlier positions in the obtained output sequence,
which is achieved by masking future positions. Furthermore, to incorporate the order of
words in the input sequence, the Transformer adds a vector to each input embedding.
This vector, called positional encoding, encodes the information about the position of
each word. This is also done for the decoder inputs, which are the previous outputs of
the decoder. Figure 3.1 provides an illustration of the Transformer layers.

Multi-head Self-attention

Add and Normalize

Add and Normalize

Feed Forward Feed Forward

Masked Multi-head
 Self-attention

Add and Normalize

Add and Normalize

Feed Forward Feed Forward

Multi-head  
Encoder-decoder Attention

Add and Normalize

Linear

Softmax

Output
Probabilities

Positional
Encoding

Positional
Encoding

Inputs Outputs shifted right

Encoder

Decoder

Figure 3.1: Illustration of the Transformer layers with N encoder and decoder layers.
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Transformer Encoder

Transformer Encoder

Transformer Encoder

self-attention
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Figure 3.2: Illustration of the Masked Language Model pre-training in BERT.

3.2.2 Bidirectional Encoder Representations from Transformers (BERT)

BERT (Devlin et al., 2019) is a Transformer-based model that uses only the encoder part
of the Transformer. It is intended to jointly condition on both left and right contexts in
all layers in order to pre-train deep bidirectional representations from the unlabeled text.
This is achieved by pre-training through the Masked Language Model (MLM) objective,
where the self-attention mechanism takes into consideration the context from both the
left and right directions of a particular masked token to predict it. It also employs a
next sentence prediction task that simultaneously pre-trains on text-pair representations
in addition to the masked language model.

The MLM pre-training entails corrupting a small percentage of input tokens and
predicting those masked tokens at the model’s output. To mitigate the mismatch between
the pre-training and fine-tuning stages, the “masked” tokens, which form 15% of the
tokens in a sequence, are replaced by the [MASK] token only 80% of the time, while they
are replaced by random tokens 10% of the time and the original token is retained for
the remaining 10% of the time. The next sentence prediction task helps in capturing
the relationship between two sentences and is particularly helpful for tasks like Question
Answering and Natural Language Inference. It involves passing a combination of two
sentences A and B, separated by the [SEP] token, as input to the model. The model is
then trained to predict whether the sentence B follows the sentence A or not in the original
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document. The pre-training of the BERT model with the MLM objective is illustrated
in Figure 3.2.

The BERT model uses WordPieces (Wu et al., 2016) as inputs to the model. This
tokenization makes use of a fixed-sized vocabulary to split a word into a set of common
subword tokens if the word is not found in the vocabulary. For instance, the word ‘play-
ing’ may be split into the word-piece tokens ‘play’ and ‘##ing’ if it is not present in
the vocabulary. BERT uses a vocabulary size of 30,000 tokens. A special [CLS] token
is added at the beginning of a sequence of inputs, whose final state is used as the repre-
sentation of the entire sequence for classification tasks. This is because the self-attention
mechanism enables the output of the [CLS] token to capture the aggregated sequence
representation. When the pre-trained BERT model is fine-tuned for classification, a new
dense layer (classification layer) is added over the model’s final representation layer and
the parameters of the pre-trained model along with the classification layer are updated
using the dataset for the task. The final layer representation of the [CLS] token is
passed as input to the classification layer. Figure 3.3 illustrates the fine-tuning of BERT
for classification.

Transformer Encoder

Transformer Encoder

Transformer Encoder

Linear layer  
+ Softmax

[CLS]

0.2
0.8
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non-hate

I [SEP]like chocolate cake

hate

Figure 3.3: Illustration of the fine-tuning of BERT for the classification task.

Throughout the thesis, while using BERT (Chapter 6 and 7), we fine-tune the pre-
trained ‘BERT-base-uncased’ model for our experiments. This model has a stack of 12
Transformer encoder layers with 110M trainable parameters and uses an embedding di-
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mension of 768. BERT is pre-trained over the BooksCorpus (Zhu et al., 2015) and English
Wikipedia, comprising 800M and 2,500M words, respectively. For our implementation,
we make use of Huggingface’s Transformers API (Wolf et al., 2020).

3.2.3 HateBERT

The HateBERT model was introduced by Caselli et al. (2021). This is basically a BERT
model ‘retrained’, i.e. further pre-trained, on a large-scale dataset of Reddit comments
using the MLM objective. This dataset is called RAL-E : the Reddit Abusive Language
English dataset. Amongst a long list of banned communities in English, collected from
the official posts by Reddit admins and Wikipedia articles1, Caselli et al. (2021) chose the
communities that were found to host or promote abusive content. They then gathered
the posts from these communities by crawling a publicly accessible collection of Reddit
comments2. The BERT-base-uncased model was subsequently re-trained with the MLM
objective over 1,478,348 messages from the RAL-E dataset. As a consequence, the re-
sulting model of HateBERT shifted BERT to incorporate two orientations: (i) language
variety inclined towards social media; and (ii) polarity (i.e., offensive, abusive, and hate-
ful). HateBERT was found to be more likely to predict abusive tokens corresponding to
the masked tokens, rather than the relatively neutral tokens predicted by BERT. Fur-
thermore, HateBERT demonstrated consistent improvement over BERT for in-dataset
evaluations and better generalizability when trained on datasets with generic abusive
language phenomena and evaluated on datasets with a special category of abusive lan-
guage, e.g. hate speech. We fine-tune the pre-trained HateBERT model in Chapter 4
and 5.

3.2.4 Universal Sentence Encoder (USE)

USE (Cer et al., 2018) was introduced to yield pre-trained sentence embedding vectors
that give fixed-length numerical representations for a sentence. Two model architectures
were explored in USE for encoding sentences into embedding vectors: Transformer en-
coder and Deep Averaging Network (DAN) (Iyyer et al., 2015). The latter computes an
average of the embeddings for words and bi-grams in the sentence. It then passes the
average embedding through a feed-forward deep neural network to obtain sentence em-
beddings. While the Transformer-based sentence encoding model results in higher accu-
racy in transfer learning tasks, the DAN-based model helps reduce resource consumption
at the cost of a little drop in accuracy. Both these variants of USE are trained using
multi-task learning, whereby sentence embeddings are passed as input to task-specific
layers corresponding to multiple downstream tasks. This is done to obtain more generic
sentence embeddings. These downstream tasks include conversational input-response
(Henderson et al., 2017), classification, skip-thought (Kiros et al., 2015), etc. Different
data sources, such as Wikipedia, web-crawled data, discussion forums, and the Stanford

1https://en.wikipedia.org/wiki/Controversial_Reddit_communities
2https://www.reddit.com/r/datasets/comments/3bxlg7/i_have_every_publicly_available_
reddit_comment/

https://en.wikipedia.org/wiki/Controversial_Reddit_communities
https://www.reddit.com/r/datasets/comments/3bxlg7/i_have_every_publicly_available_reddit_comment/
https://www.reddit.com/r/datasets/comments/3bxlg7/i_have_every_publicly_available_reddit_comment/
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Natural Language Inference (SNLI) corpus (Bowman et al., 2015) were used for training
the models. We employ the Transformer-based pre-trained sentence embeddings from
USE for obtaining topic representations in Chapter 4.

3.2.5 Sentence-BERT (SBERT)

SBERT (Reimers and Gurevych, 2019) is an alteration of the pre-trained BERT model
that also produces sentence embedding vectors. Reimers and Gurevych (2019) observed
that using BERT for the semantic textual similarity task, which requires comparing two
sentences, is computationally heavy. This is because BERT accepts a pair of sentences
as input to the model to compute their semantic similarity. Therefore, in a collection
of n = 10, 000 sentences, searching for a pair of sentences with the highest similarity
requires n(n − 1)/2 ≈ 50M inference computations. This makes BERT sub-optimal or
unsuitable for tasks such as large-scale semantic similarity, clustering, and information
retrieval using semantic similarity.

SBERT reduces this computation time drastically by computing sentence embeddings
that can be simply compared using cosine similarity. For this, it fine-tunes BERT using
siamese and triplet network architectures (Schroff et al., 2015). This results in poten-
tially reducing the computation time for finding the most similar pairs of sentences in a
collection of 10K sentences from 65 hours with BERT to 5 seconds with SBERT. Reimers
and Gurevych (2019) experimented with three different objective functions for learning
the network parameters: (i) classification objective function that accepts a concatena-
tion of sentence embeddings u, v and their element-wise difference |u − v|, multiplies
it with a trainable weight, and uses a cross-entropy loss function to update the param-
eters; (ii) regression objective function that computes cosine-similarity between u and
v and uses mean-squared loss as the loss function; (iii) triplet objective function that
takes an anchor sentence a, a positive sentence p, and a negative sentence n, and trains
the network such that the distance between a and p is less than a and n. SBERT was
trained on a combined dataset from SNLI (Bowman et al., 2015) and the Multi-Genre
NLI (Williams et al., 2018). The first one contains 570K pairs of sentences labeled as
‘contradiction’, ‘entailment’, and ‘neutral’. The second dataset comprises 430K pairs of
sentences covering a variety of genres of spoken and written text. We use SBERT for
obtaining neighborhood information in Chapter 7.

3.3 Corpus Details

In this section, we describe the different corpora used for our experiments in different
chapters of the thesis. We consider five publicly available and widely used abusive lan-
guage corpora in English and call them Davidson (Davidson et al., 2017), HatEval (Basile
et al., 2019), Waseem (Waseem and Hovy, 2016), Dynamic (Vidgen et al., 2021c), and
Ethos (Mollas et al., 2022). The first three were sampled from Twitter. The fourth corpus
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was dynamically generated by trained annotators using a platform called Dynabench3.
The fifth corpus was collected from YouTube and Reddit comments. These corpora were
sampled during different time periods by the respective authors, with different sampling
strategies. The statistics of the individual corpora are presented in Table 3.1. A list of
the top ten most frequent words in each of the corpora and those in the hateful/abusive
class, except stop words, are present in Table 3.2.

Corpus Original classes
mapped to
Hate/Abuse

Original classes
mapped to

Non hate/Non
abuse

Average
comment
length

Hate/
Abuse
%

Davidson hate speech, offensive neither 14.1 83.2
HatEval hateful non-hateful 21.3 42.1
Waseem racism, sexism none 14.7 26.8

Dynamicv1 hate not hate 18.7 54.4
Dynamicv2 hate not hate 25.2 53.9

Ethos contains hate speech no hate speech 21.0 43.4.

Table 3.1: Class-mapping and statistics of the corpora used (average comment length is calcu-
lated in terms of word numbers).

Corpus Frequent words in the corpus Frequent words in abusive/
hateful instances

Davidson b*tch, b*tches, like, h*es, p*ssy,
h*o, got, ass, f*ck, shit

b*tch, h*e, f*ck, p*ssy, n*gga, ass,
f*ck, shit, f*ggot, white

HatEval b*tch, women, refugees, #buildthe-
wall, immigrant, immigration, ille-
gal, men, migrants, h*e

woman, refugee, immigrant, trump,
#buildthatwall, illegal, b*tch, f*ck,
immigration, stop

Waseem #mkr, #notsexist, kat, women, like,
andre, get, people, one, think

#notsexist, #mkr, female, girl, kat,
men, woman, feminist, call, like

Dynamicv1 people, black, women, f*cking, like,
love, think, white, get, want

people, women, black, like, f*cking,
white, love, think, want, get

Dynamicv2 people, like, women, black, f*cking,
get, think, want, white, one

people, women, like, black, get,
white, want, think, men, f*cking

Ethos people, like, white, get, women,
f*cking, black, know, one, f*ck

people, like, white, get, f*cking,
f*ck, women, islam, kill, black

Table 3.2: Top ten most frequent words in the corpora after removing the stop-words.

3https://dynabench.org/

https://dynabench.org/
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3.3.1 Davidson

This corpus was collected by selecting tweets that contain terms from the hate speech
lexicon hatebase4. Davidson et al. (2017) used the Twitter API to find Twitter users
(around 33K users) who posted these tweets and extracted their timelines resulting in a
set of 85.4M tweets. Then they collected a random sample of around 25K tweets from
this set that contained terms from the lexicon. They were then manually annotated
by crowd-sourcing originally into three labels: ‘hate speech’ (1.4K), ‘offensive’ (19.2K)
but not hate speech, and ‘neither’ (4.2K). Hate speech was defined by the authors as
‘language that is used to express hatred towards a targeted group or is intended to be
derogatory, to humiliate, or to insult the members of the group’ (Davidson et al., 2017).
A tweet was annotated by at least three people, and the inter-annotator agreement score,
provided by the crowd-sourcing platform CrowdFlower, was reported to be 92%. Waseem
et al. (2018) observed that tweets in Davidson are mostly written in the United States of
America. They also observed that the main targets of racism in these tweets are African
Americans.

For our cross-corpus experiments, we merge the classes ‘hate speech’ and ‘offensive’
into the class abuse and map the remaining tweets into the class non-abuse following
Wiegand et al. (2019); Swamy et al. (2019), and Karan and Šnajder (2018) to maintain
uniformity in the number of classes across corpora. The ‘abuse’ class covers around 83.2%
of the total number of instances. The authors do not provide standard train-validation-
test splits for the corpus.

3.3.2 HatEval

This Twitter corpus introduced by Basile et al. (2019) was used to organize a shared task
called ‘SemEval 2019 task 5’, which dealt with the detection of hate against women and
immigrants. The task involved two corpora, one in English and the other in Spanish.
Most of the tweets were sampled from July to September 2018, with the exception of
tweets targeting women. Tweets directed against women were mainly collected from
previous challenges on misogyny detection (Fersini et al., 2018b). The English part of
the corpus consists of 13K samples and was gathered from Twitter using a combination of
sampling strategies. These included extracting tweets from both victims and promoters
of hate speech, keyword-based sampling with the use of both neutral and derogatory
words against targets, and polarized hashtags. The most frequently occurring words in
the gathered tweets are migrant, refugee, #buildthatwall, b*tch, h*e, women. The authors
used the corpus for two tasks: a binary task of hate speech detection with classes ‘hateful’
(5.5K) and ’non-hateful’ (7.5K), and a task for identifying the target range (whether the
target is an individual or a group) and aggressiveness (if hate speech occurs, whether the
tweeter is aggressive or not).

The tweets were annotated using a crowd-sourcing platform and every tweet was an-
notated by at least thee annotators. The guideline for annotating hateful tweets against

4https://www.hatebase.org

https://www.hatebase.org
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immigrants mentioned that two aspects should be jointly taken into consideration for de-
ciding whether a tweet is hateful: (i) the target of hate should be immigrants or refugees,
and (ii) it should propagate, instigate, justify, or support violence or hatred toward the
target, or should seek to dehumanize, harm, or intimidate the target. Likewise, for the
hateful tweets against women, the definition provided to the annotators states that it
should be ‘a text that expresses hating towards women in particular (in the form of in-
sulting, sexual harassment, threats of violence, stereotype, objectification, and negation
of male responsibility)’ (Basile et al., 2019). The crowd-sourcing platform reported an
‘average confidence score’, which combines the inter-annotator agreement and reliability
of the annotator, for the task of hate speech detection in English as 83%. After obtaining
the crowd-sourcing-based annotated data, Basile et al. (2019) further added two more
expert annotators. These expert annotators for the English part of the corpus were na-
tive or near-native speakers of British English and had a substantial experience in similar
annotation procedures. The final label was provided by taking a majority of the labels
assigned by both the crowd-sourced annotators and the expert annotators.

We use the English part of the corpus and the tweets annotated for the binary task
of hate speech detection for our experiments. The ‘hateful’ class covers around 42.1% of
the corpus. The corpus provides standard splits, with 9K instances for training, 1K for
validation, and 3K for testing. However, we remove the instances containing only URLs
(see Section 3.4 on pre-processing), which reduces the train instances from 9000 to 8993.

3.3.3 Waseem

Waseem and Hovy (2016) sampled this Twitter corpus by first doing an initial search
using common terms and slurs associated with hate against sexual, gender, religious and
ethnic minorities. To create the final corpus, the Twitter API was then queried using
keywords that occurred frequently in the tweets obtained from the initial search and their
active users. Waseem and Hovy (2016) annotated around 16K tweets first and then got
them reviewed by another annotator (a non-activist feminist female student in gender
studies). The inter-annotator agreement was reported to be 84%. The following criteria
were used to identify sexist and racist hate speech (the points are exactly quoted from
Waseem and Hovy (2016)):

1. uses a sexist or racial slur.
2. attacks a minority.
3. seeks to silence a minority.
4. criticizes a minority (without a well founded argument).
5. promotes, but does not directly use, hate speech or violent crime.
6. criticizes a minority and uses a straw man argument.
7. blatantly misrepresents truth or seeks to distort views on a minority with unfounded

claims.
8. shows support of problematic hash tags. E.g. “#BanIslam”, “#whoriental”, “#whitegeno-

cide”
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9. negatively stereotypes a minority.
10. defends xenophobia or sexism.
11. contains a screen name that is offensive, as per the previous criteria, the tweet is

ambiguous (at best), and the tweet is on a topic that satisfies any of the above
criteria.

A major portion of hateful comments in this corpus is subtle and does not involve
profane words (Wiegand et al., 2019). Many of these comments involve the context of
a cooking show called ‘My Kitchen Rules’ which frequently resulted in sexist comments
thrown towards the participating women. The most frequent topics discussed in the
Waseem corpus apart from the cooking show involve sexism related to the role of women
in sports (especially football), females as stand-up comedians, their driving skills, etc.
The tweets were originally categorized into three classes: ‘sexism’, ‘racism’, and ‘none’
with around 3.4K, 2.0K, and 11.6K instances, respectively. However, since it is made
available as tweet IDs, a substantial portion of the comments is observed to be removed
as a result of Twitter’s filtering strategy to delete hateful content. In fact, in total, we
obtain 10.9K tweets, where 2.9K is originally labeled as ‘sexism’, and 8.0K as ‘none’.
However, only 20 instances for the ‘racism’ class could be retrieved. Bodapati et al.
(2019) reported a similar number of extracted instances from the Waseem corpus. For
our experiments, we follow other prior work for cross-corpus evaluations (Wiegand et al.,
2019; Swamy et al., 2019), and merge the original ‘racism’ and ‘sexism’ classes into the
class abusive/hate. Around 26.8% of the instances are labeled with this class.

3.3.4 Dynamic

The Dynamic corpus was introduced by (Vidgen et al., 2021c). It was dynamically
generated using a human-and-model-in-the-loop process aimed at making the corpus
robust to different forms of hate. The Dynabench platform was used for this dynamic
data collection process. This is an open-source online research platform for dynamic
dataset collection and benchmarking. 20 trained annotators were employed for creating
the data, who were supervised by two expert annotators. The instances generated were
annotated into the classes: ‘hate’ and ‘not hate’. The ‘hate’ class was defined as ‘abusive
speech targeting specific group characteristics, such as ethnic origin, religion, gender, or
sexual orientation’ (Warner and Hirschberg, 2012b), and this class was further annotated
for the type of hate and the targeted social group.

The entire process involves four rounds of data generation, involving ∼ 10K data
instances in each round, combined with training a hate speech classification model in
the loop. The data was generated in every round by exploring the weaknesses of the
model trained on the combined data from the previous rounds. First, a RoBERTa (Liu
et al., 2019b) model was trained on a combination of 11 corpora for hate speech and
toxicity in English taken from hatespeechdata.com (Vidgen and Derczynski, 2020),
which includes Davidson, Waseem and HatEval. The annotators were asked to create a
set of synthetic instances that could mislead the model into misclassifying them through
real-time feedback. These included tricky instances like ‘I hate the concept of hate’,

hatespeechdata.com
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and ‘Tea is f*cking disgusting’. This formed the first round. In the second round, the
model was further trained on the synthetically created instances. The annotators were
provided with adversarial ‘pivots’, using which they perturbed some of the instances from
the previous round, along with adding original content. Furthermore, they were given
some guidelines about the perturbations, which included ensuring that the perturbed
instance is realistic, flips the label of the original instances, covers diverse targets of
hate, hateful forms, etc., and involves a minimal change in the instance perturbed. For
example, the sentiment of a hateful instance ‘Hearing a woman speak is the most tedious
sound’ could be changed to create a non-hateful instance ‘Hearing a woman speak is the
most wonderful sound’. Likewise, in the next two rounds, the annotators were guided to
enter more realistic perturbations and original content. All the synthetically generated
instances were reviewed in every round through a qualitative validation process.

The final set of instances in this corpus comprises different types of hate like deroga-
tion, animosity, threatening language, support for hateful entities, and dehumanization.
They also cover hate directed against diverse social groups like blacks, women, jews,
muslims, immigrants, arabs, disabled people, trans people, and others. We have used
two versions of this corpus in our experiments, which we call Dynamicv1 and Dynamicv2.
The first one is an older version of the corpus that contains 40,623 instances (hate: 22K,
not hate: 18.6K; 54.4% hate), and the second one corresponding to v0.2.3 of the cor-
pus contains 41144 instances (hate: 22K, not hate: 18.9K; 53.9% hate), where duplicate
entries are removed.

3.3.5 Ethos

This is a corpus presented by Mollas et al. (2022). Ethos or ETHOS stands for multi-
labEl haTe speecH detectiOn dataSet. It comprises instances with both binary labels
and multi-labels. The corpus was sampled from YouTube and Reddit using an active
learning strategy – a learning scheme that poses queries to the user in the form of new
informative unlabeled instances to be labeled. It strives to attain high performance with
the least amount of labeled instances. This strategy was used to ensure both diversity
and balance with respect to different hateful aspects defined. Therefore, even though the
corpus involves very few instances (998 in total) compared to the previous corpora, it
is diverse and informative. It includes hate directed towards diverse identities, such as
gender, race, national origin, disability, religion, and sexual orientation.

In the data creation process, first a set of annotated YouTube comments were used as
an initial seed. These instances were provided by the Hatebusters platform5 (Anagnos-
tou et al., 2018) and were annotated by the platform creators. This is a web application
that looks for YouTube videos with potentially hateful comments, provides online users
with comments that have the highest scores for being hateful, and allows users to volun-
tarily report hateful comments. Mollas et al. (2022) queried the Hatebusters’ database
and Reddit (using Public Reddit Data Repository6) to obtain unlabeled instances for

5https://hatebusters.org
6https://files.pushshift.io/reddit/comments/

https://hatebusters.org
https://files.pushshift.io/reddit/comments/
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potentially different categories of hate speech. They then performed a grid search to find
the best-performing classification model by training on the initially annotated seed data,
among a collection of models like SVM, Random Forest (RF), Logistic Regression (LR),
and different Neural Network (NN)-based models. The best model was then used to
automatically assign probability scores to the unlabeled instances. The instances having
probability scores within the range of [.4, .6] were manually annotated and some instances
within the range of [.0, .1] ∪ [.9, 1.0] were examined to identify misclassification, making
use of the active learning strategies of uncertainty sampling (Lewis and Gale, 1994),
amongst others (Reyes et al., 2018). Moreover, only one instance of multiple comments
with similar meanings was retained. For example, the comments ‘I hate white people’
and ‘I hate whites’ (Mollas et al., 2022) are similar, and only one of them was added.
Almost all the comments were then annotated by five different annotators on a crowd-
sourcing platform. An inter-annotator agreement of 81.4% was reported for the binary
labels of the presence or absence of hate speech. Initially, a score in the range of [0, 1]
is provided for every comment to annotate the presence of hate speech, which was later
binarized such that scores ≥ 0.5 was labeled as hate speech. We used the binary version
of this corpus with 433 (43.4%) instances annotated as hate speech and 565 (56.6%) do
not contain hate speech.

3.4 Text Pre-processing

We pre-process the corpora separately for the training, validation and test set of the
data by removing the URLs and newlines, splitting the hashtags into constituent words
after removing the ‘#’ symbol (e.g. the hashtags ‘#buildthewall’ is mapped to ‘build
the wall’), and expanding contractions (e.g. i’ll to i will). Furthermore, the maximum
number of repeated adjacent characters is set to two as having the same two consecutive
characters is common in many words. To illustrate, the tokens ‘betttter’ and ‘betttttter’
are mapped to ‘better’, and likewise ‘looove’ and ‘loooove’ are also mapped to ‘loove’.
CrazyTokenizer7 is used for these pre-processing steps. We also remove the rarely
occurring Twitter handles. This is done by filtering out the Twitter handles whose
frequency of occurrence in the corpus is below a threshold frequency. The threshold is
computed by taking the range of frequency of occurrence of Twitter handles, i.e. range
Rfreq = Hfreq − Lfreq (Hfreq : highest frequency, Lfreq : lowest frequency) and setting
threshold as Lfreq + 0.1×Rfreq. However, the frequently occurring Twitter handles are
retained as they might contain important information. For example, the topic associated
with @realDonaldTrump might be informative for the classification model to understand
the context and detect the presence of abusive language associated with this topic. The
words in the corpora are finally converted into lowercase.

7https://redditscore.readthedocs.io

https://redditscore.readthedocs.io
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3.5 Evaluation Metric

We use the percentage F1 score, especially the macro-average F1, as the performance
metric in this thesis to report the classification performance of the models. The F1 score
for a class is measured as the harmonic mean of the precision and recall values for the
class. Precision is the ratio of instances correctly predicted as belonging to class c, i.e.
True Positives (TP) divided by the total number of instances predicted as c, i.e. True
Positives (TP) + False Positives (FP). The recall is the ratio of the correctly predicted
instances as class c, i.e. True Positives, divided by the total number of instances that
should have been predicted as c, i.e. True Positives + False Negatives (FN). The idea
behind the F1 score is that both measurements are equally important and that a good
F1 score can only be obtained by combining good precision and good recall. It is given
by:

F1 =
2 ∗ (precision ∗ recall)
(precision+ recall)

Macro-average F1 or macro-F1 provides the arithmetic mean over all the F1 scores
computed for each of the classes, as:

macro-F1 =
1

C

C∑
i=1

F1i;

where C is the total number of classes. Macro-F1 treats all the classes equally unlike
micro-F1 (counting the sums of TP, FN, FP across all classes and then calculating the
aggregated F1) that favors classes with more number of instances (Sokolova and Lapalme,
2009; Narasimhan et al., 2016). The macro-F1 score ranges between 0 and 1. The higher
the score, the better the performance. In this thesis, we multiply the macro-F1 score by
100 to obtain the percentage macro-F1.

3.6 Summary

In this chapter, we provided a description of Transformer layers and the different deep
neural networks-based models – BERT, HateBERT, USE, and SBERT – used in the
following chapters. These models capture external knowledge from huge corpora. There-
fore, they are employed either to provide off-the-shelf pre-trained representations or their
pre-trained parameters are further fine-tuned for the abusive language detection task. We
also presented different abusive language corpora, namely Davidson, HatEval, Waseem,
Dynamic, and Ethos that are used for our experiments. The first three are sampled from
Twitter. Dynamic is created using a human-and-model-in-the-loop procedure using the
Dynabench platform, while Ethos is collected from YouTube and Reddit comments. The
text pre-processing steps followed for these corpora are presented subsequently. Finally,
the evaluation metric used in the thesis for reporting the classification performance is
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described. This chapter can, therefore, be referred to while reading the subsequent chap-
ters to obtain further details about the models used in the proposed approaches, corpora,
pre-processing steps, and the performance metric used for evaluating the approaches.



4 Analyzing Topic Models for
Generalizability in Cross-corpus
Abusive Language Detection

4.1 Introduction

In this chapter, we analyze how well abusive language detection models can generalize
outside the training corpus and investigate the impact of topic models in improving their
generalizability. Particularly, the cross-corpus transfer in abusive language detection task
is studied, assuming that we do not have access to any data from the target corpus during
the training phase. This chapter corresponds to our article Bose et al. (2021a).

In Chapter 2, a detailed overview of the existing studies on cross-corpus analysis in
abusive language detection was presented. In fact, the state-of-the-art abusive language
detection models have been shown to yield impressive performance when evaluated on a
held-out test set from the same corpus as the one on which they have been trained (D’Sa
et al., 2020; Mozafari et al., 2019; Badjatiya et al., 2017). However, the performance
of these models have been found to degrade considerably, when they encounter abusive
comments that differ from the training corpus (Wiegand et al., 2019; Arango et al., 2019;
Swamy et al., 2019; Karan and Šnajder, 2018). This is due to the varied sampling strate-
gies used to build different corpora, changing linguistic traits, topical and temporal shifts
(Florio et al., 2020), and varied targets of abuse across corpora. Since the content in so-
cial media changes rapidly, abusive language detection models with better generalization
capabilities are required for effective content moderation in practical scenarios for online
platforms (Yin and Zubiaga, 2021). To this end, a cross-corpus analysis and evaluation
are essential to estimate the models’ generalizability (Wiegand et al., 2019; Swamy et al.,
2019).

The latent semantic structures occurring in a text corpus can be discovered using un-
supervised topic models, without requiring prior annotations of the samples (documents
or comments in our task) (Blei et al., 2003). In topic models, each sample is generally
viewed as a mixture of different topics and each topic is viewed as a distribution over
all the words. Furthermore, topic models can generalize over unseen samples to infer
the latent topic mixtures present in them. We believe that this strength of these models
can be exploited to infer topic mixtures in unseen abusive text. Besides, topic models
have been explored for generic cross-domain text classification (Jing et al., 2018; Zhuang
et al., 2013; Li et al., 2012), demonstrating better generalizability. This inspires us to
leverage topic model representations for cross-corpus abuse detection.

57



58
Chapter 4. Analyzing Topic Models for Generalizability in Cross-corpus Abusive

Language Detection

Recently, Caselli et al. (2021) showed that the HateBERT model, as discussed in
Chapter 3, displays better generalizability in cross-corpus experiments for abusive lan-
guage detection. Furthermore, Peinelt et al. (2020) demonstrated that the combination
of topic models and BERT representations leads to better performance at the semantic
similarity task. Taking these studies into account, we make the following contributions
in this chapter:

• We investigate if combining topic representations with contextualized HateBERT
representations can result in better generalizability in cross-corpus abuse detection.
Cross-corpus evaluation over three common abusive language corpora supports and
demonstrates the effectiveness of this approach.

• We bring some insights into how the association of unseen comments to abusive lan-
guage topics obtained from original training data can help in cross-corpus abusive
language detection.

The rest of the chapter is organized as follows: Section 4.2 gives an overview of
topic models. 4.3 describes the architecture of the combination of a topic model and
HateBERT. Section 4.4 presents our experimental settings. An analysis of the results
obtained is present in Section 4.5, and Section 4.6 concludes the chapter.

4.2 Overview of Topic Models

Topic modeling is an unsupervised statistical approach that expresses each document
as a mixture of a set of latent topics. Each topic is characterized by a distribution of
words in the corpus. In the Latent Dirichlet Allocation (LDA) topic model (Blei et al.,
2001, 2003), a collection of text documents is modeled using a generative probabilistic
approach. Every text document d in a corpus is expressed as a multinomial distribution
θd over topics T , and every topic z is represented by a multinomial distribution ψz over
words drawn from a fixed vocabulary V , where d = 1, 2, ..., D and z = 1, 2, ..., T . For
example, the sentence “The way the food is grown, distributed and regulated is governed
by a complex and interwoven system of local, state and federal food policies” could be a
mixture of about 40% food, 30% economics and 30% politics. The generative process
assumed by LDA can be expressed in the graphical model in Figure 4.1.

Figure 4.1: Graphical model of LDA
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Following a Bayesian framework, the distributions θd and ψz have corresponding priors
α and β with a Dirichlet distribution. zdi is the indicator of topic for every ith word wdi

in document d. Nd is the number of words in document d. The generative process
involves drawing a topic zdi from the multinomial θd, and then drawing a word wdi from
the multinomial ψzdi

for every wdi in d. The unsupervised learning of topic distributions
entails the process of posterior inference: estimating the posterior distributions of the
LDA model’s latent parameters (θ, ψ, z). Since every word in the corpus vocabulary
contributes to every topic with some probability, a new mixture of words in an unseen
document can be mapped to the set of latent topics learned from the known corpus. In
the context of social media micro-posts or comments, a comment can also be considered
a document, and topic modeling can be applied to comments in the same way.

Non-neural Topic Models The parameters of the conventional topic models, like LDA,
are learned from the co-occurrence of words within documents (or comments). However,
most social media platforms typically involve comments that use few words. As a result,
LDA typically experiences a degradation in performance when it is employed for short
texts due to sparsity in the co-occurrence of words in these texts (Cheng et al., 2014;
Nguyen et al., 2015; Qiang et al., 2020), as the parameters are learned based on little
evidence.

In order to handle this data sparsity issue in short texts, different strategies have been
proposed in the past years. One such strategy is using the Dirichlet Multinomial Mix-
ture (DMM) model or the mixture of unigrams (Nigam et al., 2000; Yin and Wang, 2014;
Zhao et al., 2011) that limits the distribution of document topics so that each short text
is sampled from a single topic. Moreover, it has been shown by Phan et al. (2011); Zeng
et al. (2018), and Yi et al. (2020) that exploiting external knowledge helps improve topic
representations. In Latent Feature Dirichlet Multinomial Mixture (LF-DMM) (Nguyen
et al., 2015), pre-trained word vectors that incorporate external knowledge have been
used as the latent feature component along with the DMM model. Such external in-
formation has also been incorporated into GPU-DMM (Li et al., 2016a) that employs
the generalized Pólya urn (GPU) (Mahmoud, 2008) model. It uses a non-parametric
probabilistic sampling mechanism that reinforces semantically similar words under the
same topic. The single-topic assumption of DMM has been relaxed in Poisson-based
DMM (GPU-PDMM) (Li et al., 2017a), and each document is allowed to be generated
from a few topics, modeled using Poisson distribution. Biterm Topic Model (BTM)
(Cheng et al., 2014), a global word-co-occurrence-based method, treats any two words
in the corpus as a biterm and infers topics over the same. Word Network Topic Model
(WNTM) (Zuo et al., 2016b) uses LDA to learn word-topic distribution from an undi-
rected word co-occurrence network. Other probabilistic methods like Self-Aggregation-
based Topic Modeling (SATM) Quan et al. (2015) and Pseudo-document-based Topic
Modeling (PTM) (Zuo et al., 2016a) combine short texts into long pseudo-documents to
address the problem of sparsity. Steinskog et al. (2017) explored pooling techniques on
Twitter data and combined the tweets sharing the same hashtags or authors. This was
aimed at minimizing the difficulties introduced by short texts by tweet aggregation with
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the intuition that tweets having the same hashtags or written by the same author are
likely to share the same topics.

Neural Topic Models: Similarly, several neural topic models have been proposed in
recent years. Since neural networks are effective and flexible for unsupervised represen-
tation learning, neural topic models can potentially learn more significant topics from
texts (Wang et al., 2021). Cao et al. (2015) explained the standard topic model from
the perspective of neural networks and proposed a supervised extension to the topic
model to handle supervised tasks. They represented the topic model view of words and
documents with an n-gram topic layer and a topic-document layer that makes use of
the pre-trained word embeddings. Moody (2016) proposed a modification of the Skip-
gram Negative-Sampling (SGNS) objective in Mikolov et al. (2013b) to jointly learn topic
vectors, document topic weights, and word vectors.

The Topically Driven Neural Language Model (TDLM) (Lau et al., 2017) makes
use of a simple yet elegant attention mechanism to learn the document-topic weights.
It computes a document vector for every document from the word embeddings of the
constituent words using a convolutional neural network. Then through an attention
mechanism, TDLM learns to associate every document with different topic embeddings.
The weighted mean of the topic embeddings is then used to predict the words in the
document. The authors showed that TDLM generates potentially more coherent topics
compared to LDA.

Dieng et al. (2020) proposed the Embedding Topic Model, a generative model that also
represents topics as topic embeddings but infers the posteriors of the topic proportions
through variational inference (Kingma and Welling, 2014). Neural Variational Document
Model (NVDM) (Miao et al., 2016), Product of expert LDA (ProdLDA) (Srivastava and
Sutton, 2017), Dual Word Graph Topic Model (DWGTM) (Wang et al., 2021) are some
of the other neural topic models that use neural variational inference. Zhao et al. (2021)
provided a survey of topic models that are built using deep neural networks.

4.2.1 Topic Models for Cross-domain Text Analysis

There are multiple works on cross-domain topic modeling (Xue et al., 2008; Li et al.,
2012; Bao et al., 2013; Zhuang et al., 2013; Zhou et al., 2015; Jing et al., 2018) that
have performed cross-domain text classification. Most of these methods divide the topics
across domains into shared and domain-specific sub-sets to capture domain-independent
and domain-specific information, respectively. Subsequently, the domain-specific topics
are aligned to improve the performance obtained by a classifier trained on the source
domain data and evaluated on the target domain data. Zhai et al. (2004) and Paul and
Girju (2009) proposed different variations of topic models for comparing collections of
texts. For instance, Paul and Girju (2009) introduced ccLDA, a cross-collection topic
model extending LDA, to analyze the similarities and differences across corpora and
apply it to detect the cultural differences in different countries from people’s experiences
discussed in blogs and forums. Along similar lines, Zuo et al. (2018) proposed a variant
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of the cross-collection topic model to perform opinion mining across text collections
from online platforms towards subjects such as products or events. All these works
leveraged data from both the source and target corpora while learning topics. However,
since in this chapter, we do not assume access to unlabeled data from the target corpus
during the training phase, we use a topic model trained on the source corpus to improve
generalizability across different unseen target corpora.

4.2.2 Topic Models for Examining Abusive Language

Topic models have been shown to potentially discover the biases present in the annotated
abusive language corpora. For instance, Davidson and Bhattacharya (2020) analyzed
the content of a publicly available abusive language corpus using the structural topic
model (Roberts et al., 2014). They demonstrated that some specific topics were dis-
proportionately associated with comments written in African-American English and also
annotated as abusive, which could bias the classifiers trained on them. Nejadgholi and
Kiritchenko (2020) showed that the removal of platform-specific topics from an abusive
language corpus resulted in better generalizability. They recommended that within the
data collection process, unsupervised topic models, like LDA, can be used to detect and
reduce the corpus-specific content to improve their cross-dataset generalization, prior to
the expensive process of annotation. Calderón et al. (2020) used LDA to analyze the
representative topics in abusive comments against immigrants. Besides, Evkoski et al.
(2021) studied some research questions focusing on the topics present in abusive tweets,
the evolution of topics through time on Twitter, and the comparisons of topic distribu-
tions across retweet communities: network communities formed by Twitter users who are
densely linked through retweets.

4.3 Combining Topic Model and HateBERT

We first give a description and the architecture of the topic model that we have incor-
porated in our work and then the procedure followed to combine the representations
obtained from the topic model and HateBERT.

4.3.1 Universal Sentence Encoder-based TDLM

In this work, we leverage the Topically Driven Neural Language Model (TDLM) (Lau
et al., 2017) to obtain topic representations because of its simplicity and as it can employ
external knowledge in the form of pre-trained embeddings. Such external knowledge is
found to be more suitable for short Twitter comments (Yi et al., 2020). Moreover, TDLM
is shown to potentially yield more coherent topics compared to LDA. The original model
of TDLM, as discussed in Section 4.2, applies a CNN over word embeddings to generate
a comment embedding. This comment embedding is used to learn and extract topic
distributions. Cer et al. (2018) showed that transfer learning via sentence embeddings
performs better than word embeddings on a variety of tasks. Moreover, since comments
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Figure 4.2: Architecture of U-TDLM. As compared to TDLM (Lau et al., 2017), CNN on com-
ment is replaced by USE (Universal Sentence Embedding). k = number of topics.

present in social media are usually much shorter in length as compared to traditional
documents and typically involve 1-2 sentences, transformer-based Universal Sentence
Encoder (USE) (Cer et al., 2018) (described in Chapter 3) can be directly applied to in-
dividual comments to obtain sentence embeddings. Hence, we modify TDLM to accept
the USE embeddings extracted from input comments, instead of the comment embed-
dings from CNN. The modified model is denoted as U-TDLM hereon. The architecture
of U-TDLM is present in Figure 4.2.

Following the architecture of TDLM, U-TDLM consists of two components: a topic
model that uses the comment embedding u ∈ Ra – obtained from the USE – to learn the
topic mixtures present in the comment and a language model that captures the sentence
level word relation. Here a is the dimension of the embedding vector obtained from the
USE model. The topic model component is trained to learn the topic information present
in the comments, while the language model component learns the word relations in the
comment. In the topic model component, the topic weights for a comment are computed
using an attention mechanism that aligns u and individual topic vectors. Given k as the
number of topics, two lookup tables A ∈ Rk×a and B ∈ Rk×b are maintained for storing
the input and output topic vectors, respectively. a and b are the corresponding input
and output topic vector dimensions. The dot product of the topic vectors from A and
the comment embedding u are then passed through a softmax function to generate the
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topic distribution for a comment Tc ∈ Rk. The attention weights from Tc, in turn, are
used to obtain the weighted mean s of the topic vectors from B as:

Tc = softmax(Au) and s = BTTc (4.1)

The topic distribution for a comment embedding u can also be written as Tc =
[p(ti|u)]i=1:k, where ti corresponds to the ith topic. Lau et al. (2017) points out that this
topic model component is inspired by the generative process of LDA that defines docu-
ments/comments to have a multinomial distribution over topics. Finally, s is connected
to a fully connected layer with softmax output for predicting words in the comment. The
language model component predicts the next words in the comment using the weighted
mean, s, of the topic vectors generated by the topic model. It incorporates the topical
information from s into the hidden states of LSTM at each time step. This enables
generating related sentences for a topic, providing another way to interpret topics. Even
though we jointly train both the components of U-TDLM following Lau et al. (2017), for
our task, we are more interested in the topic distribution Tc obtained by the topic model
component.
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Figure 4.3: Architecture of classifier for individual models (a) U-TDLM and HateBERT, and the
combined model (b) HateBERT + U-TDLM; FC: Fully Connected.

4.3.2 Combining the Embeddings

Figure 4.3 presents the architecture of the individual and the combined models. We train
U-TDLM to obtain Tc on the train set from the source corpus and use it to infer the Tc on
the test set from a different target corpus. Tc is passed through a Fully Connected (FC)
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layer to obtain transformed representation T ′
c . Besides, we first perform supervised fine-

tuning of HateBERT1 on the train set of the source corpus. The vector corresponding
to the [CLS] token in the final layer of this fine-tuned HateBERT model is chosen as
the HateBERT representation for a given comment. It is transformed through an FC
layer to obtain the C vector. Finally, in the combined model (HateBERT+U-TDLM),
the concatenated vector [T ′

c ;C] is passed through a final FC layer and softmax activation
function.

4.4 Evaluation Set-up

4.4.1 Experimental Settings

The experiments are performed on three different publicly available abusive language
corpora from Twitter as they cover different forms of abuse, namely, HatEval (Basile
et al., 2019), Waseem (Waseem and Hovy, 2016), and Davidson (Davidson et al., 2017).
We target a binary classification task with classes: abusive and non abusive. Since abusive
language is a super-set of hate speech, the different forms of abuse, such as offensive and
hate speech are mapped into the class abusive following the precedent of previous work
on cross corpora analysis (Wiegand et al., 2019; Swamy et al., 2019; Karan and Šnajder,
2018). For HatEval, the standard partition of the shared task is used, whereas the other
two corpora are randomly split into train (80%), development (10%), and test (10%).
The statistics of the train-test splits of these corpora are listed in Table 4.1. A detailed
description of each corpus is provided in Chapter 3.

Datasets Number of
comments

Abuse
%

Train Dev Test
HatEval 8993 1000 3000 42.1
Waseem 8720 1090 1090 26.8
Davidson 19817 2477 2477 83.2.

Table 4.1: Statistics of the corpora used (Dev: Development).

We choose a topic number k of 15 for all our experiments based on the initial results
for in-corpus classification performance using topic distributions and to maintain a fair
comparison. Since the topic input vector size a in U-TDLM is the same as the dimension
of embeddings obtained from the USE model, a is set to 512. We use 50 as the topic
output vector size, b, following Lau et al. (2017). Besides, the best model checkpoints are
selected by performing early stopping of the training using the respective development
sets. The FC layers are followed by Rectified Linear Units (ReLU) in the individual as
well as the combined models. In the individual models, the FC layers for transforming
Tc and the HateBERT representation have 10 and 600 hidden units, respectively. The

1Pre-trained model from https://osf.io/tbd58/

https://osf.io/tbd58/
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final FC layer in the combined model has 400 hidden units. We report the classification
performance in terms of mean macro-F1 score and standard deviation over five runs,
with random initializations.

4.4.2 Data Pre-processing

The pre-processing details are provided in Chapter 3. In addition, U-TDLM involves the
prediction of words from the comments based on the weighted mean s of topic vectors.
In this output end of the topic model, our implementation involves the prediction of
stemmed words and skipping of stop words. This is done to ensure that the softmax
output from s can treat the words like ‘raining’ and ‘rain’ equally, which can help them
in getting assigned to similar topics.

Train
set

In-corpus
performance

Cross-
corpus
test set

Cross-corpus performance

HBERT U-
TDLM

HBERT U-
TDLM

HBERT
+

Rand

HBERT
+

U-TDLM

HatEval 53.9±1.7 41.5±0.6 Waseem 66.5±2.2 55.5±2.6 64.6±2.6 67.8±2.4
Davidson 59.2±2.5 64.4±2.3 58.2±0.8 60.4±1.4

Waseem 86.1±0.4 73.7±1.4 HatEval 55.8±1.4 36.7±0.0 55.8±0.9 55.4±0.7
Davidson 59.8±3.6 28.2±2.4 56.8±1.3 64.8±1.8

Davidson 93.7±0.2 75.6±0.8 HatEval 51.8±0.2 50.5±1.3 51.4±0.2 51.8±0.3
Waseem 66.6±3.0 48.7±3.3 64.7±2.4 68.5±2.1

Average 77.9 63.6 60.0 47.3 58.6 61.5

Table 4.2: Macro-average F1 scores (mean±std-dev) for in-corpus and cross-corpus abuse de-
tection. HBERT: HateBERT, Rand: Random vector. The best in each row for the
cross-corpus performance is marked in bold.

4.5 Results and Analysis

Table 4.2 presents the in-corpus and cross-corpus evaluation of the HateBERT and U-
TDLM models, as illustrated in Figure 4.3, in terms of macro-average F1 scores. All
models are trained on the train set of the source corpus. The in-corpus performance of
the models is obtained on the source corpora test sets, while the cross-corpus performance
is obtained on target corpora test sets. It is shown in Table 4.2 that the cross-corpus
performance degrades substantially as compared to the in-corpus performance, except
for HatEval which indeed has a low in-corpus performance. HatEval test set is part
of a shared task, and similar in-corpus performances have been reported in prior work
(Caselli et al., 2021). Overall, comparing the cross-corpus performances of all models,
we can observe that the combined model (HateBERT + U-TDLM) either outperforms
HateBERT in 4 cases or retains its performance in 2 cases. This hints that incorporating
topic representations can be useful in cross-corpus abusive language detection. As an
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ablation study, we replaced U-TDLM features with random vectors to evaluate the com-
bined model. Such a concatenation decreased the performance in the cross-corpus setting,
yielding an average macro-F1 score of 58.6. This indicates that the topic representations
improve generalization along with HateBERT.

4.5.1 Case-studies to Analyse Improvements from U-TDLM

We investigate the cases in Table 4.2 which report relatively large improvements, as
compared to HateBERT, either with HateBERT+U-TDLM (train on Waseem, test on
Davidson) or only with U-TDLM (train on HateEval, test on Davidson). Some of the
prominent topics from Waseem and HateEval associated with abusive comments, and
the top words corresponding to these topics are provided in Table 4.3 and Table 4.5,
respectively. For better interpretation, topic names are manually assigned based on the
top words and the knowledge of the individual corpora. We consider the abusive class as
positive, and the non-abusive class as negative in the subsequent discussion.

Topic
id

Names Top words

4 Sexism
in

sports

football, sex, sport, fem-
inist, drive, woman, call,
sexist

9 Feminism feminist, article, ebook,
equality, patriarchy,
abuse, freebsd, harass

12 Cooking
show

katie, score, mkr, cook,
c*nt, blond, less, strate-
gic

Table 4.3: U-TDLM trained on Waseem’s train set (topic names are assigned manually for
interpretation).

Train on Waseem →Test on Davidson : In this case, the corresponding scores ob-
tained from three models are – HateBERT: 59.8, U-TDLM: 28.2, HateBERT+U-TDLM:
64.8. U-TDLM shows poor performance due to the large number of False Negatives (#FN
for U-TDLM: 1824), and less True Positives (#TP for U-TDLM: 266). The combined
model, on the other hand, has higher True Positives compared to those obtained from
HateBERT (#TP for HateBERT+U-TDLM: 1556, #TP for HateBERT: 1267). The
count of True Negatives with the combined model remains similar to that in HateBERT
(#TN for HateBERT + U-TDLM: 314, #TN for HateBERT: 340). This suggests that
U-TDLM introduces some complementary information in the combined model. How-
ever, since U-TDLM may not capture the entire context of the comments, it does not
yield decent performance when used alone. This indicates that U-TDLM representations
should be combined with the contextual representations obtained from HateBERT for
complementing each other.
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Source
→Target

Abusive Comments in Target Source
topics

Waseem
→Davidson

When women are so proud that they don’t like to cook;
clean b*tch stop being lazy..It’s not cute.

4, 12

ya girl is a slimy ass h*e. get her under control and tell her
to stop spraying bullshit out her mouth all day.

4, 9, 12

HatEval
→Davidson

No. Its wrong to try to change f*ggots; There is no “ther-
apy”....sympathize like they are retards.

3, 7

Naturally, when a shitty leftist rag talks trash about another
shitty leftist rag, you better fall in line...

10

Table 4.4: Abusive comments in the target corpus, correctly classified by HateBERT+U-TDLM
(Waseem →Davidson) and U-TDLM (HatEval →Davidson). “Source topics”: topics
that are assigned high weights for the corresponding comments by U-TDLM trained
on Source.

Topic
id

Names Top words

3 Explicit
abuse 1

men, c*ck, d*ck,
woman, picture, sl*t,
s*ck, guy

7 Explicit
abuse 2

b*tch, ho*, n*gger, girl-
friend, f*ck, shit, s*ck,
dumb

10 Politics
related

therickwilson, anncoul-
ter, c*nt, commies,
tr*nny, judgejeanine,
keitholbermann, don-
aldjtrumpjr

Table 4.5: U-TDLM trained on HatEval’s train set (topic names are assigned manually for
interpretation).

We analyze a few abusive comments in the test set of Davidson (target) in Table
4.4, which are wrongly classified by HateBERT, but correctly detected as abusive by the
combined model. The topical membership of these abusive comments from Davidson
indicates that U-TDLM associates high weights to the relevant abuse-related topics from
Waseem. As indicated in the first example, an abusive comment against women that
discusses cooking, in Davidson, is mapped to topics 4 (sexism) and 12 (cooking show)
from Waseem. Similarly, the second comment gets high weight in the three topics 4, 9,
and 12 due to its sexist content and use of a profane word. Other pairs of corpora that
yield improved performance with the combined model also follow similar trends as above.

Train on HatEval →Test on Davidson : In this case, while U-TDLM performs
considerably well, the combined model only provides a slight improvement over Hate-
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BERT, as per Table 4.2 (HateBERT: 59.2, U-TDLM: 64.4, HateBERT+U-TDLM: 60.4).
U-TDLM has a higher TP when compared to both HateBERT and the combined model
(#TP for U-TDLM: 1924, #TP for HateBERT+U-TDLM: 1106, #TP for HateBERT:
1076), with lower TN (#TN for U-TDLM: 130, #TN for HateBERT+U-TDLM: 373,
#TN for HateBERT: 374).

A few abusive comments from Davidson that are correctly classified by U-TDLM
alone are presented in Table 4.4. The first comment for this case has high weights for
the abuse-related topics 3 and 7 from HatEval (shown in Table 4.5) due to the presence
of the profane word “f*ggot”. The second comment only gets a high weight for topic
10, which deals with politics. This is due to the word “leftist”, which is associated with
a political ideology. As per our analysis, we found that all of these source topics are
highly correlated with the abusive labels in the source corpus of HatEval. Therefore,
these comments from the target corpus of Davidson are correctly classified as abusive by
U-TDLM. Moreover, since a part of the abusive comments in HatEval comprises explicit
abuse, U-TDLM yields explicitly abusive topics when trained on HatEval, as presented
in Table 4.5. We find that more than 82% of the abusive comments of the Davidson
corpus also involve explicit abuse, with the presence of slur words, as reflected by the
most common words in its abusive comments in Chapter 3. We believe that this helps
U-TDLM in yielding high TP on the test set from Davidson as its explicitly abusive
comments trigger the relevant topics from HatEval. However, the HatEval corpus also
comprises comments that use slur words, but are not abusive, which is slightly different
from the definition of abuse used for annotating the Davidson corpus. Therefore, since
HateBERT represents the entire context present in the comments, some TP on Davidson
yielded by U-TDLM might be converted into FN by the combined model trained on
HatEval, resulting in decreased performance compared to U-TDLM. Still the combined
model performs better than HateBERT in this case.

4.6 Conclusion

In this chapter, we analyzed the generalizability of topic models when they are applied
to the task of cross-corpus abusive language detection. An in-corpus and cross-corpus
evaluation of HateBERT and U-TDLM has helped us confirm our perspective on gener-
alization in the abusive language detection task. A contextualized representation model
like HateBERT can achieve great levels of performance on the abusive language detection
task, typically when the evaluation dataset does not differ from the dataset on which it
has been trained. The performance of this model degrades drastically on abusive language
comments from unseen contexts. Topic models like U-TDLM, which express comments
as a mixture of topics learned from a corpus, allow unseen comments to trigger abu-
sive language topics. While topic space representations tend to lose the exact context
of a comment, combining them with HateBERT representations can give modest im-
provements over HateBERT or at the least, retain the performance of HateBERT. These
results should fuel interest and motivate further developments in the generalization of
abusive language detection models.



5 Unsupervised Domain Adaptation for
Abusive Language Detection

5.1 Introduction

In this chapter, we consider the problem of improving the performance of abusive lan-
guage detection models on a target corpus with a different distribution compared to the
source corpus by exploiting the unlabeled content of the target. In particular, we aim to
analyze the impact of Unsupervised Domain Adaptation, which is a specific type of trans-
fer learning called transductive transfer learning (Pan and Yang, 2009), in the task of
cross-corpus abusive language detection. The work presented in this chapter is published
as Bose et al. (2021b).

Supervised classification approaches for abuse detection require a large amount of ex-
pensive annotated data (Lee et al., 2018). Annotating new content for detecting abuse
is non-trivial and may require substantial time and effort (Poletto et al., 2019; Ombui
et al., 2019). These issues call for approaches that can adapt abusive language detection
models to newly seen data out of the original training distribution. Thus, Unsupervised
Domain Adaptation (UDA) methods that can perform adaptation without the target
domain labels (Ramponi and Plank, 2020), turn out to be attractive in this task. As
discussed by Ramponi and Plank (2020); Plank (2011), a coherent type of corpus can
typically be considered a domain for tasks such as automatic text classification. Under
this condition, UDA approaches can be applied in cross-corpus evaluation setups. Hence-
forth, we use the terms ‘domain’ and ‘corpus’ interchangeably in the remaining part of
the thesis.

A task related to abuse detection is sentiment classification (Bauwelinck and Lefever,
2019; Rajamanickam et al., 2020), and it involves an extensive body of work on domain
adaptation. We, therefore, analyze if the problem of cross-corpus abusive language de-
tection can be addressed by the existing advancements in domain adaptation. Alongside
different UDA approaches, we also evaluate the effectiveness of the HateBERT model, as
discussed in Chapter 3. We perform the Masked Language Model (MLM) fine-tuning of
HateBERT on the target corpus, which can be considered a form of unsupervised adap-
tation. Our analysis reveals that domain adaptation in the task of abusive language de-
tection cannot be trivially addressed by the existing advancements in other related tasks,
like cross-domain sentiment classification, and therefore it requires solutions specifically
suited to this task.

To summarize, the contributions presented in this chapter are:
• We investigate some of the best performing UDA approaches, originally proposed
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for cross-domain sentiment classification, and analyze their performance on the
task of cross-corpus abusive language detection. We provide some insights on the
sub-optimal performance of these approaches. To the best of our knowledge, this
is the first work that analyzes UDA approaches for cross-corpus abuse detection.

• We analyze the performance of HateBERT in our cross-corpus evaluation set-up. In
particular, the Masked Language Model (MLM) objective is used to further fine-
tune HateBERT over the unlabeled target corpus, and subsequently, supervised
fine-tuning is performed over the source corpus.

The remaining of this chapter is structured as follows: In Section 5.2, we discuss
the shifts across different abusive corpora. In Section 5.3, we give a brief overview of
the existing UDA approaches related to our task and describe the approaches that we
analyze through our experiments. We then present the experimental settings used in our
evaluation in Section 5.4. In Section 5.5, the results of our evaluation and a discussion on
the performances of different approaches are presented. Finally, we conclude the chapter
in Section 5.6.

5.2 Shifts in Abusive Language Corpora

A discussion about the shifts across abusive language corpora is presented in Chapter
1. We discuss the same here with some more details relevant to the corpora used in
this chapter. Florio et al. (2020); Saha and Sindhwani (2012) have detailed the problem
of changing topics in social media with time. Hence, temporal or contextual shifts are
commonly witnessed across different abusive corpora. For example, the corpora provided
by Waseem and Hovy (2016) and Basile et al. (2019) were collected in or before 2016,
and during 2018, respectively, and also involve different contexts of discussion, depending
on the events that occurred during the time frame of data collection. The most frequent
topics from Waseem and Hovy (2016) involve sexism related to the role of women in
sports, the role of female participants in a cooking show, females as stand-up comedians,
their driving skills, etc. Some examples from this corpus are:

• Not sexist but even women prefer to watch Men’s sports over women playing because
it’s played at a higher level.

• im not sexist but women just cant be comedians not can they be rappers ...
• I’m not sexist at all, but I do hold the firm belief that girls/women shouldn’t be

allowed to drive. No need to explain why.
In the corpus provided by Basile et al. (2019), a widely discussed topic is the US-Mexico
border issues such as:

• The wall should have names of Americans who died in the hands of illegal immi-
gration. As a reminder for why we are building it in the first place.

• #buildthewall U.S. Marshals: Illegal alien wanted for murder in Mexico arrested in
SC #endchainmigration via @cbs46

Moreover, sampling strategies across corpora also introduce bias in the data (Wiegand
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et al., 2019), and could be a cause for differences across corpora. For instance, Davidson
et al. (2017) sampled tweets containing keywords from a hate speech lexicon, which has
resulted in the corpus having a major proportion (83%) of abusive content. As mentioned
by Waseem et al. (2018), tweets in Davidson et al. (2017) originate mostly from the United
States, whereas Waseem and Hovy (2016) do not have such a geographical constraint in
the sampled tweets.

Apart from sampling differences, the targets and types of abuse may vary across
corpora. For instance, even though women are targeted both in Waseem and Hovy
(2016) and Davidson et al. (2017), the former involves more subtle and implicit forms of
abuse, while the latter involves explicit abuse involving profane words. Besides, religious
minorities are the other targeted groups in Waseem and Hovy (2016), while African
Americans are targeted in Davidson et al. (2017). Owing to these differences across
corpora, abusive language detection in a cross-corpus setting remains a challenge. This
has been empirically validated by Wiegand et al. (2019); Arango et al. (2019); Swamy
et al. (2019), and Karan and Šnajder (2018) with substantial performance degradation
across the cross-corpus evaluation settings. Thus, it can be concluded that the different
collection time frames, sampling strategies, and targets of abuse would induce a shift in
the data.

5.3 Unsupervised Domain Adaptation

5.3.1 Survey of UDA Approaches

Cross-domain sentiment classification: While there are very few UDA methods for our
task of abusive language detection, there is a vast body of research on UDA for the related
task of cross-domain sentiment classification. Therefore, we first give a brief overview of
the prior research on the latter task. Sheoran et al. (2019) provided a survey of different
methods proposed for this task. Blitzer et al. (2006) proposed the Structural Correspon-
dence Learning (SCL), which was later extended for cross-domain sentiment classification
(Blitzer et al., 2007). SCL typically constructs an aligned feature space using pivot fea-
tures to find correlations between features across domains. Pan et al. (2010) proposed a
Spectral Feature Alignment (SFA) algorithm that uses the domain-independent words as
a bridge to align the domain-specific words from different domains into a single cluster.
Specifically, it builds a bipartite graph to model the relationship between domain-specific
and domain-independent words in terms of co-occurrence. SFA is based on the idea that
domain-specific words with connections to more prevalent domain-independent words in
the graph are more likely to be aligned, and vice-versa. Topic modeling has also been
used to build UDA methods for sentiment classification. Zhou et al. (2015) proposed
the Topical Coherence Transfer (TCT) algorithm that aims to reduce the domain gap
by using shared topics across domains. It models the relationship between shared topics
and domain-specific topics using a joint non-negative matrix factorization framework.
Section 4.2.1 in Chapter 4 provides a discussion on the domain adaptation approaches
that use topic modeling.
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Deep learning-based UDA approaches have received increased attention in the past
years. Glorot et al. (2011) introduced the Stacked Denoising Autoencoder (SDA) (Vin-
cent et al., 2008) for domain adaptation. SDA transforms the unlabeled data from
different domains to higher-level feature representations by passing the inputs through
multiple stacked layers and learning to minimize a denoising reconstruction error loss
corresponding to the given inputs. Subsequently, Glorot et al. (2011) trained a linear
classifier on the transformed labeled representations from the source domain. To reduce
the computational cost and improve the scalability of SDA with high-dimensional data,
Chen et al. (2012a) proposed the marginalized SDA (mSDA) that marginalizes the noise
by using linear denoisers as the basic building blocks. Besides, Ruder and Plank (2018)
proposed the Multi-task Tri-training (MT-Tri) method and demonstrated improvements
in the task of cross-domain sentiment classification, while reducing the space and time
complexity associated with the classic method of tri-training (Zhou and Li, 2005; Sø-
gaard, 2010). The latter uses the agreement of three independently trained models to
decrease the bias in predicting the pseudo-labels for the unlabeled data. MT-Tri instead
performs joint training of the three models with shared parameters and model-specific
output softmax layers.

One of the most widespread methods for UDA is based on domain adversarial training
(Ganin et al., 2016; Ganin and Lempitsky, 2015) that reduces the domain discrepancy
between the source and target distributions by maximizing the confusion in domain
identification. This, in turn, results in learning domain-invariant representations. More
recently, many domain adversarial-based approaches have been explored for cross-domain
sentiment classification (Shen et al., 2018a; Rocha and Lopes Cardoso, 2019; Dai et al.,
2020; Xue et al., 2020; Ghosal et al., 2020; Du et al., 2020; Ryu and Lee, 2020). However,
the representations learned by domain adversarial methods typically do not make use of
any linguistic information. Another prominent line of work for domain adaption in the
sentiment classification task is the pivot-based approach (see Section 5.3.3), as introduced
for SCL by Blitzer et al. (2006). Later many variations of pivot-based representation
learning were proposed that use deep neural networks (Ziser and Reichart, 2017, 2018;
Ben-David et al., 2020). These approaches are more linguistically informed compared to
the adversarial methods. Li et al. (2017b, 2018) proposed an adaptation method based
on domain adversarial learning that also performs pivot-based representation learning
while automating the extraction of pivots.

Cross-domain abusive language detection: Recently few UDA approaches have been
proposed specifically for abusive language detection. However, we do not use these ap-
proaches for our experiments in this chapter as they were introduced after publishing this
work. Sarwar and Murdock (2022) proposed a data augmentation-based UDA approach,
where they constructed a weakly labeled corpus from a negative emotion corpus (Go
et al., 2009). First, they trained a sequence tagger on the source domain for predicting
potentially abusive tokens in the abusive context of the target domain samples and the
samples in the negative emotion corpus. After replacing the tagged tokens with a place-
holder token, they performed a TF-IDF-based template matching between the negative
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emotion data and the unlabeled target domain data. This was done to find the most
similar samples to the target domain from the negative emotion corpus. The placeholder
tokens in these samples were then substituted with the tagged tokens from the target
domain randomly. Subsequently, weak labels were assigned to these samples. Finally, the
adapted weakly labeled data was merged with the source domain data for the final clas-
sification. Bashar et al. (2021) adopted an LSTM-based progressive domain adaptation
approach. The method involves performing a language model pre-training on general
unlabeled corpora from Wikipedia and Twitter, where the Twitter corpora are topically
related to the source and the target domains. It then consists of learning an abusive lan-
guage classifier on the source domain labeled data while keeping the parameters of the
lower layers of the pre-trained model frozen to obtain domain invariant representations.
Ludwig et al. (2022) performed target group (i.e. the target of abuse) specific adaptation,
where they categorize a domain as the set of samples that only comprise abuse against
one target group, unlike our setting where a domain can have multiple target groups.

5.3.2 Problem Formulation

Since we assume access to some amount of unlabeled target corpus with no access to
the associated annotations, our task of cross-corpus abusive language detection fits well
into the formulation of unsupervised domain adaptation. Let a domain D = {X,P (X)},
with the feature space X and the marginal probability distribution P (X), and a decision
function f = P (Y |X), where Y is the label space. UDA methods aim to adapt f
learned on the source domain DS to the target domain DT , where only the unlabeled
target domain samples XT and the labeled source domain samples XS are assumed to be
available. We denote the source labels by YS . In this work, we use the unlabeled samples
XT for adaptation (without using YT ) and evaluate the performance over the remaining
unseen target samples from DT .

5.3.3 Analyzed UDA Approaches

Owing to their success in cross-domain sentiment classification, we decide to apply the
following pivot-based and domain-adversarial UDA approaches to our task of cross-corpus
abusive language detection.

5.3.3.1 Pivot-based approaches

Following Blitzer et al. (2006), most pivot-based approaches extract a set of shared fea-
tures, called pivots, across domains that are (i) frequent in both source XS and target
XT ; and (ii) are highly correlated with the source domain labels YS , i.e their mutual
information with the source domain labeled data is higher than a pre-defined threshold.
Along with pivots, they extract a complementary set of non-pivot features. These ap-
proaches use a pivot feature as a bridge for learning the connection between non-pivot
features in the two domains, facilitating adaptation. We analyze the following pivot-
based approaches in our task:
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Figure 5.1: (a) Domain adaptation with PBLM representation learning that predicts the next
bigram or unigram if one of them is a pivot, predicts NONE otherwise; (b) PBLM-
LSTM for the downstream classification task. The figure is adapted from Ziser and
Reichart (2018).

Pivot Based Language Modeling (PBLM): This is a sequential pivot-based neu-
ral model, proposed by Ziser and Reichart (2018) that has outperformed the prior work on
pivot-based representation learning using Autoencoders (AE) (Ziser and Reichart, 2017).
Unlike the AE-based methods, which learn a structure-indifferent, single representation
for every occurrence of a word in the input corpus, PBLM leverages the sequential nature
of the input text and learns context-sensitive representations of words. In particular, it
follows a decoupled two-step procedure. Figure 5.1 illustrates the two steps of the PBLM
model. In the first step, it employs a Long Short-Term Memory (LSTM) based language
model to predict the pivots using other non-pivots features in the unlabeled input samples
from both source and target. If the following n-gram is a pivot, it predicts the n-gram;
if not, it predicts a NONE tag.

For instance, in the task of sentiment classification, for the domains of movies and
kitchen appliances with associated review comments, great can be a pivot feature as it
is used to describe positive sentiment in both domains. PBLM learns the connection
between the non-pivot word witty – an adjective commonly used in the domain of books
but unlikely to be used for describing kitchen appliances – and the pivot word great.



5.3. Unsupervised Domain Adaptation 75

Prediction
head

Token
Embedding

BERT Layers

CLS mask

Positional
Encoding

FC-pivots

Pivot

Masked Input
 (Unlabeled data from source and target)

CNN

Token
Embedding

BERT Layers

CLS

Positional
Encoding

FC-task

Class label

Input from Source

(a) (b)

Figure 5.2: Illustration of the (a) MLM training and (b) supervised fine-tuning steps of the PERL
model (CNN: Convolutional Neural Network, FC: Fully Connected layer). The figure
is adapted from Ben-David et al. (2020).

Similarly, it learns the relation between the non-pivot word easy – an adjective usually
correlated with positive sentiment in the domain of kitchen appliances but not frequently
used for books – and great. Thus, PBLM learns the connection between the non-pivot
words witty and easy across domains through the pivot word great. Learning to make
such connections enable PBLM to perform adaptation between the two domains.

In the next step, it passes the word-level output representations of the source do-
main samples, obtained from the previous step to CNN (PBLM-CNN) or LSTM-based
(PBLM-LSTM) classifiers for the final supervised training with the input texts and their
corresponding labels from the source.

Pivot-based Encoder Representation of Language (PERL) (Ben-David et al.,
2020): This incorporates pivot-based fine-tuning with the pre-trained BERT (Devlin
et al., 2019) model using its Masked Language Model (MLM) objective. An overview of
the PERL model is presented in Figure 5.2. To learn the connection between the non-
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pivot and pivot words, PERL uses a pivot-based MLM fine-tuning objective. It learns to
predict whether the masked unigram/bigram token in the unlabeled input samples from
both source and target is a pivot or not; if it is a pivot, the model learns to identify the
same. The advantage of such a fine-tuning task is that the BERT parameters are updated
to preserve only the minimal information from the non-pivot words that is required to
predict the pivots. Since pivots are shared across domains and important for the final
classification task, such mapping of non-pivots to pivots can help in improving cross-
domain adaptation. The MLM fine-tuning step is followed by supervised task training
with a convolution, average pooling, and a linear layer over the encoded representations
of the labeled input samples from the source. During the supervised task training, the
encoder weights are kept frozen.

Both PBLM and PERL use unigrams and bi-grams as pivots, although higher-order
n-grams can also be used.

5.3.3.2 Domain adversarial approaches

The intuition behind these approaches is founded on the theory of domain adaptation
by Ben-David et al. (2010), which states that an effective cross-domain transfer can be
achieved through feature representations that do not reveal any information about the
domain of origin of the input sample.
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Figure 5.3: Illustration of the HATN framework. The figure is adapted from Li et al. (2017b,
2018).

Hierarchical Attention Transfer Network (HATN) (Li et al., 2017b, 2018):
This combines the domain classification-based adversarial training using source and tar-
get domain samples with pivot-based representation learning. However, unlike the previ-
ously discussed methods, HATN automatically performs pivot construction through an
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Figure 5.4: Overview of the AAD model. The dashed lines indicate frozen model parameters.
The figure is adapted from Ryu and Lee (2020).

adversarial objective. In particular, it comprises two hierarchical attention networks that
are trained jointly: P-net and NP-net, as illustrated in Figure 5.3. P-net extracts the
pivots that are both domain-shared and important for the end task. It jointly minimizes
a domain adversarial loss and a cross-entropy loss for the end task. The domain adver-
sarial objective aims at obtaining domain-shared representations by training a domain
classifier with a Gradient Reversal Layer (GRL) (Ganin and Lempitsky, 2015).

While the domain classifier attempts to identify the domain of origin (source or target)
of the input samples from both domains, GRL ensures that the classifier fails to do so
by making the representations domain-invariant. The pivots are extracted by identifying
the words with the highest word attention present in a sentence with the highest sentence
attention in the input samples. NP-net, on the other hand, captures the domain-specific
representations and maps them to the domain-shared feature space. It first hides all
the pivots in the input samples and passes such samples to the network to learn the
existence of positive and negative pivots (based on the positive and negative end-task
labels), and the end-task classification. The task-specific cross-entropy loss uses an at-
tention mechanism to train the network for the end task, using the source domain labeled
samples.

Adversarial Adaptation with Distillation (AAD) (Ryu and Lee, 2020): This
applies domain adversarial training over the pre-trained BERT model. Unlike HATN
which uses GRL, AAD incorporates the domain adversarial framework of the Adversar-
ial Discriminative Domain Adaptation (ADDA) (Tzeng et al., 2017). It maintains two
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separate BERT encoder models for the source and the target. As the first step, it fine-
tunes the source encoder, initialized with the pre-trained BERT model parameters, and
the source classifier on the source domain labeled data for the end task. It then initializes
the target encoder with the fine-tuned source encoder parameters. The source-encoder
parameters and the classifier are kept frozen.

The ADDA framework, as presented in Figure 5.4, basically aims to reduce the dis-
tance between the source and target representations by alternately minimizing a domain
discriminator loss – that identifies whether the input sample belongs to the source or the
target – and an adversarial loss function, inspired by Generative Adversarial Network
(GAN) (Goodfellow et al., 2014), which inverts the domain label while updating the
target encoder parameters. Ryu and Lee (2020) observed that when BERT is used as
the underlying model with the ADDA framework, the discriminative information from
the source is catastrophically forgotten (Kirkpatrick et al., 2017), leading to random
classification performance. Therefore, they proposed to add a Knowledge Distillation
(KD) (Hinton et al., 2015) loss to the adversarial loss function, which aims to transfer
knowledge from a teacher model (source) to a student model (target) by minimizing the
following objective function LKD (Ryu and Lee, 2020):

LKD = t2 ×
∑
k

−softmax(zT
k /t)× log

(
softmax(zS

k /t)
)

(5.1)

Here, the temperature value t regulates the amount of knowledge transfer, and zS and
zT are the logits predicted by the student and the teacher models, respectively.

5.3.4 Adaptation through Masked Language Model Fine-tuning with
HateBERT

Rietzler et al. (2020); Glavaš et al. (2020), and Xu et al. (2019) showed that the lan-
guage model fine-tuning of BERT (using the MLM and the Next Sentence Prediction
task) results in incorporating domain-specific knowledge into the model and is useful for
cross-domain adaptation. This step does not require task-specific labels. The HateBERT
model extends the pre-trained BERT model using the MLM objective over a large corpus
of unlabeled abusive comments from Reddit. This is expected to shift the pre-trained
BERT model towards abusive language. It is shown by Caselli et al. (2021) that Hate-
BERT is more portable across abusive language corpora, as compared to BERT (see
Chapter 3 for details on HateBERT). We, thus, decide to use HateBERT for our task.

In particular, we begin with the HateBERT model and perform MLM fine-tuning
incorporating the unlabeled train set from the target corpus. We hypothesize that per-
forming this step should incorporate the variations in the abusive language present in
the target corpus into the model. For the classification task, supervised fine-tuning is
performed over the MLM fine-tuned model obtained from the previous step, using the
source domain labeled data.
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5.4 Experimental Setup

5.4.1 Data Description and Pre-processing

We present experiments over the same three abusive language corpora from Twitter, as
used in Chapter 4, namely Davidson (Davidson et al., 2017),Waseem (Waseem and Hovy,
2016) and HatEval (Basile et al., 2019). A binary classification task is performed with
classes: abusive and non-abusive and the same train-test splits, as used in Chapter 4,
are adopted. Detailed discussions on these corpora and the pre-processing steps followed
are provided in Chapter 3.

5.4.2 Evaluation Setup

Given the three corpora listed above, we experiment with all the six pairs of source and
target corpora for our cross-corpus analysis. The UDA approaches leverage the respective
unlabeled train sets in the target domain DT for adaptation, along with the train sets in
DS . The abusive language classifier is subsequently trained on the labeled train set in
the source domain DS and evaluated on the test set in DT . In the “no adaptation” case,
the HateBERT model is fine-tuned in a supervised manner on the labeled source corpus
train set and evaluated on the target test set. Unsupervised adaptation using HateBERT
involves training the HateBERT model on the target corpus train set using the MLM
objective. This is followed by a supervised fine-tuning on the source corpus train set.

We use the original implementations of the UDA models1 and the pre-trained Hate-
BERT2 model for our experiments. We select the best model checkpoints by perform-
ing early stopping of the training while evaluating the performance on the respective
validation sets from the source domain DS . FastText3 word vectors, pre-trained over
Wikipedia, are used for word embedding initialization for both HATN and PBLM. PERL
and AAD are initialized with the BERT base-uncased model4. In PBLM, we employ the
LSTM-based classifier5. For both PERL and PBLM, words with the highest mutual
information with respect to the source labels and occurring at least 10 times in both the
source and target corpora are considered as pivots (Ziser and Reichart, 2018). Follow-
ing Ben-David et al. (2020), we keep the encoder weights for PERL frozen during the
supervised fine-tuning step.
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Corpus Macro-
F1

Frequent words in abusive comments

Davidson 93.8±0.1 b*tch, h*e, f*ck, p*ssy, n*gga, ass, f*ck, shit
Waseem 85.5±0.4 #notsexist, #mkr, female, girl, kat, men, woman, feminist
HatEval 51.9±1.7 woman, refugee, immigrant, trump, #buildthatwall, illegal,

b*tch, f*ck

Table 5.1: Macro-average F1 (mean ± std-dev) for in-corpus classification using supervised fine-
tuning of HateBERT.

Source
→Target

No-
adaptation

Unsupervised Domain Adaptation

HateBERT
super-
vised

fine-tune
only

HateBERT
MLM

fine-tune
on Target

PBLM PERL-
BERT

HATN AAD-
BERT

Hat →Was 66.4±1.1 68.0±1.0 57.5±3.4 57.1±1.8 57.3±1.7 60.4±7.8
Was →Hat 57.8±0.6 56.5±1.1 51.0±5.2 55.3±0.7 53.5±0.4 55.7±1.3
Dav →Was 67.5±0.5 66.7±0.8 57.2±4.8 67.4±1.0 57.5±6.7 41.5±2.8
Was →Dav 60.1±4.4 67.1±2.9 46.5±1.3 48.3±1.5 28.0±2.3 35.6±3.7
Hat →Dav 63.8±2.3 67.8±1.6 61.8±5.7 62.6±3.8 61.5±5.8 55.2±0.7
Dav →Hat 51.3±0.2 51.4±0.4 49.9±0.2 50.3±0.9 50.3±0.5 50.4±3.0
Average 61.2 62.9 54.0 56.8 51.4 49.8

Table 5.2: Macro-average F1 scores (mean±std-dev) on different source and target pairs for
cross-corpus abuse detection (Hat: HatEval, Was: Waseem, Dav: Davidson). The
best in each row is marked in bold.

5.5 Results and Analysis

Our evaluation reports the mean and standard deviation of macro-averaged F1 scores,
obtained by an approach, over five runs with different random initializations. We first
present the in-corpus performance of the HateBERT model in Table 5.1, obtained after
supervised fine-tuning on the respective corpora, along with the frequent abuse-related
words. As shown in Table 5.1, the in-corpus performance is high for Davidson and
Waseem, but not for HatEval. HatEval shared task presents a challenging test set and

1PBLM: https://github.com/yftah89/PBLM-Domain-Adaptation, HATN: https://github.com/
hsqmlzno1/HATN, PERL: https://github.com/eyalbd2/PERL, AAD: https://github.com/
bzantium/bert-AAD

2https://osf.io/tbd58/
3https://fasttext.cc/
4https://github.com/huggingface/transformers
5CNN classifier obtained a similar performance.

https://github.com/yftah89/PBLM-Domain-Adaptation
https://github.com/hsqmlzno1/HATN
https://github.com/hsqmlzno1/HATN
https://github.com/eyalbd2/PERL
https://github.com/bzantium/bert-AAD
https://github.com/bzantium/bert-AAD
https://osf.io/tbd58/
https://fasttext.cc/
https://github.com/huggingface/transformers
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similar performances have been reported in prior work (Caselli et al., 2021). Cross-corpus
performances of HateBERT and the UDA models discussed in Section 5.3.1, is presented
in Table 5.2. Comparing Table 5.1 and Table 5.2, substantial degradation of performance
is observed across the corpora in the cross-corpus setting. This highlights the challenge
of cross-corpus performance in abusive language detection.

Cross-corpus evaluation in Table 5.2 shows that all the UDA methods, adopted from
the sentiment classification literature, experience a substantial drop in average perfor-
mance. The average scores remain below 57 when compared to the no-adaptation case of
supervised fine-tuning of HateBERT, which yields an overall macro-F1 of 61.2. All these
UDA approaches give the worst performance when Waseem is used as the source corpus
and Davidson is the target, with scores remaining below 50. However, the additional
step of MLM fine-tuning of HateBERT on the unlabeled train set from target corpus
results in an improved performance in most of the cases and improves the average score
to 62.9. In the case of Waseem →Davidson, the score improves by 7 macro F1 points.
In the following sub-sections, we perform a detailed analysis to get further insights into
the sub-optimal performance of the other UDA approaches for our task.

5.5.1 Pivot Characteristics in Pivot-based Approaches

To understand the performance of the pivot-based models, we probe the characteristics
of the pivots used by these models as they control the transfer of information across the
source and target corpora and should ideally exhibit similar behavior across the corpora.
As mentioned in Section 5.3.3.1, one of the criteria for pivot selection is their affinity to
the available labels. Accordingly, if the adaptation results in better performance, a higher
proportion of pivots would have more affinity to one of the two classes. Moreover, this
affinity toward the classes should remain similar across the source and target corpora for
better adaptation, i.e. if a pivot is more correlated with the abusive class in the source
corpus, it should also be correlated with the same class in the target. In the following,
we aim to study this particular characteristic across the source train set and the target
test set. To compute class affinities, we obtain a ratio of the class membership of every
pivot pi:

ri =
#abusive comments with pi

#non-abusive comments with pi
(5.2)

The ratios obtained for the train set of the source and the test set of the target, for the
pivot pi, are denoted as ris and ri

t, respectively. A pivot pi with similar class affinities
in both the source train and target test should satisfy:

(ri
s, ri

t) < 1− th or (ri
s, ri

t) > 1 + th (5.3)

Here, th denotes the threshold. The threshold is used to avoid considering the pivots
having less prominent affinities to one of the classes, resulting in having ratios close to
1. Ratios less than (1 − th) indicate affinity towards the non-abusive class, while those
greater than (1+ th) indicate affinity towards the abusive class. We set the threshold th
= 0.3 as we find it to work well for our experiments. For every source →target pair, we
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select the pivots that satisfy Equation 5.3 and calculate the percentage of the selected
pivots as:

percs→t =
#pivots satisfying Equation 5.3

#Total pivots
× 100 (5.4)

This indicates the percentage of pivots having a similar affinity towards one of the two
classes across the source and target corpora. We now analyze this percentage in the best
and the worst case scenarios of PBLM6.

Worst cases: For the worst case of Waseem →Davidson, Equation 5.4 yields a
low percs→t of 18.8%. This indicates that the percentage of pivots having similar class
affinities, across the source and the target, remains low in the worst-performing pair. This
is most likely because the pivot selection criteria are not sufficient to extract similarly
behaving shared features across these corpora.

Best case: The best case in PBLM corresponds to HatEval →Davidson. In this
case, Equation 5.4 yields a relatively higher percs→t of 51.4%. This is because the pivots
extracted here involve a lot of profane words. Since in Davidson, the majority of abusive
content involves the use of profane words (as also reflected in Table 5.1), the pivots
extracted by PBLM can represent the target corpus well in this case.

5.5.2 Domain Adversarial Approaches

On average, the adversarial approach of HATN performs slightly better than AAD. In
order to analyze the difference, we investigate the representation spaces of the two ap-
proaches for the best case of HATN i.e. HatEval →Davidson and the worst case for both
the approaches i.e. Waseem →Davidson. To this end, we apply the Principal Compo-
nent Analysis (PCA) to obtain the two-dimensional visualization of the feature spaces
from the train set of the source corpus and the test set of the target corpus. The PCA
plots for HatEval →Davidson and Waseem →Davidson are shown in Figure 5.5 and 5.6,
respectively. Adversarial training in both the HATN and AAD models tends to bring the
representation regions of the source and target corpora close to each other. At the same
time, the separation of abusive and non-abusive classes in the source train set seems to
be happening in both models.

In the case of HatEval →Davidson, for the representation space of AAD, samples
corresponding to abusive and non-abusive classes in the target test set do not follow the
class separation seen in the source train set. But in the representation space of HATN,
samples in the target test set appear to follow the class separation exhibited by its source
train set. Considering the abusive class as positive, this is reflected in the higher number
of True Positives in HATN as compared to that of AAD for this pair (#TP for HATN:
1393, #TP for AAD: 1105), while the True Negatives remain almost the same (#TN for
HATN: 370, #TN for AAD: 373). Also, in this case, HATN has a better macro-F1 score
(61.5) compared to AAD (55.2).

6Pivot extraction criteria are the same for PBLM and PERL and similar percentages are expected with
PERL.
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(a) (b)

Figure 5.5: (Best viewed in color) PCA based visualization of HatEval →Davidson in the adver-
sarial approaches.

(a) (b)

Figure 5.6: (Best viewed in color) PCA based visualization of Waseem →Davidson in the adver-
sarial approaches.

For Waseem →Davidson, the representation space of HATN shows that the adaptation
seems to make the samples in the source train set less discriminative with respect to
the classes, and hence the target test samples are also non-discriminative. With AAD,
the source train samples remain discriminative with respect to the classes, most likely
because it uses two different encoders to encode the source and target domain samples.
While the source encoder parameters are kept frozen in AAD once they are fine-tuned
on the source, the representations for the source and target instances are learned jointly
in HATN during adaptation. The non-abusive sample representations in AAD from the
target test set seem to overlap to some extent with the non-abusive representations in the
source train samples, but the abusive samples in the target span the source representation
spaces of both classes. In terms of macro-F1 scores, HATN performs worse (28.0) in this
case compared to AAD (35.6). AAD yields a higher number of True Positives compared
to HATN (#TP for HATN: 602, for AAD: 746), while the number of True Negatives
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remain similar (#TN for HATN: 367, for AAD: 370).

One of the limitations of these domain adversarial approaches is the class-agnostic
alignment of the common source-target representation space. As discussed in Saito et al.
(2018), methods that do not consider the class boundary information while aligning the
source and target distributions, often result in having ambiguous and non-discriminative
target domain features near class boundaries. Besides, an alignment using the class
boundary information can be achieved without having access to the target domain class
labels (Saito et al., 2018). Therefore, an effective alignment should also attempt to
minimize the intra-class, and maximize the inter-class domain discrepancy (Kang et al.,
2019).

Source
→Target

HBERT
MLM
on all
3 cor-
pora

HBERT
MLM

on
Source

+
Target

HBERT
MLM on
Target

Hat →Was 69.7±0.8 68.9±0.6 68.0±1.0
Was →Hat 57.2±1.4 56.8±1.1 56.5±1.1
Dav →Was 60.2±0.7 58.8±0.8 66.7±0.8
Was →Dav 63.4±3.9 63.4±3.9 67.1±2.9
Hat →Dav 66.6±1.1 66.7±2.1 67.8±1.6
Dav →Hat 51.4±0.2 51.5±0.1 51.4±0.4
Average 61.4 61.0 62.9

Table 5.3: Macro-average F1 scores (mean ± std-dev) for Masked Language Model fine-tuning of
HateBERT (HBERT MLM) over different corpora combinations along with supervised
fine-tuning on the source; Hat: HatEval, Was: Waseem, Dav: Davidson. The best in
each row is marked in bold.

5.5.3 MLM Fine-tuning of HateBERT

It is evident from Table 5.2 that the MLM fine-tuning of HateBERT along with the
subsequent supervised fine-tuning over the source corpus results in improved performance
in the majority of the cases. We investigate the impact of MLM fine-tuning over different
combinations of the source and target corpora, combined with supervised fine-tuning on
the source corpus, in order to identify the best configuration. These include a combination
of the train sets from all three corpora, combining the source and target train sets, and
using only the target train set. Table 5.3 shows that MLM fine-tuning over only the
unlabeled target corpus results in the best overall performance. This is in agreement
with Rietzler et al. (2020) who observe a better capture of domain-specific knowledge
with MLM fine-tuning only on the target domain.
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5.5.4 Bridging the Gap between PERL and HateBERT MLM Fine-tuning

Since PERL originally incorporates BERT, Table 5.2 reports the performance of PERL
initialized with the pre-trained BERT model. As discussed in Section 5.3.1, PERL applies
MLM fine-tuning over the pre-trained BERT model, where only the pivots are predicted
rather than all the masked tokens. Following Ben-David et al. (2020), after the BERT
encoder weights are learned during the MLM fine-tuning step of PERL, they are kept
frozen during supervised training for the classification task. Only the weights of the
convolution and the fully connected layers (see Figure 5.1) are updated during this step.

As an additional verification, we try to leverage the HateBERT model for initializing
PERL in the same way as BERT is used in the original PERL model, with frozen encoder
layers. As shown in Table 5.4, this does not result in substantial performance gains over
PERL-BERT on average. Initializing with the HateBERT model increases the average
macro F1 performance from 56.8 with BERT to 57.7 with HateBERT. The scores for all
the individual pairs remain below the scores obtained from the ‘no-adaptation’ scenario in
Table 5.2. As a further extension, we update all the layers in PERL during the supervised
training step and use the same hyper-parameters as those used for HateBERT (Caselli
et al., 2021).7 This results in improved performance from PERL. The average scores
increase to 60.8 which is slightly below the average score of 61.2 obtained from the ‘no-
adaptation’ scenario in Table 5.2. However, it still remains behind the best-performing
HateBERT model with MLM fine-tuning on target which gives an average score of 62.9.

Source
→Target

PERL-
BERT
(frozen
encoder
layers)

PERL-
HBERT
(frozen
encoder
layers)

PERL-
HBERT

(with layer
updates)

Hat →Was 57.1±1.8 63.2±1.7 68.3±0.8
Was →Hat 55.3±0.7 55.0±0.9 57.8±0.8
Dav →Was 67.4±1.0 65.9±1.3 57.3±3.1
Was →Dav 48.3±1.5 48.1±3.7 64.4±2.1
Hat →Dav 62.6±3.8 63.6±0.9 66.1±1.8
Dav →Hat 50.3±0.9 50.4±0.6 51.1±0.3
Average 56.8 57.7 60.8

Table 5.4: Macro-average F1 scores (mean ± std-dev) of PERL initialized with BERT and Hate-
BERT (HBERT) with frozen encoder layers, and PERL initialized with HateBERT
with updates across all layers, for all the pairs (Hat: HatEval, Was: Waseem, Dav:
Davidson). The best in each row is marked in bold.

7Note that the ablation study by Ben-David et al. (2020) discusses the effect of the number of unfrozen
encoder layers only in the MLM fine-tuning step, but not in the supervised training step for the end
task.
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Source
→Target

AAD-
BERT

AAD-
HateBERT

Hat →Was 60.4±7.8 60.8±6.4
Was →Hat 55.7±1.3 53.7±1.6
Dav →Was 41.5±2.8 46.1±2.6
Was →Dav 35.6±3.7 41.4±4.1
Hat →Dav 55.2±0.7 54.3±1.6
Dav →Hat 50.4±3.0 47.7±5.5
Average 49.8 50.7

Table 5.5: Macro average F1 scores (mean ± std-dev) of AAD initialized with BERT and Hate-
BERT across all the pairs (Hat: HatEval, Was: Waseem, Dav: Davidson).

5.5.5 AAD with HateBERT

Since AAD also incorporates BERT, we can similarly replace BERT with HateBERT.
Table 5.5 reports the performance of AAD initialized with HateBERT. It is observed
that the overall performance with AAD-HateBERT (50.7) is close to that obtained with
AAD-BERT (49.8).

5.5.6 Source Corpora Specific Behaviour

From our results and analysis, we observe that in general, when models are trained over
HatEval, they are found to be more robust towards addressing the shifts across corpora.
This is reflected in the higher cross-corpus performance scores obtained when HatEval is
used as the source corpus (see Table 5.2). One of the primary reasons is that HatEval
captures wider forms of abuse directed towards both immigrants and women. The most
frequent words in Table 5.1 also highlight the same. The corpus involves a mix of implicit
as well as explicit abusive language.

On the contrary, models trained over Waseem are generally unable to adapt well in
cross-corpus settings. Since only tweet IDs were made available in Waseem, we observe
that our crawled comments in this corpus rarely involve abuse directed towards target
groups other than women (99.3% of the abusive comments are sexist and 0.6% racist).
This is because the majority of these comments have been removed before crawling.
Besides, Waseem mostly involves subtle and implicit abuse and less use of profane words.

5.6 Conclusion and Future Work

This chapter analyzed the efficacy of some successful Unsupervised Domain Adaptation
approaches of cross-domain sentiment classification in cross-corpus abusive language de-
tection. Our experiments highlighted some of the problems with these approaches that
render them sub-optimal in the cross-corpus abuse detection task. The extraction of
pivots, in the pivot-based models, is not optimal enough to capture the shared space
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across domains. This is most likely due to the complexity of abusive language, which
makes it difficult to find n-grams pivots whose meaning and behavior remain unchanged
in different contexts across corpora. The domain adversarial methods used underperform
substantially as the class boundaries learned on the source corpus do not typically gener-
alize well to the target corpus. The analysis of the Masked Language Model fine-tuning
of HateBERT on the target corpus displayed improvements in general as compared to
only fine-tuning HateBERT over the source corpus, suggesting that it helps in adapting
the model towards target-specific language variations. The overall performance of all the
approaches, however, indicates that building robust and portable abuse detection mod-
els is a challenging problem, far from being solved. This calls for approaches that are
designed specifically to suit the challenges of cross-domain abusive language detection.

Future work along the lines of domain adversarial training could explore methods that
can learn class boundaries that generalize well to the target corpus while performing
alignment of the source and target representation spaces. Such an alignment can be
performed without target class labels by minimizing the intra-class domain discrepancy
(Kang et al., 2019). Pivot-based approaches could explore pivot extraction methods
that account for higher-level semantics of abusive language across the source and target
corpora.





6 Penalizing Spurious Correlations with
Model Explanations

6.1 Introduction

In the previous two chapters, we considered the detection of abusive language, which
covers all forms of toxic, hateful, and offensive language, as discussed in Chapter 2.
However, from a practical perspective, moderating all occurrences of toxicity may not
often be desirable, especially given the unrestricted nature of the Internet and the right
to freedom of expression. On the other hand, hate speech – a subcategory of abusive
language – is highly concerning as it promotes discrimination against underrepresented
groups or minorities (e.g. women, jews, blacks, etc.) (Jurgens et al., 2019; Waseem and
Hovy, 2016). We have discussed in detail what constitutes hate speech in Chapter 2.
This creates a pressing need to focus specifically on the task of hate speech detection.
Our work in this chapter thus attempts to address cross-corpus hate speech detection.
The work presented in this chapter is published as Bose et al. (2022a) and Bose et al.
(2022b).

One of the common reasons why a vanilla classifier yields poor out-of-domain perfor-
mance is that it tends to learn more from domain-specific features than domain-invariant
features, which biases the classifier toward the source domain in which it has been trained
(Ye et al., 2021; Chen et al., 2019). In this chapter, we thus aim to reduce this source-
specific bias and improve the generalizability of the source classifiers to the target do-
main by applying additional constraints during training using model explanations. In
particular, two different domain adaptation approaches are proposed for improving the
cross-corpus performance of hate speech classifiers.

The relative sparsity of hateful content in the real world requires crawling of many of
the standard hate speech corpora through keyword-based sampling (Poletto et al., 2021),
rather than random sampling. Thus, when hate speech classifiers (D’Sa et al., 2020;
Mozafari et al., 2019; Badjatiya et al., 2017) are trained on such corpora, they often learn
undesirable corpus-specific features called spurious correlations from the training corpus
(Wiegand et al., 2019) leading to substantial performance degradation when evaluated
on a corpus with a different distribution (Yin and Zubiaga, 2021; Bose et al., 2021b;
Florio et al., 2020; Arango et al., 2019; Swamy et al., 2019; Karan and Šnajder, 2018).
For instance, Wiegand et al. (2019) show that in a hate-speech dataset (Waseem and
Hovy, 2016), neutral corpus-specific terms, like ‘football ’, ‘commentator ’, etc., discussing
the role of women in sports, are highly correlated with the hate label, restricting its
generalizability.

89
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Target corpus utterances Actual Predicted
Genocide is never ok non-hate hate
Women are goddesses non-hate hate

Table 6.1: Examples of spurious correlations learned by a source classifier between the shaded
terms and the hate label.

Recent works have proposed regularization mechanisms to penalize spurious corre-
lations by attempting to explain model predictions using feature attribution methods
and align features with prior task-specific knowledge (Ross et al., 2017; Rieger et al.,
2020; Adebayo et al., 2020). These are methods to extract post-hoc model explanations,
which assign importance scores to input terms that contribute more toward a particu-
lar prediction (Lundberg and Lee, 2017). For instance, Liu and Avci (2019) penalized
the attributions assigned to terms contained in a manually curated dictionary consisting
of group identifiers that are often known to be targets of hate. Kennedy et al. (2020)
extracted group identifiers manually from the top terms indicated by a bag-of-words lo-
gistic regression model trained on the source corpus. However, regularizing only group
identifiers limits the coverage of such approaches, and may not capture other forms of
corpus-specific correlations learned by the classifier constraining its performance on a
new corpus. Moreover, such manually curated lists may not always remain up-to-date
because new terms emerge frequently (Grieve et al., 2018). This calls for methods that
can automatically extract such spurious correlations and prevent the classifier from get-
ting biased toward them.

Besides, in the task of detecting objects in images, Zunino et al. (2021) used a domain
classifier, trained to differentiate between domains, and visually identified that the irrel-
evant background information in the images is domain-specific. Thus, they enforce the
model explanations to align with the ground-truth annotations highlighting the objects
in the image. This inspires us to propose a new domain adaptation approach in hate
speech employing a domain classifier, but without having access to such annotations for
aligning the attribution scores.

In this chapter, two different domain adaptation approaches are proposed that per-
form Dynamic Model Refinement (D-Ref ) to reduce the effect of corpus-specific spurious
correlations and improve the cross-corpus performance of hate speech classifiers.

• First, we hypothesize that the classification errors in a small labeled subset from
the target can reveal spurious correlations between terms and hate speech labels
learned from the source (see Table 6.1). To this end, D-Ref-I, a new method to
identify and penalize spurious terms using feature attribution methods, is proposed.

• Second, we hypothesize that domain-specific terms that are simultaneously predic-
tive of the hate-speech labels are instrumental in restricting the domain invariance
of the hate-speech classifier. We propose D-Ref-II 1, a method that performs do-

1We call this method ‘Dom-spec’ in our published article. However, we think ‘D-Ref-II’ is more ap-
propriate here for maintaining uniformity and because both D-Ref-I (referred to as D-Ref in the
published article) and D-Ref-II perform dynamic refinement of the source model.
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main classification-based source-specific term penalization. It employs a domain
classifier to automatically extract the terms that help in identifying the source do-
main compared to the unlabeled target domain, and use feature-attribution scores
to identify the subset important for hate-speech classification from the source.

Our methods, through penalization of these terms, automatically enforce the source
domain hate speech classifier to focus on relatively more domain-invariant content and
the general contextual meaning of instances, rather than on specific terms. Compared to
other methods that transform high-dimensional intermediate representations to reduce
the domain discrepancy, such as domain adversarial learning (Ryu and Lee, 2020; Tzeng
et al., 2017) (discussed in Chapter 5), our proposed approaches make the adaptation more
explainable. We demonstrate that both D-Ref-I and D-Ref-II improve the overall cross-
corpus performance independently and in combination with pre-defined dictionaries.

The remainder of the chapter is organized as follows: Section 6.2 gives a general
overview of feature attribution methods, the prior work, and the attribution methods
used in our approaches. Section 6.3 describes the proposed approaches. Section 6.4
presents our experimental setup. Our results, analysis, and discussion corresponding to
the results are present in Section 6.5. Finally, Section 6.6 concludes the chapter.

6.2 Feature Attribution Methods

Correctly interpreting the predictions of a model is crucial to increase the end user’s trust
in the model, study the model’s behavior (Adebayo et al., 2020), provide insights for
possible improvements, and enhance the understanding of the process that is modeled.
In tasks where models assist human decision-making, such as hate speech detection,
interpreting the model’s output can facilitate informed and hopefully better decisions.
Due to the inherently transparent nature of simple models (e.g. linear models), they are
more preferred (Lou et al., 2012) in some tasks requiring high-stake decisions (Alemzadeh
et al., 2016; Gosiewska et al., 2021) in spite of their lower levels of performance compared
to complex models like neural networks, which are harder to interpret. However, given the
wide availability of data resources, the benefits of using complex models have expanded.
This has driven research on improving the interpretations or explanations of complex
models (Bach et al., 2015; Datta et al., 2016; Ribeiro et al., 2016; Sundararajan et al.,
2017; Shrikumar et al., 2017).

A model explanation is typically a subset of the input that has the highest influence
on the final prediction. Post-hoc methods provide explanations after the model has been
trained and are usually model-agnostic (Murdoch et al., 2019). Feature attributions
are a class of such methods that assign importance scores to the input features as per
their contribution to the model prediction. These scores can then be used to interpret
the model decisions. Formally given an input x = (x1, x2, ...., xn) ∈ Rn a function
F : Rn → [0, 1] representing the model, and the corresponding prediction y, feature
attribution methods assign the vector a = (a1, a2, ..., an) to the input x, where ai is the
attribution score of xi for y. Figure 6.1 presents an illustration of the use of feature
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Classifier

Feature Attributions

The hotel is in a great location. The metro station is
500 meters away. Facilities are excellent and the room

is clean and well-maintained.

Positive

The hotel is in a great location. The metro station is
500 meters away. Facilities are excellent and the room

is clean and well-maintained.

Figure 6.1: An example of feature attributions to find the most important subset of the input
(post-hoc explanation) that contributed to the classifier’s decision. The darker the
shades, the higher the attribution scores.

attributions to find the most important subset of an input contributing to the model
decision.

Different feature attribution methods have been proposed in the literature, such as
Guided back-propagation (Springenberg et al., 2014), Local Interpretable Model-Agnostic
Explanations (LIME) (Ribeiro et al., 2016), Layer-wise Relevance Propagation (LRP)
(Binder et al., 2016), Deep Learning Important FeaTures (DeepLIFT) (Shrikumar et al.,
2017), Integrated Gradients (Sundararajan et al., 2017), Shapley values from game the-
ory (SHAP) (Lundberg and Lee, 2017), Scaled Attention (Serrano and Smith, 2019),
InputXGrad (Kindermans et al., 2016; Atanasova et al., 2020), etc. Recent studies (Jain
and Wallace, 2019; Serrano and Smith, 2019) showed that attentions on their own can-
not always be considered faithful explanations. Explanations are called faithful when
they correctly provide the true reasoning behind the model’s predictions (Jacovi and
Goldberg, 2020). Jain and Wallace (2019) demonstrated that equivalent predictions as
that from the original attention distributions can be obtained using alternative attention
distributions, indicating that attention weights do not provide robust explanations. On
the other hand, Wiegreffe and Pinter (2019) and Vashishth et al. (2019) showed that
attention weights, in certain cases, can provide robust explanations. Serrano and Smith
(2019) evaluated the faithfulness of attention-based explanations by removing terms in
input sequences to observe how quickly decision flips occur. They found that feature at-
tributions in the form of attention weights scaled with their corresponding gradients can
potentially give a better indication of term importance for model decisions than using
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only attention weights. Chrysostomou and Aletras (2021) proposed a class of meth-
ods called Task-Scaling (TaSc) to scale the original attention weights for improving the
faithfulness of attention-based explanations. Furthermore, Chrysostomou and Aletras
(2022a) performed an empirical study to assess the faithfulness of post-hoc explanations
in out-of-domain settings.

Some of these methods like Integrated Gradients, DeepLift, LRP, etc. satisfy a desir-
able axiom called completeness. It posits that the sum of the attributions should be equal
to the difference between the output of the model F at the input x and the baseline or
reference input x′ ∈ Rn. The baseline is commonly chosen as a background value of the
input that is not informative and hence produces a high-entropy prediction representing
uncertainty. For image models, the baseline is typically a black image, while for models
inputting text, usually the zero embedding vector is considered as the baseline input.

Feature attribution methods are applicable to a wide variety of tasks. Sundararajan
et al. (2017) studied the applicability of Integrated Gradients for object recognition, pre-
dicting the severity of diabetic retinography using images (a diabetic condition impacting
the eyes), question classification, neural machine translation, determining whether a given
input molecule is active against a specific target like protein or enzyme, etc. Shrikumar
et al. (2017) applied DeepLIFT for digit classification and classification tasks on DNA
(Deoxyribonucleic acid) sequence inputs (strings comprising the alphabets {A, C, G, T})
to evaluate the obtained attribution scores.

6.2.1 Model Regularization with Attributions

Feature attribution methods have been used to analyze and correct model decisions
by inserting human-provided domain knowledge into models. One of the pioneering
works in this direction is by Ross et al. (2017) who proposed the regularization of a
model such that its explanations conform with binary annotations provided by domain
experts. For this, they used the input gradients-based attribution method. They further
showed that in the absence of such domain knowledge, their approach could also help
in obtaining models with qualitatively different decision boundaries that yield similar
accuracies. These models with different explanations could then be presented to domain
experts for inspection and picking the one that is ‘right for the right reasons’.

Other works extended the field by using different strategies to incorporate prior knowl-
edge into the models. Bao et al. (2018) used discrete human provided rationales – features
marked by domain experts as justifications for predictions – in a low-resource target task
and mapped them to attention scores for improving the performance of the target task.
They used resource-rich source tasks to learn the mapping between machine-generated
explanations (Lei et al., 2016) and high-quality attentions and transferred this mapping
to the target task. Along similar lines, Du et al. (2019) regularized the training process
of deep neural networks such that their local explanations are aligned with the rationales
provided by domain experts, and proposed to generate sparse explanations when such
expert rationales are unavailable. They used an omission-based attribution method (Li
et al., 2016b). Rieger et al. (2020) used the contextual decomposition-based attributions
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(Murdoch et al., 2018) and aligned them with prior task-specific domain knowledge to pre-
vent spurious correlations. Erion et al. (2020, 2021) introduced the attribution method
of expected gradients and encouraged the attributions to incorporate some high-level
task-specific priors such as smoothness and sparsity. Weinberger et al. (2020) extended
such attribution priors to a deep attribution prior framework using prior information
about features, called the meta-features. Adebayo et al. (2020) investigated the efficacy
of post-hoc explanation methods in model debugging and found that they could identify
spurious correlations but could not conclusively detect the mislabeled training examples.
Zunino et al. (2021) used saliency maps to provide periodic feedback to an image classi-
fication model to focus on the image regions corresponding to the ground-truth objects
rather than the background information. This helped in improved generalization in out-
of-domain settings. Mitsuhara et al. (2021) used attention maps to enforce learning from
input regions that are known to be important.

6.2.2 Use of Explanations in Hate Speech Detection

There are several prior works that have focused on mitigating unintended bias in hate
speech detection models toward certain terms, such as group identifiers. These are terms
identifying social groups that are frequent targets of hate. In this direction, Liu and
Avci (2019) manually prepared a list of curated group identifiers, and penalized the
L2 distance between their attribution scores (with Integrated Gradients) and a target
attribution value of zero. Kennedy et al. (2020) extracted group identifiers manually from
the top terms indicated by a bag-of-words logistic regression model trained on the source
domain. Yao et al. (2021), on the other hand, collected human-provided compositional
explanations regarding different spurious patterns incurred by a source model on the
target domain. Then they extended such explanations to the unlabeled target domain
data through logic rules. The quantified interactions amongst features and attribution
scores from two different methods – Integrated Gradients and Sampling and Occlusion
(Jin et al., 2020) – were used to penalize the models. Although Yao et al. (2021) did
not use pre-defined lists for refining language models in different target domains, their
method still requires refinement advice from human annotators.

A work contemporary to ours, for automatic reduction of lexical overfitting, was
proposed by Attanasio et al. (2022). They used entropy-based regularization to penalize
terms with low self-attention entropy in order to reduce undesirable bias. However,
they did not study the generalization performance in terms of cross-corpus hate speech
detection. Another contemporary work by Nejadgholi et al. (2022) proposed the use of
the Testing Concept Activation Vector (TCAV), an explanation method from computer
vision, to measure the sensitivity of a trained model to the human-defined concepts of
implicit and explicit hate. They adjusted TCAV to provide a metric called degree of
explicitness, which was further used to explain the generalizability of a model on new
data and guide data augmentation.
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6.2.3 Feature Attribution Methods Used

We now provide a brief overview of the feature attribution methods used in this chapter to
identify the contribution of input features to the decision of our Transformer-based model.
These attribution methods have been widely used in recent studies (Chrysostomou and
Aletras, 2021, 2022b).

Scaled Attention (α∇α) (Serrano and Smith, 2019): As discussed in the previous
section, it has been found that explanations obtained by attention weights may not always
be robust. Serrano and Smith (2019) showed that scaling an attention weight with its
gradient works better than only using the attention weights to predict the importance
of terms for model predictions. Given the ith element of a sequence, here the attention
weight αi corresponding to the final layer of the model is scaled with its corresponding
gradient ∇αi =

δŷ
δαi

, where ŷ is the predicted label. So the attribution score is given by
αi ×∇αi.

Integrated Gradients (IG) (Sundararajan et al., 2017): This method is based on the
notion that the gradient of the prediction function F with respect to input can indicate
the sensitivity of the prediction for each input dimension. As such, it aggregates the
gradients along a path from an uninformative reference input (e.g. zero embedding
vector) toward the actual input such that the predictions change from uncertainty to
certainty. Using a path integral, IG accumulates the gradients of F relative to the input
along this path. The main reason to use a path integral over an overall gradient at the
input is to counteract the possibility of saturation of the gradients around the input.
Although there are an endless number of possible paths from a baseline to an input
point, IG chooses the straight line path. Formally, the integrated gradient along the ith

dimension is defined as:

IGi(x) ::= (xi − x
′
i)×

∫ 1

α=0

δF (x
′
+ α× (x− x′

))

δxi
dα ; (6.1)

where x is the actual input, x′ is the baseline input, and δF (x)
δxi

is the gradient of the
function F (x) along the ith dimension.

Deep Learning Important FeaTures (DeepLIFT/DL) (Shrikumar et al., 2017): This
aims to explain the difference in the output from a reference or baseline output in terms
of the difference of the input x and a reference or baseline input x′ . Given a target output
neuron t, a reference activation t0 of t, ∆xi = xi − x

′
i, and ∆t = t− t0, it computes the

contribution scores C∆xi∆t of each input neuron xi that are necessary and sufficient to
compute t, such that

n∑
i=1

C∆xi∆t = ∆t. (6.2)
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6.3 Proposed Approaches

In this section, a description of the general framework of the proposed approaches, D-
Ref-I and D-Ref-II, is provided. The pre-trained BERT (Devlin et al., 2019) model is
used for both approaches. Note that, unlike the last two chapters, HateBERT is not used
as our underlying model. This is because, as discussed in Chapter 3, HateBERT is an
abusive language-inclined version of BERT, where abusive language is usually considered
a superset of hate speech (discussed in more detail in Chapter 2). This might make the
model more sensitive toward slur terms and other profanities. As a result, the spurious
terms extracted with such a model may not necessarily reflect the undesirable correlations
present in the source training corpus, but may also reflect the correlations introduced due
to re-training of the model on an abusive language corpus. Since we only deal with hate
speech in this chapter and intend to correct spurious correlations in the training corpus,
we decide to use a model that is not inclined toward the abusive language phenomenon
beforehand.

6.3.1 Dynamic Model Refinement-I (D-Ref-I)

The first approach involves two slightly different problem settings: (i) In the first setting,
we assume that during training our hate speech classification model has access to the
labeled source domain training data Dtrain

S and a small labeled validation set Dval
T from

the target domain. This follows a low-resource setting, similar to Maharana and Bansal
(2020), where the small target domain validation set is used in their policy search ap-
proach in the source domain for the task of cross-domain reading comprehension, but full
training is unavailable on that data. (ii) In the second setting, the model, in addition to
Dtrain

S and Dval
T , has further access to a larger set of unlabeled instances from the target

domain, denoted as Dtrain
T .

Our Dynamic Model Refinement-I (D-Ref-I) approach, in both the problem settings,
consists of 2 recurring steps across epochs: (a) we first extract a set of spurious terms
using Dval

T at the end of every epoch; and (b) then the extracted terms are penalized
during the next epoch. Note that since D-Ref-I extracts and penalizes spurious terms
based on the errors on Dval

T , it extracts only the terms that are present both in the
source and target corpora but are not predictive of the hate and non-hate labels in the
target corpus in the same way as they are in the source-corpus. Figure 6.2 presents the
schematic diagram of D-Ref-I and Algorithm 1 provides the algorithm.

(a) Extraction of Spurious Terms

Global term-ranking in source corpus: We first begin with identifying the terms from
Dtrain

S that are highly correlated with hate/non-hate labels. These terms are suitable
candidates for causing source-specific spurious correlations, restricting generalizability to
a new corpus.
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Global term-ranking in the
source for each class by
computing corpus-level

feature attributions

Sort terms in the source corpus
in descending order based on

their global term-rank:
 gl-hate/gl-nhate

Instance-level term ranking
using the

 source model

Source labeled
training set

Small-sized
labeled target 
validation set

Extract top  highly attributed
terms causing misclassifications

Extract terms common to top N terms from  gl-hate/gl-nhate
and the top k terms causing  misclassifications in the target

Penalizing the extracted terms

Target unlabeled
training set

Source model
Training with Masked

Language Model objective

Extracting terms causing spurious correlations

Figure 6.2: Schematic diagram of D-Ref-I. The dotted lines indicate the portion that is used only
when the target unlabeled data is available.

For that purpose, at the end of every training epoch epi, we first obtain the global
class-specific ranked list of terms from Dtrain

S . This is achieved by computing global
attributions per term te and class c (gl-atrcte) from its attribution per instance j (loc-atrjte)
averaged across all training instances classified as c by the source model trained until
epoch epi:

gl-atrcte =
∑|Dtrain

S |
j=1 1ŷj=cloc-atrjte ∀ occurrence of te in j∑|Dtrain

S
|

j=1 1ŷj=c#(occurrence of te in j)
(6.3)

Here c ∈ {hate, non-hate}, ŷ is the predicted class and 1 is the indicator function. Prior
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to this, loc-atrjte are individually normalized using sigmoid to obtain values in a closed
range. Rarely occurring terms and stop-words are not considered for the global ranking.
The gl-atrcte values are sorted from the highest globally attributed term to the lowest,
which yields two ranked term-lists [gl-hate, gl-nhate]epi .

Instance-level local ranking in target corpus: We hypothesize that terms highly corre-
lated with hate/non-hate classes in the source, but also causing misclassifications in the
target, should most likely contribute to spurious source-specific correlations, and may
not be important for hate speech labels. Thus, we identify the terms that cause mis-
classifications in Dval

T , and then obtain a list of spurious terms dynamically after every
epoch epi.

The terms in the target instances from Dval
T are ranked based on their loc-atrjte,

starting from the highest attributed term per instance j to the lowest. The top k terms
in j is given by tejtopk = topk[argsortdesc(loc-atrjte)], where k is a hyper-parameter in
Dval

T . Here argsortdesc returns the terms corresponding to the attribution scores sorted
in descending order. We treat the two error cases of False Positives (FP) and False
Negatives (FN) separately. Here the hate class is considered the positive class.

Since the terms responsible for FP may also be important for the True Positives
(TP), only those terms are extracted that have high attributions for FP, but not for TP.
Further, another filtering step is applied, where only the terms common to the top N
from the ranked gl-hate are extracted. This results in discarding the terms that may
not be globally correlated with a class with respect to the source model. So teFP =
[te ∈ teFP

topk
& te ̸∈ teTP

topk
] ∩ topN (gl-hate). Here teFP

topk
and teTP

topk
comprise top k

terms from all the instances j in Dval
T that result in FP and TP respectively when

evaluated using the source model. Similarly, top k terms corresponding to FN instances
are extracted, wherein those common to TN are discarded, and subsequent filtering based
on the gl-nhate is performed, i.e. teFN = [te ∈ teFN

topk
& tok ̸∈ teTN

topk
] ∩ topN (gl-nhate)

∀ j. This step thus yields a list of possible spurious terms at the end of the epoch epi,
Sepi = [teFP , teFN ]epi .

Note that even though it is feasible to split the small-sized target validation set into
two parts, with one part used for term extraction and the other used for hyper-parameter
tuning, we decide to use the entire target validation set for both purposes. This is
because the validation set is already small in size and splitting it further would make it
less representative of the target corpus. This could degrade the potential of extracting
the error-causing terms from the target. The same validation set can be used for hyper-
parameter tuning as the model is not directly trained on this set. In the worst case,
the selected hyper-parameters might give better performance on the target validation set
compared to the unseen and held-out target test set, a risk that we undertake for better
term extraction.

Furthermore, when the larger set of unlabeled target data Dtrain
T is available as as-

sumed in our second problem setting, we first continue pre-training of the BERT model
on Dtrain

T using the Masked Language Model (MLM) objective for incorporating the lan-
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Algorithm 1 D-Ref-I
Input Source modelMsrc, Dtrain

S , Dval
T , N, k, tepre-def (optional), epochs

Output Refined source modelMsrc

for epi in epochs do
Compute classification loss L′

/* Extraction of Spurious Terms fromMsrc trained until epi−1 */

gl-atrcte ←
∑|Dtrain

S |
j=1 1ŷj=cloc-atrjte∀occurrence of te in j∑|Dtrain

S
|

j=1 1ŷj=c#(occurrence of te in j)
▷ Global term-ranking in source

gl-hate← argsortdesc(gl-atrhatete ), gl-nhate← argsortdesc(gl-atrnhatete )
▷ Sort gl-atrcte in descending order

for instances j in Dval
T do ▷ Instance-level local ranking in target

if Msrc yields FP for j then
teFP

topk
← teFP

topk
∩ topk[argsortdesc(loc-atrjte)]

end if
if Msrc yields TP for j then

teTP
topk
← teTP

topk
∩ topk[argsortdesc(loc-atrjte)]

end if
if Msrc yields FN for j then

teFN
topk
← teFN

topk
∩ topk[argsortdesc(loc-atrjte)]

end if
if Msrc yields TN for j then

teTN
topk
← teTN

topk
∩ topk[argsortdesc(loc-atrjte)]

end if
end for
teFP ← [te ∈ teFP

topk
& te ̸∈ teTP

topk
] ∩ topN (gl-hate)

teFN ← [te ∈ teFN
topk

& tok ̸∈ teTN
topk

] ∩ topN (gl-nhate)
Sepi−1 = [teFP , teFN ]epi−1

/* Penalizing the Extracted Spurious terms */
Mask terms in Sepi-1 ▷ Term-mask
OR
L ← L′

+ λLatr;Latr ←
∑

t∈Sepi-1

ϕ (t)
2
; t ∈ Sepi-1 ▷ Reg

OR

Sepi-1 ← Sepi-1 ∩ tepre-def and follow Reg ▷ Comb
Update the parameters ofMsrc using L

end for
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guage variations of the target domain, following Glavaš et al. (2020). After this step, the
same model is used for training on the source labeled corpus Dtrain

S with our dynamic
refinement approach.

(b) Penalizing the Extracted Spurious terms

In this step, we attempt to reduce the importance assigned, by the source model, to
the extracted spurious terms by penalizing the terms in Sepi during the next epoch epi+1.
Three different ways for term penalization are proposed:

Term-mask: In this case, the terms from Sepi present in Dtrain
S are simply masked after

every epi, by substituting them with the [MASK] token, and then the source model is
trained during epi+1.

Reg: Since term masking might eliminate substantial information, we regularize the
model using Sepi . The attributions assigned to these terms are pushed toward zero by
the following learning objective on Dtrain

S :

L = L′
+ λLatr;Latr =

∑
t∈Sepi

ϕ (t)
2
; t ∈ Sepi (6.4)

where L′ is the classification loss and Latr is the attribution loss. Here ϕ (t) is the
attribution score for the term t. Intuitively, this should reduce the importance of terms
contributing to source-specific patterns and encourage learning more general information.
Both losses are computed over Dtrain

S .

Comb: Sepi is finally combined with the pre-defined group identifiers (tepre-def ) from
Liu and Avci (2019) and Kennedy et al. (2020) to perform regularization using Equation
6.4.

We surmise that repeating these steps at the end of every epoch should reduce the
source-specific correlations while the source model gets trained. Note that while the
terms extracted in one epoch are penalized over the next epoch, we do not penalize them
throughout the training procedure. After every epoch, our approach results in extracting
a new set of terms as the training progresses, which may or may not include the terms
extracted previously depending on the training dynamics. This is because once a term
is penalized during an epoch, it may not cause spurious correlations for the model in
the next epochs. In case a term has not been penalized adequately in a single epoch,
the dynamic procedure would automatically extract the same term again in the next
epochs; otherwise, it would be dropped from the list of extracted terms. We believe
that retaining the extracted terms and over-penalizing them throughout the training
procedure can degrade the learning and the model performance.

Three different attribution methods are used with D-Ref-I: Scaled Attention, Inte-
grated Gradients, and DeepLIFT, as discussed in Section 6.2.
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6.3.2 Dynamic Model Refinement-II (D-Ref-II)

In our second approach, we assume access to labeled source domain training data Dtrain
S

and unlabeled target domain training dataDtrain
T . Here the small set of labeled validation

set Dval
T from the target domain is used only for hyper-parameter tuning and model

selection, following Dai et al. (2020) and Maharana and Bansal (2020), but not for
extracting the source-specific terms. This approach for domain adaptation again involves
two steps: (a) extraction of source-specific terms and (b) reducing the importance of these
terms. Since D-Ref-II does not extract terms by looking into the misclassifications on
Dval

T , it is expected to penalize terms that may not be present in the target corpus. The
schematic diagram of D-Ref-II and the algorithm are provided respectively in Figure 6.3
and Algorithm 2.

(a) Extraction of source-specific terms

Domain classification To identify source-specific terms, we first train a binary domain
classifier using Dtrain

S and Dtrain
T that learns to identify whether a candidate instance

comes from the source or the target domain. For this, a simple Logistic Regression
(LR) with bag-of-words is used, as it is inherently interpretable. Its feature weights are
then used to extract the top M most important terms for predicting the source domain
class. Each term is tokenized with the BERT WordPiece tokenizer for compatibility
with transformer models. The top M terms obtained through domain classification are
denoted as SLR.

Attribution-based term ranking Intuitively, the terms from SLR that also contribute
highly to the hate-speech labels, are likely to restrict generalization to the target as they
could potentially reduce the importance assigned by the classifier to domain-invariant
hate-speech terms. Thus, we extract only those source-specific terms that are highly
correlated with the labels, given the binary classification task of hate versus non-hate.

To this end, first the pre-training of BERT is continued on the unlabeled Dtrain
T using

the MLM objective. We then perform supervised training on Dtrain
S using this MLM-

trained model. After every epoch, two ranked lists of terms are obtained for the two
classes, sorted in the order of decreasing importance. This step is the same as the global
term-ranking step of D-Ref-I in Section 6.3.1. The ranked lists are constructed using
feature attribution methods that yield instance-level local attribution scores loc-atrjte per
term te in an instance j: a higher score indicating a higher contribution to the predicted
class. As before, the scores of stop-words and the infrequent terms are discarded and
loc-atrjte are normalized using the sigmoid function. For obtaining a corpus-level global
class-specific attribution score gl-atrcte per term te and per predicted class c, we perform
a corpus-level average of all the loc-atrjte for every c using Equation 6.3. The scores
gl-atrcte for all te are sorted to obtain the highest attributed (i.e. most important) term
per class to the lowest, yielding the ranked lists of terms per class, given by GL =
[gl-hate, gl-nhate]epi after every epoch epi.
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Global term-ranking in the
source for each class by

computing corpus-level feature
attributions

Sort terms in the source corpus in
descending order based on their

global term-rank: gl-hate/gl-nhate

Extract top M terms
important for identifying

the source domain

Source labeled
training set

Extract terms common to top N' terms from
  gl-hate/gl-nhate and top M terms important for the

source domain

Penalizing the extracted terms

Domain classification
(Logistic Regression model) 

Target unlabeled
training set

Training with Masked
Language Model objectiveSource model

Extracting terms causing spurious correlations

Figure 6.3: Schematic diagram of D-Ref-II.

We extract the source-specific terms teS that are common to both SLR and the top
N

′ terms from GL, i.e. teS = [te ∈ SLR & te ∈ topN ′ (GL)]. These steps are repeated
after every epoch. Note that the list SLR remains constant across the epochs, as it is
independent of the hate-speech classification task.

Penalization of Source-specific Terms

We hypothesize that penalizing teS obtained from the previous epoch during the next
epoch should reduce the importance of terms that are both (i) domain-specific and (ii)
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Algorithm 2 D-Ref-II
Input Source modelMsrc, D

train
S , Dtrain

T , N
′
,M, tepre-def (optional), epochs

Output Refined source modelMsrc

for epi in epochs do
Compute classification loss L′

/* Extraction of source-specific terms fromMsrc trained until epi−1 */
SLR from Dtrain

S through domain classification using Dtrain
S and Dtrain

T and extrac-
tion of top-M terms important for identifying source

gl-atrcte ←
∑|Dtrain

S |
j=1 1ŷj=cloc-atrjte∀occurrence of te in j∑|Dtrain

S
|

j=1 1ŷj=c#(occurrence of te in j)
▷ Global term-ranking in source

gl-hate← argsortdesc(gl-atrhatete ), gl-nhate← argsortdesc(gl-atrnhatete )
▷ Sort gl-atrcte in descending order

GL← [gl-hate, gl-nhate]epi−1

teS ← [te ∈ SLR & te ∈ topN ′ (GL)]

/* Penalizing the Source-specific terms */
L = L′

+ λLatr;Latr =
∑

t∈teS
ϕ (t)

2
; t ∈ teS ▷ Reg

OR
teS ← teS ∩ tepre-def and follow Reg ▷ Comb

Update the parameters ofMsrc using L
end for
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contribute highly to the source labels, and thus, help learn from domain invariant terms.
The attribution scores for teS are minimized with L2 penalization, in Equation 6.5.

L = L′
+ λLatr;Latr =

∑
t∈teS

ϕ (t)
2
; t ∈ teS (6.5)

Here L′ is the classification loss and Latr is the attribution loss. λ controls the strength
of penalization, and ϕ (t) is the attribution score for t.

We experiment with two variations: (i) Reg: penalizing only the terms in teS ; (ii)
Comb: penalizing the combination of teS and the terms from Liu and Avci (2019);
Kennedy et al. (2020).

For this approach, only two different feature attribution methods are used: Scaled At-
tention and DeepLIFT/ DL. In this case, we do not use Integrated Gradients (IG) as it is
computationally more expensive and DL is most often a good and a faster approximation
of IG (Ancona et al., 2018).

6.4 Experimental Setup

6.4.1 Data

We use three standard hate speech corpora: HatEval (Basile et al., 2019), Waseem
(Waseem and Hovy, 2016) and Dynamicv1 (Vidgen et al., 2021c). Unlike the previous
chapters, the Davidson (Davidson et al., 2017) corpus is not used for our experiments in
this chapter as only 6% of the corpus involves hate speech. This may not be sufficient
for our analysis on spurious correlations and could result in additional problems with the
extreme class imbalance. Instead, we use Dynamicv1 that comprises varied forms of hate
against many different minorities. Dynamicv1 is an older version of the corpus provided
by Vidgen et al. (2021c). A detailed description of these corpora and the pre-processing
steps followed are provided in Chapter 3. Following the precedent of previous works by
Wiegand et al. (2019) and Swamy et al. (2019), the detection of hate versus non-hate
is considered, where the hate class covers all forms of hate. Waseem (26.8% hate) is
split into the train (80%; 8720), validation (10%; 1090) and test (10%; 1090) sets as
no standard splits are provided. We use the original splits for HatEval (42.1% hate;
train: 8993, validation: 1000; test: 3000) and Dynamicv1 (54.4% hate; train: 32497,
validation: 1016, test: 4062). The size of available Dval

T in Dynamicv1 is reduced by
randomly sampling 25% of the 4064 instances present in the validation set.

6.4.2 Baselines

We compare our approaches with different baselines in the two settings.
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No access to Dtrain
T

The experiments are performed with the vanilla baseline and other comparable baseline
methods for term extraction and penalization using attribution scores.

(i) BERT Van-FT (Devlin et al., 2019): vanilla fine-tuning on Dtrain
S without any

term-based penalization.
(ii) Liu and Avci (2019): Here Convolutional Neural Network has been used as the

base model and regularization of a list of pre-defined group identifier terms have been
performed using Integrated Gradients as the feature attribution method. An L2 distance
is penalized between the attribution scores corresponding to the group identifier terms
and the target attribution value of zero.

(iv) Kennedy et al. (2020)2: Here the BERT model is used and the group identifier
terms are manually extracted from the top features of a bag-of-words (BoW) logistic
regression trained on each individual corpus. The attribution scores of these terms are
then regularized to get close to 0. We experiment with two variations of the approach:
(a) regularizing all the listed group identifiers in this work, (b) regularizing only the
group identifiers that are present in top BoW features.

(v) χ2-test: The χ2-test with one degree of freedom and Yate’s correction (Hofland
and Johansson, 1982; Kilgarriff, 2001) is applied to extract terms te from Dtrain

S that
reject the null hypothesis, with 95% confidence. The null hypothesis states that in terms
of te, both Dtrain

S and Dval
T are random samples of the same larger population. We, then,

penalize these terms using the attribution scores assigned to them, while BERT is used
as the underlying model. For this, we use DeepLIFT (DL) as it yields comparable or
higher overall improvements using the proposed approaches taking Table 6.2 and Table
6.3 together.

(vi) Pre-def : In this case, the model is regularized by penalizing the attributions
assigned to the combined list of the pre-defined group identifiers provided by Liu and
Avci (2019) and Kennedy et al. (2020), where the underlying model is BERT. The same
attribution methods as used by our approach are adopted for this baseline.

The complete list of the curated group identifiers (tepre-def ) penalized with Pre-def
are given below:

{lesbian, gay, bisexual, trans, cis, queer, lgbt, lgbtq, straight, heterosexual, male,
female, nonbinary, african, african american, european, hispanic, latino, latina, latinx,
canadian, american, asian, indian middle eastern, chinese, japanese, christian, buddhist,
catholic, protestant, sikh, taoist, old, older, young, younger, teenage, millenial, middle
aged, elderly, blind, deaf, paralyzed, muslim, jew, jews, white, islam, blacks, muslims,
women, whites, gay, black, democrat, islamic, allah, jewish, lesbian, transgender, race,
brown, woman, mexican, religion, homosexual, homosexuality, africans}

2We use Sampling and Occlusion (Jin et al., 2020) following Kennedy et al. (2020).
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Access to Dtrain
T

In this case, our approach is compared with the Vanilla baseline (Van-MLM-FT)
where the BERT model is adapted on Dtrain

T using the MLM objective and the super-
vised fine-tuning is performed on Dtrain

S without term-based penalization. Furthermore,
we again compare our approach with Kennedy et al. (2020) with its two variations as
mentioned above. However, since Kennedy et al. (2020) used BERT as their underlying
model, the experiments are initialized with MLM adaptation on Dtrain

T in this setting for
a fair comparison with our approach. Similarly, Pre-def is also initialized with the MLM
adapted BERT on Dtrain

T , and it is called Pre-def-MLM. We further compare with the
entropy-based attention regularization method proposed by Attanasio et al. (2022) (refer
to Section 6.2.2).

Besides, we assess different domain adaptation methods from the sentiment classifi-
cation task, namely, BERT PERL (Pivot-based Encoder Representation of Language)
(Ben-David et al., 2020) that adopts the MLM objective of BERT to perform pivot-
based fine-tuning; BERT-AAD (Adversarial Adaptation with Distillation) (Ryu and
Lee, 2020) that performs domain adversarial training; HATN (Hierarchical Attention
Transfer Network) (Li et al., 2018, 2017b) that extracts pivots using a domain adversar-
ial approach. A detailed description of these domain adaptation approaches is provided
in Chapter 5. We also implement and compare with a domain adaptation approach
for cross-domain hate-speech detection proposed by Sarwar and Murdock (2022), who
adopted a data-augmentation strategy leveraging a negative emotion corpus (Go et al.,
2009). The approach learns to tag hate-related terms in the hateful instances of the
unlabeled Dtrain

T and the negative emotion corpus using a sequence tagger trained on
Dtrain

S . They then constructed a weakly labeled augmented corpus by a TF-IDF-based
template matching with the tagged target domain corpus Dtrain

T . Further details about
this approach is presented in Chapter 2. For a fair comparison, we use BERT as the
underlying model in this case while performing supervised classification.

Finally, as in the previous case, the χ2-test with 1 degree of freedom and Yate’s
correction is applied. The terms from Dtrain

S , for which the null hypothesis of both
Dtrain

S and Dtrain
T being random samples of the same larger population is rejected with

95% confidence, are penalized using their DL scores. All the BERT models are initialized
with MLM adaptation on Dtrain

T , except for PERL and AAD, which inherently adapts
the model to Dtrain

T as part of their training strategy.

6.4.3 Hyper-parameter Tuning and Implementation Details

As mentioned in Section 6.3.1, we follow two different problem settings - (i) with no access
to unlabeled training data Dtrain

T in the target domain; (ii) with access to unlabeled
Dtrain

T . For the first setting, our model is only initialized with the pre-trained BERT
model. For the second setting, we first continue pre-training of BERT on the unlabeled
Dtrain

T using the MLM objective in order to incorporate the language variations of the
target domain, following Glavaš et al. (2020). This MLM-trained model is then used
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to initialize the supervised classification on Dtrain
S in both D-Ref-I and D-Ref-II. The

BERT-base uncased3 (Wolf et al., 2020) model is used for our experiments. Besides,
a decoupled weight decay regularization (Loshchilov and Hutter, 2019) with AdamW
optimizer is used, with a weight decay of 10−4 for all the BERT models including the
Vanilla baselines (Van-FT and Van-MLM-FT). We use a learning rate of 3×10−5 for the
MLM training and 1 × 10−5 for the supervised fine-tuning, with the epsilon parameter
set to 1 × 10−8. Both the MLM training on the unlabeled target domain training data
Dtrain

T , and the supervised fine-tuning on the source domain training data Dtrain
S are run

for 6 epochs with a batch size of 8 for all the methods using BERT. The best model for
all the baselines and our proposed approaches are selected by tuning over Dval

T . We train
all the models over Dtrain

S from the source and evaluate over Dtest
T from the target and

report the macro-F1 scores across five random initializations of each experiment.
For D-Ref-I, we set the value of top N terms used from ranked {glist-hate, glist-nhate}

as 500. The values of k ∈ top {10%, 20%, 30%, 40%} of the instance-length in D-Ref-I,
and λ in both D-Ref-I, D-Ref-II and Pre-def are selected through hyper-parameter tuning
over Dval

T using a random seed. For α∇α and DeepLIFT, λ ∈ {0.1, 0.5, 1, 10, 20, 30, 40,
50, 60} and for IG, λ ∈ {1, 10, 20, 30, 40, 50, 60}. For D-Ref-II, the value of N ′ is set
to 250 and M to 750 for all our experiments.

For Integrated Gradients, following Liu and Avci (2019), the interpolated embeddings
are treated as constants while back-propagating the loss from the regularization term.
An all-zero embedding vector is used as the baseline input for both Integrated Gradients
and DeepLIFT. For all the prior arts, the original codes are used, as provided by the
respective authors. We implement the data-augmentation approach proposed by Sarwar
and Murdock (2022) ourselves due to the absence of available implementation. Following
the description present in the paper, the training data is prepared for the sequence tagger
by labeling all the terms in the hateful instances from the source corpus that are also
present in the lexicon from hatebase.org4. However, we do not tokenize the lexicon
obtained from hatebase.org while searching for the corresponding matching terms in the
source corpus. We convert the lexicon into lowercase and look for the exact match in the
source corpus.

6.5 Results and Discussion

6.5.1 D-Ref-I

Cross-corpus Performance without Dtrain
T

Table 6.2 presents macro-F1 scores across five random initializations of each experi-
ment using six cross-corpus pairs when there is no access to Dtrain

T . We use macro-F1
because penalization of the terms corrects the misclassifications for both hate and non-
hate classes across domains, as the source model can have bias corresponding to both

3https://huggingface.co/bert-base-uncased
4https://hatebase/org/

https://huggingface.co/bert-base-uncased
https://hatebase/org/


108 Chapter 6. Penalizing Spurious Correlations with Model Explanations

Approaches H →D D →H H →W W →H D →W W →D Avg
BERT Van-FT 53.2±1.0 63.3±1.8 67.5±5.1 52.6±2.4 60.3±1.0 46.7±4.0 57.3
Liu and Avci (2019) 45.1±4.5 59.5±0.7 57.2±3.8 52.6±0.8 57.1±2.7 39.6±2.0 51.9
Kennedy et al. (2020) (a) 52.2±1.2 62.0±1.6 62.7±2.9 50.1±6.8 53.5±2.0 45.1±2.3 54.3
Kennedy et al. (2020) (b) 52.0±3.8 61.9±1.7 63.6±3.7 54.8*±1.6 57.0±1.7 46.8±1.9 56.0
BERT χ2-test 55.4*±1.1 65.0*±1.0 68.1±1.3 53.7±2.1 60.4±2.8 45.2±2.8 58.0
Pre-def (α∇α) 54.6*±1.3 65.1*±1.1 69.6±3.4 54.4*±1.2 61.9±1.6 47.2±3.1 58.8
D-Ref-I-Term-mask (α∇α) 53.8±0.6 64.9*±0.7 68.9±3.3 53.6±3.0 59.6±2.2 45.8±3.7 57.8
D-Ref-I-Reg (α∇α) 54.9*±1.2 65.1*±0.9 68.6±4.0 54.1*±1.0 60.9±1.5 48.7*±4.3 58.7
D-Ref-I-Comb (α∇α) 55.0*±1.6 64.7*±1.2 69.9±1.6 55.3*±1.3 61.0±2.8 48.1*±1.0 59.0
Pre-def (IG) 55.7*±1.4 63.5±2.8 69.7±2.2 51.7±2.7 60.3±2.2 44.6±3.0 57.6
D-Ref-I-Term-mask (IG) 56.3*±2.3 64.5*±1.8 68.3±2.0 52.3±2.3 59.3±1.3 48.2*±2.1 58.2
D-Ref-I-Reg (IG) 56.4*±1.4 65.5*±0.8 69.2±2.5 53.8*±0.7 60.6±1.7 47.7±3.6 58.9
D-Ref-I-Comb (IG) 55.7*±0.8 63.7±2.4 69.1±2.3 52.6±2.3 61.4±2.5 51.4*±3.6 59.0
Pre-def (DL) 54.2±1.6 64.0±1.9 68.1±1.5 52.9±1.2 62.0±1.8 44.5±1.3 57.6
D-Ref-I-Term-mask (DL) 55.1*±1.4 64.9*±1.7 67.2±3.6 52.1±1.9 60.5±2.5 47.2±3.1 57.8
D-Ref-I-Reg (DL) 54.2±1.6 64.8*±0.8 70.7*±2.7 51.4±0.7 62.3*±2.5 47.1±5.5 58.4
D-Ref-I-Comb (DL) 55.4*±1.8 64.0±0.9 69.5±3.3 54.0*±0.8 61.5±2.3 48.1*±2.7 58.8

Table 6.2: Macro-F1 (±std-dev) on source →target pairs (H: HatEval, D: Dynamicv1, W:
Waseem) with no access to Dtrain

T . Bold denotes the best-performing approach in
each column and underline denotes the second best. * denotes statistical significance
compared to Van-FT with paired bootstrap (Dror et al., 2018; Efron and Tibshirani,
1993), 95% confidence interval. Avg denotes the average performance for each method.

classes. Therefore, the average of the F1 scores with respect to both hate and non-hate
classes is important for evaluating the approaches proposed in this chapter. We observe
that overall, all feature-attribution methods with D-Ref-I yield improved performance
compared to Van-FT and other baselines. While χ2-test yields improvements over Van-
FT, D-Ref-I still displays better performance in most cases. This could be attributed to
the fact that although the terms obtained through the χ2-test from the source indicate
differences across domains, they may not necessarily be important for the prediction of
hate/ non-hate labels by the source model, and may not contribute to source-specific
spurious correlations.

We find that D-Ref-I-Reg with IG and DL achieves better average macro-F1 of 58.9
and 58.4 respectively, compared to the corresponding Pre-def (IG) and Pre-Def (DL)
which obtain an average of 57.6. D-Ref-I-Reg (α∇α) provides an average macro-F1 of
58.7, comparable to Pre-def (α∇α) with 58.8. However, D-Ref-I-Reg achieves signifi-
cantly improved scores in more cases, as compared to Pre-def using all the attribution
methods, i.e. 4/6 cases (α∇α), 3/6 cases (IG), and 3/6 cases (DL) with D-Ref-I-Reg,
compared to 3/6 (α∇α), 1/6 (IG) and none (DL) with Pre-def. D-Ref-I-Term-mask
exhibits improvements on average (α∇α: 57.8, IG: 58.2, DL: 57.8) over Van-FT (57.3),
demonstrating the effectiveness of the term extraction mechanism of D-Ref-I. Finally,
D-Ref-I-Comb displays the best overall performance, with the highest average score of
59. We attribute this improvement from D-Ref-I to its increased coverage with dynamic
term extraction, and reduction of spurious source-specific correlations, while the baselines
only penalize the group identifiers. A dynamic approach also corrects the model during
training before it can get fully biased toward these terms. Finally, it can incorporate
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Approaches H →D D →H H →W W →H D →W W →D Avg
BERT Van-MLM-FT 56.6±1.3 66.2±1.2 70.0±2.5 50.9±2.1 61.4±2.4 43.5±1.9 58.1
MLM + Kennedy et al.
(2020) (a)

55.4±2.0 65.5±0.8 64.1±1.4 54.4*±1.3 59.2±1.8 44.5±2.9 57.2

MLM + Kennedy et al.
(2020) (b)

54.9±2.9 65.7±0.9 67.3±1.2 54.3*±2.2 62.3±2.7 46.6±3.5 58.5

BERT PERL 54.1±0.7 60.0±0.6 60.1±2.0 55.2*±0.7 55.5±1.0 37.8±1.2 53.8
BERT-AAD 56.6±1.3 53.9±3.5 68.8±2.5 50.7±1.4 48.3±4.7 53.0*±1.7 55.2
HATN 48.4±1.6 59.1±0.4 59.7±2.9 51.4±1.8 60.0±2.6 45.4±2.7 54.0
MLM + Sarwar and Mur-
dock (2022)

55.0±1.9 66.2±2.0 68.8±1.1 48.2±3.1 57.9±1.3 36.2±1.1 55.4

MLM + Attanasio et al.
(2022)

54.9±1.6 66.5±1.4 64.1±5.0 52.4*±3.7 62.5±0.8 43.5±2.3 57.3

MLM + χ2-test 57.9±1.6 67.1±1.7 69.8±0.8 48.2±3.1 60.4±2.8 44.1±3.4 57.9
MLM + D-Ref-I-Reg
(α∇α)

57.6±1.9 66.2±1.2 70.7±1.2 52.5*±4.0 62.8±1.4 48.0*±4.3 59.6

MLM + D-Ref-I-Reg (IG) 58.6*±1.2 66.8±0.5 70.1±1.5 52.1±3.0 62.5±3.0 48.9*±4.4 59.8
MLM + D-Ref-I-Reg (DL) 58.8*±2.2 66.7±0.6 70.5±1.3 52.4*±3.5 64.7*±2.1 51.5*±4.9 60.8

Table 6.3: Comparison of domain adaptation approaches with D-Ref-I-Reg + MLM. Macro-F1
(±std-dev) on different source →target pairs with access to Dtrain

T . H: HatEval, D:
Dynamicv1, W: Waseem. * denotes the significantly improved scores w.r.t. Van-MLM-
FT. Avg denotes the average performance for each method.

the pre-defined lists along with the extracted terms in its ‘Comb’ variant, and further
improve the performance.

Cross-corpus Performance with Dtrain
T

D-Ref-I-Reg is further compared with various Domain Adaptation (DA) methods and
other baselines mentioned in Section 6.4.2 in Table 6.3. Penalizing pre-defined group-
identifier terms (Kennedy et al., 2020) yields a low overall performance even after adapt-
ing the BERT model on Dtrain

T with the MLM objective. We note that the average per-
formance of all the other DA approaches in this task is lower than Van-MLM-FT. This
follows the analysis and discussion in the previous chapter that these DA approaches from
cross-domain sentiment classification perform sub-optimally in tasks similar to cross-
corpus hate speech detection. While pivots in BERT PERL are not optimally transfer-
able to the requirements of hate speech, the domain adversarial approach BERT-AAD
and HATN are unable to separate the classes well in the target domains. Besides, the
DA approach proposed for cross-domain hate-speech detection by Sarwar and Murdock
(2022) also yields an overall drop in performance. They perform data augmentation by
replacing relevant words from an external negative emotion dataset with tagged hateful
terms from the target domain. We find that a major portion of the augmented instances
lacks meaning, and this negatively impacts the adaptation. χ2-test, on average, also fails
to surpass the Vanilla baseline.

However, across all feature attribution methods, D-Ref-I-Reg improves the cross-
corpus performance compared to Van-MLM-FT and the DA approaches, with an average
macro-F1 of 59.6 (α∇α), 59.8 (IG), and 60.8 (DL), compared to 58.1 from Van-MLM-
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Approaches H →D D →H H →W W →H D →W W →D Avg
BERT Van-MLM-FT 56.6±1.3 66.2±1.2 70.0±2.5 50.9±2.1 61.4±2.4 43.5±1.9 58.1
MLM + Kennedy et al.
(2020) (a)

55.4±2.0 65.5±0.8 64.1±1.4 54.4*±1.3 59.2±1.8 44.5±2.9 57.2

MLM + Kennedy et al.
(2020) (b)

54.9±2.9 65.7±0.9 67.3±1.2 54.3*±2.2 62.3±2.7 46.6±3.5 58.5

BERT PERL 54.1±0.7 60.0±0.6 60.1±2.0 55.2*±0.7 55.5±1.0 37.8±1.2 53.8
BERT-AAD 56.6±1.3 53.9±3.5 68.8±2.5 50.7±1.4 48.3±4.7 53.0*±1.7 55.2
HATN 48.4±1.6 59.1±0.4 59.7±2.9 51.4±1.8 60.0±2.6 45.4±2.7 54.0
MLM + Sarwar and Mur-
dock (2022)

55.0±1.9 66.2±2.0 68.8±1.1 48.2±3.1 57.9±1.3 36.2±1.1 55.4

MLM + Attanasio et al.
(2022)

54.9±1.6 66.5±1.4 64.1±5.0 52.4*±3.7 62.5±0.8 43.5±2.3 57.3

MLM + χ2-test 57.9±1.6 67.1±1.7 69.8±0.8 48.2±3.1 60.4±2.8 44.1±3.4 57.9
Pre-def-MLM (α∇α) 58.9*±0.7 67.4±1.5 71.3±1.0 48.9±4.0 60.0±2.0 46.5±4.9 58.8
D-Ref-II-Reg (α∇α) 58.3±1.8 66.8±0.7 70.1±1.8 52.3*±3.0 60.8±2.2 46.9*±2.5 59.2
D-Ref-II-Comb (α∇α) 58.7*±2.1 67.7±1.0 70.9±1.0 51.5±2.1 59.8±1.5 45.9±3.1 59.1
Pre-def-MLM (DL) 58.5*±1.4 66.5±1.3 70.3±1.7 51.2±1.7 70.3*±0.5 42.7±2.0 59.9
D-Ref-II-Reg (DL) 58.8*±0.6 66.4±1.2 72.2±1.4 52.9*±1.9 63.6*±2.0 48.8*±4.7 60.5
D-Ref-II-Comb (DL) 58.4±1.4 66.7±1.0 71.3±0.9 51.1±2.2 69.5*±2.2 46.6±1.9 60.6

.

Table 6.4: Macro-F1 (±std-dev) on source →target pairs with access to Dtrain
T for D-Ref-II. H:

HatEval, D: Dynamicv1, W: Waseem. Bold denotes the best score and underline the
second best in each column . * denotes statistically significant improvement compared
to Van-MLM-FT. D-Ref-II inherently uses MLM, so it is not explicitly denoted in the
table. Avg denotes the average performance.

FT. Since D-Ref-I-Reg and Van-MLM-FT use identical MLM adaptation on Dtrain
T , the

improvements can be attributed to the dynamic term extraction of our method.
More generally, when the larger set of target domain unannotated instances Dtrain

T are
unavailable, D-Ref-I can identify and correct spurious correlations on the source using
a small amount of annotated instances from the target Dval

T , as demonstrated for the
previous setting. When a sufficient number of unannotated instances from the target
corpus is available, D-Ref-I can yield further cross-corpus improvements by leveraging
the unannotated target instances with the MLM adaptation.

6.5.2 D-Ref-II

Table 6.4 displays the macro-F1 scores obtained, in cross-corpus settings, averaged across
five randomly initialized runs. As discussed in Section 6.3.2, we only use α∇α and DL as
attribution methods with D-Ref-II because IG is much slower than DL and also because
DL often approximates IG well (Ancona et al., 2018). D-Ref-II yields improvements on
average over all the baselines, using both α∇α and DL, not just independently but also
in combination (Comb) with Pre-def-MLM, where D-Ref-II-Comb achieves the highest
overall performance with DL: 60.6. With DL, D-Ref-II-Reg yields significantly improved
performance in 4/6 cases, compared to 2/6 with Pre-def-MLM (DL). This is apparently
due to the penalization of relevant source-specific terms that have wider coverage com-
pared to the pre-defined terms in Pre-def-MLM. Besides, since the entropy-based atten-
tion regularization by Attanasio et al. (2022) does not use the target domain unlabeled
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Non-hate examples from the test set of Dynamicv1 for HatEval →Dynamicv1
FP with Van-FT TN with D-Ref-I-Reg
Wildlife belongs in the f*cking wild . Wildlife belongs in the f*cking wild.

NHS s*cks NHS s*cks

There is so much cancer patients in the

world but it is mostly the young females

who are worstly affected by this disease.

There is so much cancer patients in the

world but it is mostly the young females

who are worstly affected by this disease.

Hate examples from the test set of Dynamicv1 for Waseem →Dynamicv1
FN with Van-FT TP with D-Ref-I-Reg
Blacks are savages . Blacks are savages .

Queers can’t be truly happy . Queers can’t be truly happy .

Don’t get me wrong I don’t hate asians

but I definitely don’t like them

Don’t get me wrong I don’t hate asians

but I definitely don’t like them

Table 6.5: Change in attributions with D-Ref-I-Reg.

instances for term-extraction, it may not be optimal for cross-corpus settings.
The large improvement with Pre-def-MLM (DL) for Dynamicv1 →Waseem (70.3)

could be attributed to the fact that Dynamicv1 involves a wide variety of identity terms.
Thus, penalizing the pre-defined identity terms might result in a higher emphasis on more
generalizable hate-speech content. While only this particular case drives the high average
performance with Pre-def-MLM (DL), D-Ref-II-Reg (DL) performs well consistently and
yields a higher average score (D-Ref-II-Reg: 60.5, D-Ref-II-Comb: 60.6) compared to
Pre-def.

6.5.3 Comparing D-Ref-I with D-Ref-II

Table 6.3 and Table 6.4 show that D-Ref-II-Reg yields a slightly lower average per-
formance compared to MLM + D-Ref-I-Reg. The average macro-F1 score of MLM +
D-Ref-I-Reg with α∆α is 59.6 and that with DL is 60.8. D-Ref-II-Reg yields an average
score of 59.2 with α∆α and 60.5 with DL. This is likely because D-Ref-I uses the mis-
classifications on the labeled Dval

T from the target domain to extract the source-specific
terms, while D-Ref-II does not use Dval

T for term extraction. The latter extracts terms
using the unlabeled instances from Dtrain

T without knowing anything about the errors
incurred by the source model in the target domain.
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6.5.4 Qualitative Analysis

D-Ref-I

Table 6.5 shows the change in attributions for some instances in Dtest
T from Dynamicv1

that were misclassified by Van-FT but correctly classified by our D-Ref-I-Reg. The
darker the shades, the higher are the attributions assigned by the source classifier. Van-
FT wrongly attributes higher importance to ‘f*cking’, ‘s*cks’ and ‘females’ for the hate
class in the first example, and ‘blacks’, ‘queers’, and ‘asians’ for non-hate in the second
due to source-specific correlations. However, D-Ref-I-Reg extracts and penalizes abusive
terms like {s*ck, a**hole, d*ck} and group identifier terms like {females, feminist} in
the case of HatEval →Dynamicv1 causing False Positives (FP). It penalizes the terms
like {africans, dark, queer, asian} for the latter causing False Negatives (FN) in the pair
Waseem →Dynamicv1. Our approach not only penalizes the exact terms but also results
in reducing the importance of terms with similar meanings (e.g. ‘blacks’ is contextually
close to ‘dark’, ‘africans’), giving more importance to the context around the spurious
terms. Since the Waseem corpus is made available as tweet IDs, we observed that it
mostly contains sexist comments, while most of the racist content must have been re-
moved before we could crawl it. Hence, the terms related to race mostly occur in non-hate
contexts causing FN.

The lists of error-causing terms (BERT WordPieces) for FP and FN in Dval
T resulting

in spurious correlations, extracted for these pairs, are given below. The terms present
in the visualization examples of Table 6.5 and ones similar in meaning to them are
underlined.

HatEval →Dynamicv1

• Epoch 1: FP: {idiots, conservative, countries, p*ssy, bloody, americans, move,
a**hole, hating, beings, feminist, africans, resources, d*ck, resist, females, attacks,
dude, anger } FN: {hitler, plague, ##urs, crisis, rescue, funding, gorgeous, treason,
journalist, lawyers, agenda, roles, principles, bloody, intern}

• Epoch 2: FP: {race, hating, flights, sheep, females, ignorant, feminist, resist,
attacks, d*ck, kill, boat, countries, p*ssy, refugee, bloody} FN: {president, for-
eigners, illegal, betrayal, lgbt, riots, gorgeous, treason, joking, chris, intelligent,
arguments, humans}

• Epoch 3: FP: {countries, race, hating, females, feminist, africans, ridiculous,
d*ck, express, comments, organized, s*ck, allow, bloody} FN: {illegal, hitler, gen-
erally, david, intelligent, secret, chris, equality, dating, yellow, treason, abuses,
##gb, humans, plague, dear, nonsense}

• Epoch 4: FP: {isis, genocide, indians, society, supported, females, feminist,
attacks, s*ck, destroy, migrants } FN: {hitler, opportunities, sister, betrayal,
##ame, gorgeous, ##heads, dating, riots, bank, murders, arguments, humans,
fights, plague, influence, targeting, supporters, coordination, lies, ##boys}

• Epoch 5: FP: {clean, ignorant, slave, feminist, punish, africans, ##ache, d*ck,
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##fs, ars, destroy, status, race, p*ssy, western, send} FN: {statement, gross,
hitler, sending, yellow, waste, hopefully, trapped, riots, bait, sister, coordination,
humans}

Waseem →Dynamicv1

• Epoch 1: FP: {female, ##ists, fe, sex, feminist, rap} FN: {cast, coward, queer,
equality, ##bi , cost, ##sy, born, asian, nazis, kids, cancer, gender, hiring,
funded}

• Epoch 2: FP: {##ists, her, sex, worse, feminist, ##nt, outraged} FN: {welcome,
caused, cancer. drag, ##bi, pressure, parent, nazis, troll, cast, trash, ruins, lesbian,
attacking, chinese}

• Epoch 3: FP: {female, ##ja, might, men, feminist} FN: {quoting, govt, refer-
ring, nazis, troll, lesbian, rogue, date, chinese, typically}

• Epoch 4: FP: {communism, her, openly, intelligent, many, barbie, chicks, females,
arguing} FN: {date, suggest, ##lat, referring, police, chinese, cancer, voice, na-
tive, lesbian}

• Epoch 5: FP: {term, f*ck, ##ng, woman, ##ist, feminist, females, prison} FN:
{removed, educate, freaking, queer, wow, ending, referring, dye, ##wat, issues,
africans, vast, chinese, dark}

Few of the extracted terms get repeated in subsequent epochs as a single epoch may
not be sufficient to reduce the effect of a term and it may appear in the next epoch as
well. Moreover, as the training progresses, the model may learn new patterns, and some
extracted terms may reappear and disappear again due to the penalization. However,
their overall influence on the source domain classifier should be reduced, even if they
reappear, because of penalization that causes improvement in macro-F1.

D-Ref-II

Table 6.6 displays examples of misclassifications for Waseem →HatEval and Dynamicv1

→Waseem, yielded by Van-MLM-FT for the respective target domain instances, which
are correctly classified by D-Ref-II-Reg. The examples suggest that penalizing source-
specific terms results in placing more emphasis on the general contextual meaning of
the out-of-domain instances such as ‘depression’, ‘unfortunately...replacing my shoes...’,
‘wife...shut...make me a sammich’, and ‘omg... apple... woman... adorable’.

Note that, unlike D-Ref-I, the terms in the examples from the target domain that
receive reduced importance with D-Ref-II, compared to Van-MLM-FT, may not be the
same or similar terms that are extracted and penalized. This is because D-Ref-II does not
consider the misclassifications of Dval

T while extracting the source-specific terms. More-
over, the domain classification step results in obtaining terms that are more likely to be
infrequent in the target domain. Rather, due to the penalization of source-specific terms,
the source domain classifier learns to focus on the wider context of the instances and this
indirectly changes the importance of terms from the target domain. For example, we
observe that in the case of Waseem →HatEval, the automatically extracted teS includes
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Non-hate example from the test set of HatEval for Waseem →HatEval
FP with Van-MLM-FT TN with D-Ref-II-Reg
Depression is a whole entire b*tch Depression is a whole entire b*tch

Unfortunately you are in a sticky size

my only problem is replacing my shoes

has been a b*tch

Unfortunately you are in a sticky size

my only problem is replacing my shoes

has been a b*tch

Hate example from the test set of Waseem for Dynamicv1 →Waseem
FN with Van-MLM-FT TP with D-Ref-II-Reg
It is good to talk with your wife but

it is easier to say shut up n make

me a sammich not sexist lol

It is good to talk with your wife but

it is easier to say shut up n make

me a sammich not sexist lol

Non-hate example from the test set of Waseem for Dynamicv1 →Waseem
FP with Van-MLM-FT TN with D-Ref-II-Reg
Omg I am lisening to an apple genius

dude tell this old woman how to use

email and it is adorable

Omg I am listening to an apple genius

dude tell this old woman how to use

email and it is adorable

Table 6.6: Change in attributions with D-Ref-II-Reg.

terms related to the role of women in sports, such as {sports, sexist, gaming, football,
commentary, competition, ...}. Note that Wiegand et al. (2019) also mention that these
terms cause domain or topic bias in Waseem, restricting generalizability.

The full list of penalized terms (BERT WordPieces) teS across epochs for the listed
examples in Table 6.6, is given below. Here, there are no separate lists for FP and FN
incurred on the target domain validation set because, unlike D-Ref-I, the errors on Dval

T

are not used for term extraction.
Waseem →HatEval

• Epoch 1: {college, sports, feminism, la, magnetic, used, unique, ##ava, speech,
##js, tr, ##cking, object, chu, result, ki, bus, ##is, adopt, referring, ##roids,
handed, ##em, sh, ##omp, unconscious, anger, gamer, prove, xbox, tri, skill,
judgment, tool, block, single, harassment, size, georgia, involved, ##ism, studying,
voices, possible, gaming, pl, ##il, helped, ##ke, survey, equality}

• Epoch 2: {feminism, used, football, awesome, equal, ##cking, object, ##ifi-
cation, interest, feminist, ##rra, scientist, ##al, ignorance, bodies, ##work,
later, ##nk, troll, ##ss, based, adopt, ##cing, quality, sister, unconscious, criti-
cisms, pro, notch, xbox, tri, unfair, rap, meanwhile, impression, single, harassment,
bonus, georgia, constant, sex, ##ist, possible, click, competition, ##per, swedish,
##eral, november, write, eventually, equality}

• Epoch 3: {sham, anger, pull, used, focus, speech, ashley, object, interest, bringing,
##na, eye, ##nk, later, quality, ##roids, oppressive, rain, ##omp, statistics,
nsw, content, notch, museum, unconscious, typically, tri, ##ol, unfair, writing,
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##chan, georgia, constant, annie, ra, weights, click, ##il, furniture, helped, shop-
ping, football, commentary, equality}

• Epoch 4: {minded, kat, used, equal, focus, ##hand, tr, ##cking, chu, interest,
bringing, thor, fm, ##tag, path, scientist, precious, later, mike, quality, humanist,
##roids, ##el, ##omp, worth, unconscious, nsw, xbox, tri, unfair, nu, kaitlyn,
##ering, pest, fe, camera, giant, constant, weights, gaming, rap, ##il, swedish,
opposes, ##thi, november, laughing, survey, equality}

• Epoch 5: {feminism, raging, equal, focus, ##hand, ##cking, ##cky, ##tag,
##na, mostly, scientist, ##al, ##rra, adopt, humanist, ft, ##roids, ##el,
##omp, example, unconscious, museum, anger, typically, tri, unfair, impression,
yu, single, fe, cu, ##rd, ##ification, constant, grass, gaming, rap, science, ##per,
swedish, il, furniture, shopping, november, equality}

Dynamicv1 →Waseem
• Epoch 1: {wheelchair, ##zzi, dali, seekers, ##oons, koreans, ##tos, ##ware,

##ders, handicapped, principles, mac, pregnant, ##tier, ##iers, ##wear, ##bib,
barren, ##tite, dyke}

• Epoch 2: {customer, pip, principles, ##tos, ##hon, les, ko, vietnamese, teenagers,
##lock, ##sion, ##has, ##gin, ##rmi, poles, buddhist, handicapped}

• Epoch 3: {pak, homosexuality, koreans, pleasant, ##tos, mirror, spaniards,
##fs, ro, ##rmi, boom, handicapped}

• Epoch 4: {##cky, pak, chin, ##tos, bender, herr, catholics, ro, buddhist}
• Epoch 5: {pip, pak, ##tos, yellow, bender, koreans, ##mit, ##sion, ##has,

##rk, ##gin, catholics, ro, arrogance}

6.5.5 In-corpus Performance

Approaches HatEval Dynamicv1 Waseem Average
BERT Van-FT 43.3±1.8 85.1±0.5 85.4±0.7 71.3

In-corpus performance on source (left of arrows) while applying domain adaptation for the
target (right of arrows)

H →D H →W D →H D →W W →H W →D
D-Ref-I-Reg (α∇α) 39.7±3.2 38.4±1.7 84.1±1.0 84.2±0.8 84.4±0.7 78.8±8.0 68.3
D-Ref-I-Reg (IG) 40.5±2.0 37.7±2.1 84.0±0.4 84.5±0.4 84.6±1.0 85.3±1.4 69.4
D-Ref-I-Reg (DL) 37.1±1.8 38.1±2.9 84.7±0.6 84.3±1.2 84.4±0.5 80.7±6.4 68.2
D-Ref-II-Reg (α∇α) 42.4±2.5 42.0±4.1 84.0±0.9 84.5±1.0 85.1±0.7 83.8±0.8 70.3
D-Ref-II-Reg (DL) 41.7±3.7 40.5±4.4 83.9±0.7 82.6±1.5 84.7±1.2 81.1±2.7 69.1

Table 6.7: In-corpus macro F1 (±std-dev), i.e. the source corpus performance, obtained after
applying domain adaptation for the target corpus (present at the right-hand side of
the arrows) using D-Ref-I-Reg and D-Ref-II-Reg. H: HatEval, D: Dynamicv1, W:
Waseem. Model selection and early-stopping are done over the validation set from
the target corpus for D-Ref-I and D-Ref-II. For Van-FT, the BERT model evaluated
in-corpus without adaptation or model selection on the target corpus.

We present the in-corpus performance, i.e. the performance on the source corpus in
terms of macro-F1 scores, obtained when the source model is refined for the correspond-
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Approaches HatEval Dynamicv1 Waseem
BERT Van-FT 1 m 25 s 3 m 52 s 2 m

D-Ref-I-Reg (α∇α) 1 m 39 s 7 m 3 m 33 s
D-Ref-I-Reg (IG) 9 m 37 s 59 m 19 m 7 s
D-Ref-I-Reg (DL) 4 m 4 s 18 m 36 s 8 m 44 s

D-Ref-II-Reg (α∇α) 2 m 30s 7 m 3 m 17 s
D-Ref-II-Reg (DL) 4 m 18 m 8 m 16 s

Table 6.8: Per epoch training time on different source corpora; m: minutes, s: seconds.

ing target corpus using D-Ref-I-Reg and D-Ref-II-Reg, in Table 6.7. For D-Ref-I-Reg
and D-Ref-II-Reg, the model is tuned over the target corpus validation set. Here BERT
Van-FT gives the original performance of the source model, without refinement or MLM
adaptation on the target, as a reference. In this case, the model is tuned over the source
corpus validation set. The HatEval corpus is part of a shared task and involves a chal-
lenging test set with low in-corpus performance. The drop across in-corpus performance
is expected as D-Ref-I and D-Ref-II are aimed at making the model best-suited to the tar-
get corpus. The maximum drop in the average performance is 3.1 points of the macro-F1
score by D-Ref-I-Reg (DL).

6.5.6 Computational Efficiency

The per epoch training times for D-Ref-I-Reg and D-Ref-II-Reg while training with dif-
ferent source corpora are presented in Table 6.8. We use one Nvidia GTX 1080 Ti GPU
for our experiments. The training times of D-Ref-I-Reg (α∇α) are less than 2 times of
that with Van-FT. With D-Ref-I-Reg (DL), the training time is approximately 4.5 times
of that with Van-FT. This demonstrates the computational efficiency of our approach. In
the case of D-Ref-I-Reg (IG), the computation time is indeed high. This occurs due to the
aggregation of gradients using a path integral and computing gradients over gradients, as
also discussed by Kennedy et al. (2020) and Liu and Avci (2019). D-Ref-II-Reg (α∇α),
like D-Ref-I-Reg (α∇α) takes less than double the time taken by Van-FT to train, and
D-Ref-II-Reg (DL) takes roughly 4.5 times of the training time taken by Van-FT. The
computation times differ according to the feature attribution method used. However, our
approach is not dependent on any particular feature attribution method, as demonstrated
by our experiments.

6.6 Conclusion and Future Work

We proposed two domain adaptation approaches for improving cross-corpus hate-speech
detection through automatic term extraction with regularization of the source model such
that the spurious source-specific correlations are reduced. This alleviates the need for pre-
defined dictionaries and increases coverage. While D-Ref-I extracts terms using a small
subset of the labeled target domain validation set, D-Ref-II does not require the labeled
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instances from the target domain for term extraction. Therefore, we observed that the
kinds of terms extracted by the two approaches are essentially different. D-Ref-I extracts
terms that are common to both source and target corpora but are not correlated with the
hate and not-hate labels in the target corpus in the same way as they are in the source
corpus. D-Ref-II, on the other hand, extracts terms that are predominantly present in the
source but may not be present in the target. Our approaches demonstrated consistent
cross-corpus performance improvements both independently and in combination with
pre-defined terms. We also observed through qualitative analysis that they seem to learn
the generalizable context of hate speech to an extent by not focusing on specific terms.

These results should motivate further research on domain adaptation in hate speech
and building classifiers that can generalize well to the concept of hate. Indeed, the
two approaches can be combined to potentially yield the benefits from both sets of
terms if a small labeled subset from the target domain is available. Besides, future work
includes applying our methods to other cross-domain text classification tasks as spurious
correlations are detrimental in general for any other classification task. This is possible
as the methods do not rely on pre-defined knowledge about a given task. Moreover,
it is worth exploring how explanation faithfulness – accuracy of the explanations in
representing the real reasons behind a model’s prediction – can be improved in out-of-
domain settings (Chrysostomou and Aletras, 2022a).





7 Neighbourhood-aware Optimal
Transport for Low-resource
Cross-platform Hate Speech Detection

7.1 Introduction

In this chapter, we consider the problem of cross-platform hate-speech detection in low-
resource settings where a small number of labeled instances from the target corpus are
available for training. The goal is to effectively transfer knowledge from a different hate
speech corpus that has abundant labeled training instances for improving the performance
of the low-resource target corpus. In practical scenarios, the labeled source corpus used
for transferring knowledge may be sampled from a different online platform compared
to the target corpus. Therefore, we study transfer learning in generic cross-platform
scenarios. The work presented in this chapter is published as Bose et al. (2022c).

As discussed in Chapter 5, although deep learning-based approaches (Mozafari et al.,
2019; Badjatiya et al., 2017) have become the state-of-the-art for hate speech detection,
their performance depends on the size of the labeled resources available for training (Lee
et al., 2018; Alwosheel et al., 2018). We have also discussed that while annotating a large
corpus for hate speech is considerably time-consuming, expensive, and harmful to human
annotators (Schmidt and Wiegand, 2017; Malmasi and Zampieri, 2018), models trained
on existing labeled hate speech corpora have shown poor generalization on new content
(Yin and Zubiaga, 2021) due to multiple differences across corpora. Even though in
the previous chapters, mostly unsupervised transfer has been studied, as pointed out by
Sarwar et al. (2022), in real-life scenarios most online platforms could invest in obtaining
at least some labeled training instances for deploying a hate speech detection system.
Thus, here we study a more realistic setting where a limited amount of labeled content
for training is available in the target corpus. To address the aforementioned challenges,
we aim to devise a strategy that can effectively transfer knowledge from a resource-rich
source corpus with a higher amount of annotated content to a low-resource target corpus
with fewer labeled instances amidst the cross-corpus differences.

One popular way to address this problem is sequential transfer learning, where a
model is trained or fine-tuned sequentially. It consists of a pre-training phase where
generic representations are learned on a source task or domain, and an adaptation phase
where the gained information is applied to a target task or domain (Ruder et al., 2019).
For instance, Mozafari et al. (2019) fine-tuned the pre-trained BERT model on the lim-
ited training examples in hate-speech corpora. Furthermore, following Garg et al. (2020),

119



120
Chapter 7. Neighbourhood-aware Optimal Transport for Low-resource Cross-platform

Hate Speech Detection

a pre-trained model can be first fine-tuned on a resource-rich source corpus and subse-
quently fine-tuned on the low-resource target corpus. However, since such sequential
learning may risk forgetting knowledge from the source, the source and target corpora
can be mixed for training (Shnarch et al., 2018). Besides, to learn target-specific pat-
terns without forgetting the source knowledge, Meftah et al. (2021, 2019) augmented
pre-trained neurons from the source model with randomly initialized units for transfer-
ring knowledge to low-resource domains.

Recently, Sarwar et al. (2022) argued that traditional transfer learning strategies are
not systematic. Therefore, they modeled the relationship between a source and a target
corpus with a neighborhood framework and showed its effectiveness in transfer learning
for content flagging. They modeled the interaction between a query instance from the
target and its neighbors retrieved from the source. This interaction was modeled based
on their label agreement – whether the query and its neighbors have the same labels –
while using a fixed neighborhood size. However, different neighbors may have varying
levels of proximity to the queried instance based on their pair-wise cosine similarities in
a sentence embedding space. Therefore, intuitively, the neighbors should be weighted
according to these similarity scores.

We hypothesize that simultaneously modeling the pair-wise distances between in-
stances from the low-resource target and their respective neighbors from the resource-rich
source, along with their label distributions should result in a more flexible and effective
transfer. With this aim, we propose a novel training strategy where the model learns to
assign varying importance to the neighbors corresponding to different target instances by
optimizing the amount of pair-wise transfer. This transfer is learned without changing
the model architecture. Such optimization can be efficiently performed using Optimal
Transport (OT) (Peyré and Cuturi, 2019; Villani, 2009; Kantorovich, 2006) due to its
ability to find correspondences between instances while exploiting the underlying ge-
ometry of the embedding space. Our contributions in this chapter are summarised as
follows:

• We address hate speech detection in low-resource scenarios with a flexible and
systematic transfer learning strategy.

• We propose novel incorporation of neighborhood information with joint distribution
Optimal Transport. This enables learning of the amount of transfer between pairs
of source and target instances considering both (i) the similarity scores of the
neighbors and (ii) their associated labels. To the best of our knowledge, this is the
first work that introduces Optimal Transport for hate speech detection.

• The effectiveness of our approach is demonstrated through considerable improve-
ments over strong baselines, along with quantitative and qualitative analysis using
different hate speech corpora from varied platforms.

The remaining of this chapter is organized as follows: Section 7.2 gives an overview of
the relevant prior works on neighborhood frameworks and optimal transport. In Section
7.3, we describe the proposed approach in detail. Section 7.4 provides a description of
the corpora and settings used for our experiments. The results along with their analysis
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and an ablation study are discussed in Section 7.5. Finally, we conclude the chapter in
Section 7.6.

7.2 Related Works

7.2.1 Neighborhood Frameworks

In the past decades, neighborhood information has been used extensively as additional
knowledge for text classification. Angelova and Weikum (2006) represented the readily
available neighborhood information i.e. the link structure in richly structured data sets
(e.g. web pages connected through hyperlinks or scientific papers linked through cita-
tions, etc.) with a graph. They modeled the dependencies between a document and its
neighbors, with reducing influence as the distance in the graph grows, using a first-order
Markov Random Field (MRF) (Pelkowitz, 1990; Stan Z., 2001). For the same kind of
data sets, Le et al. (2012) proposed to capture both contents and labels from neighbors
for representing their links with a document, and incorporated this link model with the
previous MRF-based soft-labeling approach. Besides, k-Nearest Neighbors (kNN)-based
approaches have been successfully used in the literature for an array of tasks. Wang and
Liu (2010) proposed a graph-based kNN model and a combined feature selection method.
These aimed at reducing the computation time for measuring the similarity between a
document and its neighbors and improving the classification performance. Salles et al.
(2018) performed nearest neighborhood projection to reduce the overfitting issues in a
random-forest (Breiman, 2001) classifier by considering only the neighborhood space of
test instances for training the classifier.

kNN classifiers (Manning, 2008), which typically predict the class of input through
majority voting using its neighbors in the training data, have the advantage of being
more transparent compared to deep learning approaches. They have been used for hate
speech detection (Prasetyo and Samudra, 2022; Briliani et al., 2019) and other text
classification tasks (Trstenjak et al., 2014; Chen et al., 2020b; Kaminska et al., 2021b).
Wang et al. (2005, 2006, 2007) introduced the adaptive kNN classifier, which builds an
‘influence region’ for each training instance xi by constructing the largest sphere centered
on xi that does not enclose an instance with a different label and based on its statistical
confidence level. They used an adaptive and normalized distance measure and weighted
each neighbor by the statistical confidence of the corresponding sphere. Balsubramani
et al. (2019) proposed another variant of the kNN classifier, where the value of k is
determined adaptively for each query based on the properties of every neighborhood.
Kaminska et al. (2021b) used the weighted kNN (Dudani, 1976) classification method,
which assigns weights to the neighbors based on a distance metric or similarity relation,
for emotion detection in tweets. Fuzzy-rough nearest neighbor (FRNN) classifier (Jensen
and Cornelis, 2011; Vluymans et al., 2019; Lenz et al., 2019), which is an instance-based
classifier based on the fuzzy rough set theory (Dubois and Prade, 1990), has also been
used for emotion detection (Kaminska et al., 2021a, 2022).

kNN-based components have been used along with Transformer-based models (Vaswani
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Figure 7.1: Architecture of CE kNN+ model (Sarwar et al., 2022)

et al., 2017) in a variety of tasks, such as language modeling (Khandelwal et al., 2020),
question answering (Kassner and Schütze, 2020), dialogue generation (Fan et al., 2021),
etc. demonstrating the benefits of incorporating neighborhood information into models.
Recently, Sarwar et al. (2022) proposed a neighborhood framework kNN+ for transfer
learning in cross-lingual low-resource settings that uses representations from Transform-
ers, unlike the traditional kNN classifier. Since our proposed approach, discussed in this
chapter, draws inspiration from this method, we provide an overview of this framework.

Sarwar et al. (2022) showed that a simple kNN classifier is prone to prediction errors
as the neighbors may have similar meanings, but opposite labels. They, instead, modeled
the interactions between the target corpus instances, treated as queries, and their nearest
neighbors retrieved from the source, based on whether a query (q) and its neighbors with
the content ci have the same or different labels. Two model variants were proposed for
kNN+: Bi-Encoder kNN+ (BE kNN+) and Cross-Encoder kNN+ (CE kNN+), where
CE kNN+ yields the best performance in cross-lingual settings. In the CE kNN+ vari-
ant, for every neighbor i, the approach involves obtaining the ‘interaction feature’ by
concatenating q with ci from every i and obtaining the output representation repi from
a multilingual language model M as repi = M(q, ci). It performs multi-task learning
comprising two losses: label agreement loss and classification loss. The first loss results
in optimizing the neighbor-level agreement indicating whether a query and all of its k
neighbors have the same or different labels. The second loss learns to predict the label
of q by using a structured self-attention to obtain the neighborhood representation of q
from the interaction features repi. Fig 7.1 presents the architecture of their CE kNN+

variant.

However, Sarwar et al. (2022) did not consider the varying levels of the proximity of
different neighbors to the query. Besides, a mini-batch in their framework comprises a
query and all its neighbors. For fine-tuning large language models like BERT, the batch
size needs to be kept small due to resource constraints. This could limit the neighborhood
size in their framework. This is different from our approach, where the neighborhood
size is scalable.
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7.2.2 Optimal Transport

Optimal Transport is a mathematical theory that allows comparing probability distribu-
tions in a geometrically sound manner. It has the ability to transform one probability
distribution into another with the minimal possible effort by computing optimal map-
pings to minimize cost functions. Indeed Optimal Transport (OT) lies at the intersection
of various fields like probability theory, geometry, and optimization theory, amongst oth-
ers. The central idea of OT was first introduced in the work of Monge (1781), which dates
back to the 18th century. After Monge’s work, a seminal work by Kantorovich (2006,
1942) led to the expansion of OT into several fields, which transformed some aspects of
the OT problem into a linear programming problem.

In addition to its various applications in theoretical and applied mathematics (San-
tambrogio, 2015; Villani, 2009), optimal transport also had great success in machine
learning in the last few years (Peyré and Cuturi, 2019). It has been used in a diverse
set of applications, such as signal processing (Kolouri et al., 2017), generative model-
ing (Mémoli, 2011; Bunne et al., 2019; Arjovsky et al., 2017), computing distances for
structured data represented as graphs (Titouan et al., 2019), computer vision (Rubner
et al., 2000; Solomon et al., 2015; Ge et al., 2021; Birdal et al., 2020), domain adaptation
(Courty et al., 2014, 2017b,a; Damodaran et al., 2018) and others. One of the most
well-known applications of OT is in generative adversarial networks (GANs), where the
so-called Wasserstein GAN (Arjovsky et al., 2017) employed it in its loss function. In
the field of NLP, OT has become increasingly popular with applications such as text
generation (Li et al., 2020a; Zhao et al., 2019), machine translation (Xu et al., 2021),
interpretable semantic similarity (Lee et al., 2022), representation learning (Singh et al.,
2020), rationalizing text matching (Swanson et al., 2020), etc.

The application of OT on large-scale datasets is prohibitive due to its computational
cost. As a result, there has been much study into ways to speed up the computation
of optimal transport. Cuturi (2013) smoothed the classical OT problem of Kantorovich
(2006, 1942) by adding an entropic regularization term to it and demonstrated that the
resulting regularized loss can be effectively computed on GPUs using their novel imple-
mentation of Sinkhorn’s algorithm (Sinkhorn, 1964; Sinkhorn and Knopp, 1967). This
resulted in the computation of the OT distance at a speed that is many orders of mag-
nitude faster than that of the classical transportation solvers. Furthermore, Altschuler
et al. (2017) provided the algorithmic complexity of the Sinkhorn distance of Cuturi. In
order to decrease the computational cost, further methods based on a mini-batch approx-
imation of OT were proposed (Genevay et al., 2018; Salimans et al., 2018; Damodaran
et al., 2018; Fatras et al., 2021).

Optimal Transport for Domain Adaptation: The use of OT for domain adaptation
deserves particular mention as it gave state-of-the-art results in this task. In the earlier
works of Courty et al. (2014, 2017b), OT was used to discover the coupling between the
source and the target domains for unsupervised domain adaptation. The source data
and labels were subsequently transported into the target domain using the coupling.
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Figure 7.2: Illustration of the method proposed by Courty et al. (2017b). The source and target
domain datasets are presented on the left. A classifier trained on the source domain
does not fit the target domain data. The source instances are transported onto the
target domain by computing a transportation map in the center, usually with a non-
linear transformation. The classifier in the target domain is estimated using the
transported source instances.

Finally, the classifier was learned using the transferred samples from the target domain.
Fig 7.2 presents this training strategy. Different kinds of regularized OT were studied
in these works to compute optimal connections between instances. Courty et al. (2014)
proposed a regularization scheme for integrating label information in the optimization,
while Courty et al. (2017b) encouraged source instances with the same labels to remain
close during their transport to the target domain. Figure 7.3 presents an illustration of
the optimal connections in OT.

Source samples

Target samples

Figure 7.3: Illustration of OT in a discrete setting, where both source and target distributions
are empirical. The optimal connections are represented by black lines. The figure is
adapted from Fatras (2021).

Given the data and label spaces, denoted by X and Y respectively, in the covari-
ate shift assumption, the marginal feature distributions P (X) change across domains,
while the conditional distributions P (Y |X) are assumed to remain unchanged. Courty
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et al. (2017a) argued that there is no strong reason to support such an assumption about
P (Y |X). Therefore, they proposed to address a change in both marginal and conditional
distributions by computing the optimal coupling on the joint data and label distribu-
tions across domains using their framework called Joint Distribution Optimal Transport
(JDOT). Damodaran et al. (2018) built over JDOT to propose DeepJDOT that use the
representations extracted by the deeper layers of a neural network for computing the
optimal connections instead of using the original input space as done in JDOT.

Another work on aligning the source and target domains using OT was proposed
by Li et al. (2020b) who used an attention-aware transport distance to compute the
domain discrepancy, while Kerdoncuff et al. (2021) optimized the Mahalanobis distance
to learn the transport cost. Moreover, OT has been coupled with adversarial learning
to learn domain invariant features. These involve optimizing the empirical Wasserstein
distance between source and target instances in an adversarial manner (Shen et al.,
2018b), encouraging a large margin of separation using an OT-based adversarial approach
(Dhouib et al., 2020), among others. Cross-domain alignment has also been formulated
as a graph-matching problem with OT (Chen et al., 2020a). Furthermore, Xu et al.
(2020) proposed the Reliable Weighted OT (RWOT) that involves using the spatial
prototypical information, intra-domain structure, and a weighted OT strategy, among
other components, that reduce the negative transfer caused by the instances close to
the decision boundaries in the target domain. Recently, Olvera et al. (2021) used the
training strategy of Damodaran et al. (2018) for reducing domain mismatch in the task
of sound event detection. Besides, Fatras et al. (2021) proposed using the unbalanced
version of OT (Benamou, 2003) while computing optimal mapping at the mini-batch
level to mitigate the effect of undesired pairings.

We have provided a description of the theory of Optimal Transport (OT) with regards
to domain adaptation in Section 7.3.1. In our work, we perform novel incorporation of
nearest neighborhood information with OT using the JDOT framework and the work of
Fatras et al. (2021). To the best of our knowledge, this is the first work that introduces
OT to the hate speech detection task.

7.3 Proposed Approach

Our problem setting involves a low-resource target corpus Xt with a limited amount of
labeled training data (Xt

train, Y
t
train) = {xti, yti}

nt
i=1 and a resource-rich source corpus Xs

from a different distribution with a large number of annotated data (Xs
train, Y

s
train) =

{xsi , ysi }
ns
i=1. Given such a setting, we hypothesize that transferring knowledge from the

nearest neighbors in the source should improve the performance on the insufficiently
labeled target. Furthermore, to provide additional control to the model, we propose a
systematic transfer. With this transfer mechanism, a model can learn different weights
assigned to the neighbors in Xs

train based on their proximity to the instances in Xt
train

simultaneously in a sentence embedding space and the label space. For this, we in-
corporate neighborhood information with Optimal Transport (OT), as OT can learn
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correspondences between instances from Xs
train and Xt

train by exploiting the underlying
embedding space geometry.

7.3.1 Joint Distribution Optimal Transport

In this work, we use the joint distribution optimal transport (JDOT) framework (Courty
et al., 2017a) following the works of Damodaran et al. (2018) and Fatras et al. (2021),
proposed for unsupervised domain adaptation in deep embedding spaces. The framework
aligns the joint distribution P (Z, Y ) of the source and the target domains, where Z is
the embedding space through a mapping function g(.), and Y is the label space. For
a discrete setting, let µs =

∑ns
i ai δg(xs

i ),y
s
i

and µt =
∑nt

i bi δg(xt
i),y

t
i

be two empirical
distributions on the product space of Z × Y . Here δg(xi),yi is the Dirac function at the
position (g(xi), yi), and ai, bi are uniform probability weights, i.e.

∑ns
i ai =

∑nt
i bi = 1.

The ‘balanced’ OT problem (OTb), as defined by Kantorovich (2006, 1942), seeks
for a transport plan γ in the space of the joint probability distribution Π(µs, µt), with
marginals µs and µt, that minimizes the cost of transport from µs to µt, as:

OTb(µs, µt) = min
γ∈Π(µs,µt)

∑
i,j

γi,jci,j

s.t. γ1nt = µs, γ
T1ns = µt

(7.1)

Here ci,j is an entry in a cost matrix C ∈ Rns×nt , representing the pair-wise cost (see
Section 7.3.2), and 1n is a vector of ones with dimension n. Each entry γi,j indicates the
amount of transfer from location i in the source to j in the target.

The marginal constraint on γ requires that all mass from µs is transported to µt.
However, when there is a presence of outliers in the distributions, this constraint compels
the transport plan to transfer the outliers too. This results in an undesirable additional
transportation cost. This can be alleviated through relaxation of the constraint on γ,
leading to the ‘unbalanced’ OT (OTu) (Benamou, 2003). OTu allows the system to create
and destroy mass and is known to be more robust to outliers (Chizat, 2017; Liero et al.,
2015). In fact, it would not transport the outliers if such a transfer is prohibitively
expensive. The formulation of the unbalanced OT is given below:

OTu(µs, µt) = min
γ∈Π(µs,µt)

∑
i,j

γi,jci,j + Λ ;

where Λ = ϵ Ω(γ) + λ
(
KL(γ1nt , µs) + KL(γT1ns , µt)

)
s.t. γ ≥ 0

(7.2)

KL is the Kullback-Leibler divergence that allows the relaxation of the marginal con-
straint on γ. λ is the marginal relaxation coefficient. Ω(γ) =

∑
i,j γi,j(log(γi,j) − 1)

corresponds to the entropic regularization term, which allows fast computation of the
OT distances (Cuturi, 2013), as discussed in Section 7.2.2. ϵ is the entropy coefficient.

For models with a high-dimensional embedding space like ours, Fatras et al. (2021) and
Damodaran et al. (2018) proposed to make the computation of OT losses scalable using
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the mini-batch OT. Thus, for every mini-batch, we sample an equal number of instances,
given by the batch size m, from Xs

train and Xt
train, which makes C ∈ Rm×m and γ square

matrices. As discussed by Fatras et al. (2021), since the transport plan at the mini-
batch level is much less sparse, it may result in undesired pairings between instances if
computed by Equation 7.1. This is because the mini-batches may not necessarily comprise
the samples that lie in the support of the full OT plan. Hence, the marginal constraint
of the balanced OT may force the pairing of samples that could be considered outliers at
the level of the mini-batch. To counteract this effect, we rely on the more robust version
of OT as formulated in Equation 7.2. Thus, we adopt the joint distribution entropy
regularized unbalanced mini-batch OT for our framework, henceforth simply referred to
as OTu. Note that this framework does not modify the underlying model architecture
used for classification, but only introduces a new training strategy.

7.3.2 Neighborhood-aware OTu (OTNN
u )

In the above joint distribution framework, the cost matrix C is expressed as the weighted
combination of the costs in the embedding and the label spaces:

ci,j(g(xsi ), y
s
i ; g(x

t
j), y

t
j) = α d(g(xsi ), g(x

t
j)) + β L(ysi , y

t
j) (7.3)

d(., .) denotes the embedding distance (ED) – a squared l2 distance between the cor-
responding embeddings, and L(., .) is label-consistency loss (LC) – a cross-entropy loss
that enforces a match between the label of the ith source instance and that of the jth

target instance. α and β are scalar values. Minimizing the cost in Equation 7.3 results
in aligning instances from the source and the target that simultaneously share similar
representations and common labels.

We adapt C to account for k nearest neighbors of the target instances in Xt
train from

the source Xs
train. Since BERT is not optimal for semantic similarity search (Reimers

and Gurevych, 2019) (discussed in detail in Chapter 3), we extract the neighbors using
the Sentence-BERT (SBERT) model (Reimers and Gurevych, 2019). SBERT provides
sentence embeddings that can be easily compared using cosine similarity. We hypothesize
that allowing transfers to occur only from the corresponding neighbors in the source to
the target should result in more effective learning.

For this, we explicitly assign the value max(C) to ci,j in C whenever the ith source and
jth target instances are not neighbors, considering the nearest neighborhood space of k
neighbors. Besides, we use the SBERT distances as the embedding distance in Equation
7.3. This distance, in addition to the label consistency term, ensures that γ is learned
to allow a higher amount of transfer from neighbors in Xs

train that are simultaneously
(i) closer in the SBERT space and (ii) share the same label with an instance in Xt

train,
compared to the neighbors that are further away and/or have opposite labels.

Note that even though we use a neighborhood size of k, the target instances do not
attend equally to all of their k neighbors. This is because if the distance between a target
instance xtj and its top nth neighbor (xsi ) from the source, within the neighborhood size of
k (i.e. n < k) is comparatively large, their corresponding (i, j)-th entry in C would have
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Figure 7.4: Overview of the training strategy in OTNN
u . Even though the BERT encoder g

and the classifier f are shared by both corpora, they are illustrated twice for better
clarity by representing the two corpora separately. The presented softmax values
obtained from f are simply examples provided for illustration. This figure is inspired
by Damodaran et al. (2018).

a larger value. This would comparatively reduce the transfer even if they share common
labels. Thus, for a neighbor with the same label as the target instance, the higher its
SBERT distance from the target instance, the lower the amount of transfer. This results
in more flexibility where the model can learn from the relevant neighbors corresponding
to every target instance.

In addition to the OTu loss from Equation 7.2, we introduce the cross-entropy losses
for the training instances from both Xt

train and Xs
train in the final loss function, as

required by our classification task. Our final loss function1 for OTNN
u is given by Equation

7.4. Here g(.) encodes a given input using the pre-trained BERT encoder to the BERT
embedding space by extracting the [CLS] token representation of the last hidden layer.
f(.) denotes the classifier, which is one fully connected layer. θs and θt are the weights
assigned to the source and the target cross-entropy losses, respectively.

OTNN
u = min

γ,f,g
θs

1

m

∑
i

Ls (y
s
i , f(g(x

s
i ))) +

∑
i,j

γi,jci,j

+ Λ+ θt
1

m

∑
j

Lt

(
ytj , f(g(x

t
j))

)
; s.t. γ ≥ 0

(7.4)

1The proposed approach is referred to as OTNN in the published article. We added the subscript ‘u’
here to maintain clarity about the use of the unbalanced version of optimal transport.
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Solving the optimization problem: Following Damodaran et al. (2018), we adopt a
two-step procedure to solve the above optimization problem at the mini-batch level. The
optimal γ is first computed by fixing the model parameters f and g.

min
γ

∑
i,j
γi,j

(
αd(gsbert(x

s
i ), gsbert(x

t
j)) + β L(ysi , y

t
j)
)
+ Λ (7.5)

We use the SBERT embeddings through the mapping function gsbert(.) here instead
of the learned BERT embeddings to compute the ED loss. This is done so that the γ is
updated based on the semantic proximity in the SBERT space. ysi and ytj are the ground
truth labels for the instances xsi and xtj from Xs

train and Xt
train, respectively. In the next

step, the model parameters f and g are learned while fixing γ obtained from Equation
7.5, denoted as γ̂.

min
f,g

∑
i,j

γ̂i,j
(
α d(g(xsi ), g(x

t
j)) + β L(f(g(xsi )), y

t
j)
)

+ θs
1

m

∑
i

Ls (y
s
i , f(g(x

s
i ))) + θt

1

m

∑
j

Lt

(
ytj , f(g(x

t
j))

) (7.6)

The first part of Equation 7.6 allows the model to learn from the instances in Xs
train that

are consistent in terms of both the embedding space (ED loss) and the label space (LC
loss) with the instances in Xt

train. Here we use g(.), instead of gsbert(.), to compute ED so
that g learns from the SBERT space through γ̂. For the LC loss, the predicted labels for
xsi from the source and the actual labels ytj corresponding to xtj from the target are used.
This is done to update the model parameters f and g based on the target labels and
bring source instances that have common labels closer to the target instances. Figure
7.4 provides an illustration of the training strategy of OTNN

u .
We propose different variants of OTNN

u :

OTNN
u : In this variant, we do not use the source cross-entropy loss term in Equation

7.4, thus effectively having θs = 0.

OTNN
u,pre-select: Prior to the training, we pre-select the k nearest neighbors from Xs

train

corresponding to every instance inXt
train, instead of training with all the source instances.

Here also θs = 0.

OTNN
u + sloss : This is OTNN

u with source cross-entropy loss (sloss), thus having
θs = 1.

OTNN
u,pre-select+ sloss : This is similar to the second variant, with θs = 1. Here, sloss

is computed only on the pre-selected source instances.
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7.4 Experimental Settings

7.4.1 Corpus Description

For performing experiments in cross-platform scenarios, we use three hate speech corpora,
namely, Waseem (Waseem and Hovy, 2016), Dynamicv2 (Vidgen et al., 2021c), and Ethos
(Mollas et al., 2022), as they are collected using different sampling strategies from varied
platforms (see Chapter 3 for the description of the individual corpora). Waseem is a
Twitter corpus, whereas Dynamicv2 is dynamically created using a human-and-model-
in-the-loop process where the comments are generated by trained annotators using the
Dynabench2 platform. Ethos, on the other hand, is sampled from YouTube and Reddit.
Similar to the previous chapter, we use the labels of hate and non-hate, where the former
involves all forms of hate. For Waseem, we obtain 10.9K tweets in total from the tweet
IDs, of which 26.8% instances belong to the hate class. Dynamicv2 has a total of 41144
instances, of which 53.9% is labeled as hate and Ethos comprises 998 instances of which
43.4% are hate instances.

For our experiments, we create two different versions of every corpus depending on
its use as the source or the target, as presented in Table 7.1.

Corpus Number of
comments

Source setting
Train

Waseemsrc 8720
Dynamicv2src 32924
Ethossrc 998

Target setting
Train Validation Test

Waseemtar 400 100 1090
Dynamicv2tar 400 100 4120
Ethostar 400 100 200

.

Table 7.1: Corpus statistics.

Source setting: In the absence of available standard splits, we randomly sample 80%
of Waseem as the train set, resulting in 8720 instances. For Dynamicv2, the original
corpus-provided train split of 32924 instances is used. Since Ethos has a relatively small
size, the entire corpus is used for training, when considered as the source. We call the
source versions of these corpora as Waseemsrc, Dynamicv2src and Ethossrc. Note that the
source corpus is only used for training, while its validation set is not employed for our
experiments. Instead, the corresponding validation and test sets of the low-resource
target corpus are used in the experiments.

Target setting: In order to simulate a low-resource scenario for the target, we down-
sample the original training instances of the corpora to 500 instances. This yields three

2https://dynabench.org

https://dynabench.org
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low-resource target corpora, namely, Waseemtar, Dynamicv2tar and Ethostar. Furthermore,
each of them is split in the 80-20 ratio to obtain their respective low-resource train (400)
and validation (100) sets. For the test set from Waseemtar, we sample 10% of the original
data, disjoint from the train and validation sets, given by 1090 instances, and use the
original test split of 4120 instances for Dynamicv2tar. For Ethostar, 20% of the data is
randomly sampled, disjoint from the previous set of 500 instances, as the test set.

7.4.2 Baselines

We compare our approach with different baseline methods for transfer learning with or
without neighborhood information:

Target-FT: The pre-trained BERT model is fine-tuned on the train set of the low-
resource target corpus.

Seq-FT: Here, the BERT model is sequentially fine-tuned first on the resource-rich
source corpus and then on the low-resource target corpus.

Mixed-FT: Here, we fine-tune BERT on a mix of the source and target corpora. Since
the target instances are limited, they are first over-sampled. Then, for every mini-batch
of size m, we randomly sample m training instances each from the source and the target.
Their cross-entropy losses are then combined for updating the model parameters, as:

min
f,g

θs
1
m

∑
i
Ls(y

s
i , f(g(x

s
i ))) + θt

1
m

∑
j
Lt(y

t
j , f(g(x

t
j))) (7.7)

This is similar to Equation 7.4 without the OTNN
u losses.

kNN-FT: For every target instance, top-k neighbors are retrieved from the source,
ranked with cosine similarities over SBERT embeddings. This yields a subset of source
instances that are neighbors to the target instances. We then fine-tune the BERT model
with the strategy used for Mixed-FT.

kNN ranking: Here, the labels of the target instances are predicted using a majority
voting strategy. This voting is done over the labels associated with the top-k retrieved
neighbors from the source based on their cosine similarities.

Weighted kNN: This uses a weighted voting of the top-k neighbors. Here we compute
the sum of cosine similarities of neighbors associated with every class. The class with
the highest score is returned as the predicted label of the target instance.
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CE kNN+ + SRC: This is the Cross-Encoder-based neighborhood framework kNN+,
proposed by Sarwar et al. (2022), as discussed in Section 7.2.1. For a fair comparison,
we use the pre-trained BERT as the base representation. The CE kNN+ is first trained
on the source (SRC) and then with the target instances and their neighbors from the
source.

PretRand: This is a transfer learning strategy proposed by Meftah et al. (2021) for low-
resource domain adaptation. They jointly learn a pre-trained branch in the target model
with a normalized, weighted, and randomly initialized branch. This is done so that the
model can learn target-specific patterns while retaining the source knowledge. For a fair
comparison, we use the pre-trained BERT as the base model, which is first fine-tuned on
the source. For the random branch, following the approach, we add a BiLSTM layer and
a Fully Connected layer over the final hidden layer from BERT. The final predictions are
obtained using an element-wise sum of the predictions from the two branches.

OTu: Finally, OTu is used to transfer knowledge from the source to the target using
both the ED and LC losses, similar to Equation 7.4. However, this is done without
incorporating any neighborhood information in both the cost matrix and the computation
of γ.

7.4.3 Evaluation Metric

We report most of the performance scores in this chapter using the F1 score for the
hate class, following Sarwar et al. (2022) and Attanasio et al. (2022). This is because,
in a practical scenario, scores with respect to the hate class might be more important,
compared to the non-hate class. In addition, we also report the performance using the
macro-F1 score as done in the previous chapters. A description of the F1 metric is
provided in Chapter 3.

7.4.4 Hyper-parameters and Implementation Details

All the models are trained for 10 epochs initialized with the pre-trained BERT, with a
maximum sequence length of 128 tokens. The Adam optimizer is used with a learning
rate of 5 × 10−5. Besides, we perform the hyper-parameter tuning for k with a random
seed and model selection using the best F1 scores for the hate class over the respective
target corpus validation sets. However, while reporting the macro-F1 scores, the same
hyper-parameter tuning and model selection are done using the best macro-F1 scores,
in a similar way, over the respective target corpus validation sets. For the baselines of
kNN-FT, kNN ranking, weighted kNN, and the OTNN

u variants, the number of neighbors
(k) are selected from the range {10, 30, 50, 70, 100, 200, 300, 400, 500}.

After the preliminary experiments, we set α = 0.05, β = 10, ϵ = 0.2, λ = 0.5, and θt
= 10 for all our experiments. We set θs = 1 for OTNN

u / OTNN
u,pre−select + sloss and θt

= 10 in Equation 7.4, 7.6 and 7.7 for all the experiments. For OTNN
u without sloss, we
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set θs = 0. A batch size of 32 is used for OTNN
u and the baselines, except CE-kNN+.

The latter inherently requires the batch size to be equal to the neighborhood size, as it
provides query-neighborhood pairs as inputs to the model.

For implementing the proposed OTNN
u framework, the pre-trained BERT-base un-

cased model, implemented by HuggingFace3 (Wolf et al., 2020), having 110 million pa-
rameters, is fine-tuned with the JDOT framework4. We encode an instance into the
embedding space by obtaining the representations of the [CLS] token from the last hid-
den layer of BERT. For incorporating the neighborhood information, the pre-trained
SBERT sentence embeddings are used from ‘all-mpnet-base-v2’5 model, which is a
sentence transformer model. For computing γ, the entropic regularized unbalanced OTu

solver is used with the Python Optimal Transport package6 (Flamary et al., 2021) at the
mini-batch level.

For CE kNN+ + SRC, the experiments are performed with the implementation pro-
vided to us by the authors and report the results for the neighborhood size of 10 in Table
7.2. We implement PretRand ourselves following the description provided by Meftah
et al. (2021). This approach is evaluated by the authors on the tasks of part-of-speech
tagging, chunking, named entity recognition and morphosyntactic tagging. Therefore,
the approach uses a sequence labeling model with pre-trained word embeddings and a
BiLSTM-based feature extractor. However, for a fair comparison with our approach,
we use the pre-trained BERT model as the feature extractor instead of the BiLSTM
model for the pre-trained units. For the randomly initialized units, we follow the ap-
proach and add a BiLSTM layer over the last hidden layer of the BERT model. The
pre-trained BERT model is first fine-tuned, without the randomly initialized units, on
the source corpus. Then it is fine-tuned with the additional randomly initialized units
on the target corpus. We use the Adam optimizer with a learning rate of 5×10−5 for the
pre-trained BERT parameters. For the randomly initialized units, the Adam optimizer
with a learning rate of 1.5× 10−2 is used following Meftah et al. (2021).

7.5 Results

7.5.1 Discussion

Table 7.2 shows the performance obtained with the baselines and the OTNN
u variants

across the test sets of three low-resource target corpora using different resource-rich
source corpora. We also present the performance with Target-FT for reference. The
reported F1 scores are computed as averages over five runs of the same experiments with
different random initializations.

The results show that transferring knowledge from a resource-rich corpus to a low-

3https://github.com/huggingface/transformers
4https://github.com/bbdamodaran/deepJDOT
5https://huggingface.co/sentence-transformers/all-mpnet-base-v2
6https://pythonot.github.io/gen_modules/ot.unbalanced.html#ot.unbalanced.sinkhorn_
unbalanced

https://github.com/huggingface/transformers
https://github.com/bbdamodaran/deepJDOT
https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://pythonot.github.io/gen_modules/ot.unbalanced.html##ot.unbalanced.sinkhorn_unbalanced
https://pythonot.github.io/gen_modules/ot.unbalanced.html##ot.unbalanced.sinkhorn_unbalanced
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Target corpus W tar Dv2
tar Etar

Target-FT 64.0±2.1 68.8±3.2 69.6±6.4
Source corpus Dv2

src Esrc W src E src Dv2
src W src

Seq-FT 63.2±2.1 65.0±1.1 67.0±2.2 70.8±3.9 79.8±0.7 70.2±3.1
Mixed-FT 61.2±2.7 66.6±2.2 69.8*±1.6 71.4±3.9 77.6±2.1 71.8±3.5
kNN-FT 62.2±1.2 65.6±0.8 69.4*±2.3 70.8±1.9 77.2±1.5 70.6±3.4
kNN ranking 57.0 60.0 40.0 73.0* 77.0 49.0
Weighted kNN 57.0 60.0 37.0 73.0* 77.0 47.0
CE kNN+ + SRC 59.8±1.8 68.4*±0.8 65.6±1.6 68.8±3.9 76.8±0.7 67.6±2.8
PretRand 59.6±5.1 63.2±2.9 71.0*±0.6 72.2*±2.0 77.6±2.2 71.4±3.7
OTu 65.4*±1.5 66.6±1.0 70.0*±2.8 71.4±5.2 73.6±3.6 74.6*±2.9
OTNN

u 65.6*±2.9 67.4*±1.6 71.6*±1.4 73.2*±0.7 73.8±2.3 72.6*±3.1
OTNN

u,pre-select 64.2±1.5 67.0±2.1 71.6*±2.7 72.6*±1.0 75.4±1.4 73.2*±1.9
OTNN

u + sloss 62.8±2.2 68.4*±0.8 69.2*±3.2 73.8*±1.6 76.8±1.9 73.4*±0.8
OTNN

u,pre-select + sloss 65.2*±1.7 66.6±1.6 70.2*±3.7 72.2*±1.3 77.2±1.3 74.6*±2.5

Table 7.2: F1 score for the hate class (±std-dev) on the target corpus. The last four are the
proposed OTNN

u variants. W : Waseem, Dv2: Dynamicv2, E : Ethos. Bold denotes
the best, underline denotes the second-best scores in each column. * denotes the
significantly improved scores compared to Seq-FT using the McNemar test (Dror et al.,
2018; McNemar, 1947).

resource corpus is generally helpful. The best scores in the 6 respective settings of Table
7.2 are substantially higher than those from Target-FT. Furthermore, while the baseline
methods show inconsistent performance across different settings, the proposed OTNN

u

variants yield the best performance in 5 out of 6 cases, and the second-best in 3 cases.
The baselines of Mixed-FT, kNN variants and CE kNN+ achieve significant improvements
compared to the vanilla Seq-FT for only 1 case, and PretRand achieves it for 2 cases.
OTNN

u variants, on the other hand, yield significant improvements in most cases; for
instance, OTNN

u has significantly improved scores in 5 out of 6 cases. Besides, the best
scores from OTNN

u improve over OT in 5 settings, while staying on par with OT in
the remaining setting. This demonstrates that incorporating neighborhood information
results in more effective transfer.

When Dynamicv2src is used for transferring knowledge to Ethostar, Seq-FT yields the
highest score (79.8). This is apparently because Dynamicv2src comprises wide range of
hateful forms directed toward different social groups. Since Ethostar also involves hate
against a variety of social groups, pre-training on all the source instances from Dynamicv2src
for transfer learning, instead of training with the nearest neighbors, seems to be more
helpful in this case. However, this is not the case when the transfer occurs from Ethossrc
to Dynamicv2tar. This is likely because the Dynamicv2 corpus involves adversarial instances
that can easily fool a hate speech detection system trained on a different corpus. Be-
sides, Ethossrc has a subset of hateful forms and social groups covered by Dynamicv2.
Therefore, a nearest neighborhood framework for transferring knowledge from Ethossrc
to Dynamicv2tar yields an improved performance, the highest score being 73.8 obtained by
OTNN

u + sloss, compared to 70.8 from Seq-FT.
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Figure 7.5: Performance (F1 score for the hate class) with different sizes of the target train set.
The total number of labeled instances available from the target are mentioned within
the brackets, where the remaining instances are used as the target validation set.

Target corpus W tar Dv2
tar Etar

Source corpus Dv2
src Esrc W src E src Dv2

src W src

Seq-FT 63.2±2.1 65.0±1.1 67.0±2.2 70.8±3.9 79.8±0.7 70.2±3.1
CE kNN+ + SRC

k = 10 59.8±1.8 68.4±0.8 65.6±1.6 68.8±3.9 76.8±0.7 67.6±2.8
k = 20 61.2±1.5 67.6±1.5 64.8±1.6 69.2±3.2 76.8±1.0 67.4±3.3
k = 30 60.3±1.6 68.1±1.0 64.4±1.9 69.9±2.8 76.8±0.5 68.5±1.7
k = 40 61.6±1.6 68.6±1.4 64.6±1.0 70.8±3.5 76.2±1.2 68.2±2.6
k = 50 60.8±2.0 68.8±0.7 62.8±2.6 68.4±4.8 75.8±0.4 68.4±0.5

Table 7.3: Performance of CE kNN+ + SRC (F1 for hate) with different neighborhood sizes,
compared with Seq-FT. W : Waseem, Dv2: Dynamicv2, E : Ethos. F1 score (±std-dev)
is reported on the low-resource target corpus with 400 labeled training instances (total
500 labeled instances from the target) available. Bold denotes the best score in each
column.

Varying the size of Xt: We vary the size of the labeled target corpus available for
training. We illustrate the cases of transferring knowledge from Ethossrc to Dynamicv2tar
in Figure 7.5(a), and from Waseemsrc to Ethostar in Figure 7.5(b), with different OTNN

u

variants. For Dynamicv2tar, 300, 500, 700, and 900 instances are sampled. We use 80%
for training, given by 240, 400, 560, and 720 instances, respectively, and the remaining
20% for validation. Since the Ethos corpus is small, only 300, 500, and 700 instances
are sampled as Ethostar, with the same proportions for training and validation. The
target test set remains the same as in Table 7.1 for different training sizes. We observe
that the OTNN

u variants consistently improve the performance, with larger improvements
obtained when the size of available target instances is lower. Mixed-FT, on the other
hand, is inconsistent, and in some cases performs worse than Target-FT.

The improvements with OTNN
u can be attributed to the fact that it can systematically

learn the amount of transfer based on both the embedding distance and label consistency.

CE kNN+ + SRC: Even though Sarwar et al. (2022) use 10 as the neighborhood size
in their task of transfer learning in a cross-lingual set-up, we experiment with different
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Target corpus W tar Dv2
tar E tar

Source corpus Dv2
src Esrc W src E src Dv2

src W src

OTNN
u + sloss 62.8±2.2 68.4±0.8 69.2±3.2 73.8±1.6 76.8±1.9 73.4±0.8

OTNN
u + sloss (without ED) 63.8±1.3 65.8±1.7 68.0±0.0 70.0±2.4 76.4±0.8 71.8±2.5

OTNN
u + sloss (without LC) 62.0±2.1 66.4±2.2 67.6±2.7 72.4±1.4 75.2±2.6 67.8±3.9

OTNN
u,pre-select + sloss 65.2±1.7 66.6±1.6 70.2±3.7 72.2±1.3 77.2±1.3 74.6±2.5

OTNN
u,pre-select + sloss (without ED) 64.4±1.5 67.6±1.4 67.6±4.3 70.8±2.3 75.6±2.7 74.2±5.6

OTNN
u,pre-select + sloss (without LC) 62.2±2.6 63.8±1.5 67.2±5.0 71.8±1.5 74.6±4.1 67.2±5.2

Table 7.4: Ablation study without the Embedding Distance (ED) /Label Consistency (LC)
losses. F1 for hate (±std-dev) on low-resource target corpus. Bold denotes the best,
underline denotes the second-best score for each OTNN

u variant. W : Waseem, Dv2:
Dynamicv2, E : Ethos.

Target corpus W tar Dv2
tar Etar

Source corpus Dv2
src Esrc W src E src Dv2

src W src

Target-FT 77.5±0.7 63.7±1.7 73.4±1.4
Mixed-FT 75.5±0.8 78.4±1.0 63.2±1.3 66.8±1.3 79.0±2.0 71.2±2.4
OTNN

u 78.0±0.8 77.9±0.9 64.1±1.1 66.8±1.8 78.6±2.1 74.4±1.9
OTNN

u,pre-select 77.5±1.5 77.8±0.4 64.2±0.6 66.5±1.2 78.9±2.2 76.6±1.4
OTNN

u + sloss 75.5±1.6 77.9±0.8 64.5±0.9 66.7±1.0 78.8±1.5 72.6±3.4
OTNN

u,pre-select + sloss 76.7±0.8 77.7±0.6 64.9±1.3 66.5±1.4 79.3±1.6 74.8±3.3

Table 7.5: Macro-F1 (± std-dev) on the target corpus for different settings. Bold denotes the
best scores, underline the second best in each column when both the resource-rich
source and the low-resource target corpora are used for training.

neighborhood sizes (k values). The results are reported in Table 7.3. However, we could
not increase the neighborhood size beyond 50 because of resource constraints. This is
because a mini-batch in their framework comprises a query instance from the target and
all its k neighbors from the source. Thus, the number of neighbors is limited by the
mini-batch size, which usually needs to be kept small when fine-tuning large language
models like BERT. We can observe from Table 7.3 that the performance obtained with
different neighborhood sizes is similar.

7.5.2 Ablation Study

To analyze the importance of the constituent losses in OTNN
u , we present an ablation

study in Table 7.4 by removing the ED and the LC losses from the OTNN
u variants. The

best performances for each variant are obtained in 5 out of 6 cases when both the ED
and the LC losses are incorporated. The second-best performances are obtained, in most
cases, when the ED loss is removed. This suggests that while both losses are essential
for an effective transfer, the LC loss contributes more toward the final performance than
the ED loss.
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7.5.3 Macro-F1 Scores:

We present the macro-F1 scores averaged over five random initializations of every exper-
iment in Table 7.5. The OTNN

u variants yield the best and second-best scores in 5 out
of 6 cases compared to Mixed-FT demonstrating the efficacy of the proposed approach.

7.5.4 Analysis of OTNN
u Representations

Target instance: rt i am not sexist but girls who smoke are a big turn off even if your supermodel status
its still a turn off.

Instances GT
Nearest neighbors from source using SBERT

i do not actually care much for looks but the inflated sense of self importance that girls seem to
have nowadays is rather obnoxious.

hate

totally agree. i could never find a woman or man attractive to go out with. .... i could nt be in a
relationship with them as i am aromantic.

non-hate

every guy i know at work smoke at least 10 fags a day and i call them out. do not like it then do
not do it.

non-hate

wow the truth is i did not get turned on until you mentioned cigar smoking men pissing on other
men

non-hate

women have no redeeming features hate
i am not sexist but women are dumb hate
weed is stoner trash. if you are not a stoner guy, smoking this estrogen-filled garbage makes you a
honorary one.

non-hate

maybe i am sexist because women are dumb hate
women are less attracted to looks. they are far more attracted to high status and a dominant
personality. the good news is you can acquire both of these.

non-hate

women without big t*ts are not attractive hate
Nearest neighbors from source using OTNN

u

i am not sexist but women are dumb hate
maybe i am sexist because women are dumb hate
thrilled to have been born as the superior male gender hate
men are superior than women in every single aspect hate
women of colour are not pleasant to look at hate
leadership positions should only be occupied by men. that is the way to get things done. hate
all women are created as equal b*tches hate
all women should be suppressed hate
this is the fact feminism is girlf*rts you cant unsmell hate
women are devious hate

Table 7.6: Qualitative analysis of an example with its top 10 nearest neighbors extracted using
the SBERT and the learned OTNN

u representations, where the source is Dynamicv2src
and the target is Waseemtar; GT: Ground Truth class.

We analyze the effect of training with OTNN
u on the representation space by ex-

tracting the nearest neighbors of target instances. These neighbors are ranked with
cosine similarity over the learned OTNN

u representations, and we check their ground
truth classes. They are compared with the nearest neighbors obtained using SBERT
representations. Table 7.6 contains an example of a hateful instance from the training
set of Waseemtar, and its top 10 nearest neighbors from Dynamicv2src. We observe that the
neighbors retrieved using the SBERT representations belong to both hate and non-hate
classes. This is because SBERT is optimized mainly for semantic similarity, while they
are sub-optimal in differentiating hateful instances from non-hateful ones. On the other
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Figure 7.6: F1 (hate) using the majority voting of the k-Nearest Neighbors retrieved from SBERT
and OTNN

u representations.

Target corpus W tar Dv2
tar Etar

Source corpus Dv2
src Esrc W src E src Dv2

src W src

Mixed-FT 17.8 m 0.4 m 4.7 m 0.5 m 14.0 m 4.7 m
OTNN

u 18.9 m 0.4 m 5.1 m 0.6 m 14.2 m 5.0 m
OTNN

u,pre-select 3.7 m 0.3 m 1.1 m 0.6 m 6.5 m 3.4 m
OTNN

u + sloss 18.9 m 0.4 m 5.0 m 0.6 m 14.5 m 4.9 m
OTNN

u,pre-select + sloss 11.7 m 0.4 m 3.8 m 0.6 m 5.5 m 3.9 m

Table 7.7: Per epoch training time in minutes (m) for different settings. W : Waseem, Dv2:
Dynamicv2, E : Ethos.

hand, the neighbors obtained from OTNN
u representations indicate that OTNN

u brings
instances across corpora, which are both semantically similar (the topic of women) and
belong to the same class closer in the representation space, compared to those belonging
to the opposite class.

In addition, we study the effect of the OTNN
u representations by performing a simple

majority voting of the top k nearest neighbors retrieved from the source with SBERT
versus OTNN

u . Figure 7.6 demonstrates the performance obtained on the target test
set. Here the neighbors from the two representation spaces are ranked using cosine
similarities. We can see that majority voting using the OTNN

u representations achieves
higher performance compared to that using the SBERT representations for different
numbers of neighbors.

7.5.5 Computational Efficiency

We present the per epoch training time of Mixed-FT and OTNN variants for different
settings of the source and target corpora in Table 7.7. Mixed-FT is a baseline that
involves training of the pre-trained BERT model on the combination of the source and
target corpora. For every mini-batch of size m, there are m instances sampled from each
of the source and target corpora (Equation 7.7). This is the same mini-batch sampling
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that is followed in OTNN
u . We use one Nvidia GTX 1080 Ti GPU for our experiments. It

can be observed that OTNN
u results in approximately the same computation time as taken

by Mixed-FT in most of the settings as it does not change the model architecture, but
only introduces a new training strategy. With the ‘pre-select’ variant, the computation
time gets further reduced in a few settings. This is because, in this variant, the model
only gets trained on a subset of pre-selected source instances based on the neighborhood
size.

7.6 Conclusion and Future Work

In this chapter, we proposed a framework for transferring knowledge to a low-resource
hate speech corpus by incorporating neighborhood information with Optimal Transport.
It allowed the model to flexibly learn the amount of transfer from the nearest neighbors
based both on their proximity in a sentence embedding space and label consistency. For
this, we assigned a maximum cost for entries associated with non-neighbors to the cost
matrix representing the pair-wise cost between source and target instances. Moreover,
for computing the optimal transport plan, distances in the sentence embedding space
were used. We jointly minimized the embedding distance and label consistency losses to
facilitate the alignment of the joint embedding and label distributions across domains.
Our framework yielded substantial improvements across hate speech corpora from var-
ied platforms in low-resource settings. Besides, the qualitative analysis of its learned
representations demonstrated that they incorporate both semantic and label similarities.
This is different from sentence embedding representations, where semantically similar
instances may have opposite labels. In the future, the framework can be applied for
knowledge transfer in other tasks, such as sentiment classification, bragging detection
(Jin et al., 2022), etc., as the methodology is not restricted to only hate speech detec-
tion.





8 Conclusion and Future Research
Directions

We begin this chapter with an overview of the main contributions of this thesis and some
associated limitations in Section 8.1. Based on the knowledge acquired in our work, we
then venture into the potential directions for future research in Section 8.2. This chapter
ends with an ethics statement in Section 8.3.

8.1 Summary of Contributions

Human interactions in social media undergo rapid changes over time and across different
social and cultural contexts. This is reflected in terms of varying topics of discussion
that are often triggered by real-world events, changes in writing style, the vocabulary
used, and other variations even within the same language. This results in distributional
shifts across different abusive language corpora sampled at different time frames or us-
ing varied generation procedures. Furthermore, the sampling strategy used for creating
these corpora may result in the disproportionate presence of certain terms across the an-
notated classes resulting in corpus-specific correlations that impede their generalization
capabilities. Considering all these factors, automatic abusive language detection systems
typically suffer from degraded performance when evaluated on new out-of-distribution
instances. This thesis focused on the problem of domain shift and proposed strategies for
transferring knowledge in a more robust manner across corpora such that the annotation
effort in the new corpus can be minimized.

In Chapter 4, we analyzed the impact of topic model representations on the general-
izability of abusive language classifiers, without having access to a target corpus during
training. The topic distributions of comments were obtained using the neural network-
based TDLM model and these representations were combined with the contextualized
representations obtained from the HateBERT model fine-tuned on the source corpus. We
further investigated if the association of unseen comments from a new corpus with the
topics present in the source corpus can contribute additional knowledge for cross-corpus
abusive language detection.

• Our experiments highlighted the problem of generalizability in abusive language
detection through substantially poor cross-corpus performances of classifiers com-
pared to the in-corpus performances.

• We observed that the topic representations themselves were not sufficient for abuse
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detection as they tend to lose the complete context in comments. Nonetheless, the
combination of these representations with those from HateBERT gave moderate
improvements in cross-corpus performance.

• Our analysis showed that some of the target corpus abusive comments, misclassified
when using only HateBERT, could find associations with a few prominent topics
present in the abusive comments of the source corpus. This was a potential reason
for them being correctly classified by incorporating information from the topic
model.

• Overall, our experiments and analysis indicated that the topic representations
provide some complementary information to the contextual representation space,
thereby improving the generalizability of classifiers.

A limitation of this approach can be seen in a scenario where certain topics are promi-
nently present in the comments belonging to the abusive class in the source corpus but an
out-of-distribution corpus includes comments discussing similar topics in a non-abusive
context. This can also happen if some topics are prominently associated with the non-
abusive comments in the source but with abusive comments in the target. In such cases,
including topic information might not yield improvements or, in the worst case, it might
adversely affect the performance on the target corpus.

In Chapter 5, we considered the problem of adapting the classifiers trained on a
source corpus to a target corpus, assuming the availability of unlabeled instances from the
target corpus. The performance of some popular pivot-based and adversarial approaches
from a related task of sentiment classification was investigated for unsupervised domain
adaptation in cross-corpus abusive language detection. We compared them with the
adaptation of the pre-trained HateBERT model on the target corpus using the MLM
objective and its subsequent fine-tuning on the source.

• Our experiments demonstrated the sub-optimal performances of the pivot-based
and adversarial domain adaptation approaches in our task. They demonstrated
poor performance, even when compared with the vanilla-supervised fine-tuning of
HateBERT on the source corpus without adaptation.

• Our analysis revealed that the pivot selection criteria used in the pivot-based ap-
proaches resulted in extracting pivots that typically do not exhibit similar class
affinities in the source and target corpora; around 18.8% of pivots had a similar
behavior across corpora for the worst performing case and 51.4% in the best per-
forming case. This suggests the difficulty of obtaining n-gram-based shared features
that retain similar meaning and behavior in different contexts in the complex task
of abuse detection.

• The PCA plots of the transformed representation spaces obtained by the domain
adversarial approaches showed that the class separation learned in the source corpus
does not usually reflect the separation in the target corpus sufficiently well.
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• The MLM adaptation of the HateBERT model on the target corpus improved the
cross-corpus performance compared to the vanilla no-adaptation baseline, indicat-
ing that such adaptation helps in incorporating the language variations of the target
corpus.

• Our analysis brought important insights into the applicability of existing domain
adaptation approaches and highlighted the need to build adaptation methods specif-
ically tailored to address the challenges in abusive language detection.

In this work, we have adopted a practical scenario, where within a corpus, the abusive
language is directed toward different targets. However, in order to have a deeper analysis
of the impact of existing domain adaptation approaches, it could be worth considering a
domain as a collection of comments dealing with one specific target when such annota-
tions are available. In that case, domain adaptation methods would attempt to bridge the
domain gap between abuse directed against two different target groups, rather than that
between two different corpora. This would be a more controlled setting and reduce the
effect of additional challenges brought by the presence of multiple targets. This direction
has been explored by Ludwig et al. (2022) who constructed multiple target group-specific
domains from a single corpus.

Chapter 6 addressed the problem of spurious corpus-specific correlations that hinder
the cross-corpus performance. We focused on hate speech detection, considering hate
speech as a sub-category of abusive language. Two domain adaptation approaches D-
Ref-I and D-Ref-II were proposed that use feature attribution methods to automatically
extract and penalize the source-specific terms that restrict domain invariance. D-Ref-
I uses the misclassifications in a small set of labeled instances from the target corpus
and the set of highly attributed terms for the predicted labels in the source corpus
for source-specific term extraction. On the other hand, D-Ref-II uses the unlabeled
instances from the target and performs domain classification to extract the terms that
help in identifying the source corpus. It further penalizes the subset of these terms
that have high attributions for the predicted labels in the source. We used the feature
attribution methods of Integrated Gradients, Scaled Attention, and DeepLIFT for our
experiments. The two proposed approaches perform term extraction and penalization of
their attribution scores dynamically in every epoch while fine-tuning the BERT model
on the source corpus.

• Significant improvements were obtained in cross-corpus performance with both ap-
proaches compared to a range of baselines.

• When the pre-trained BERT model was first adapted to the unlabeled target cor-
pus instances using the MLM objective and then fine-tuned on the source corpus
with our approaches, the performance improved even further. The best overall per-
formance and more consistent improvements were achieved using DeepLIFT which
gave a macro F1 score ≥ 60.5 compared to the macro F1 of 58.1 obtained using
the vanilla baseline with MLM adaptation over the target.



144 Chapter 8. Conclusion and Future Research Directions

• The qualitative analysis of some target corpus instances displayed the effect of
the proposed approaches in changing the attributions towards more relevant terms
compared to the vanilla baseline. It indicated that the penalization enables the
model to potentially learn from wider domain invariant context in the comments.

• The two approaches extract different kinds of terms. D-Ref-I extracts terms that
are present in both source and target corpora but are correlated to the classes
in the target in a different way compared to that in the source, which leads to
misclassifications in the target. D-Ref-II, on the other hand, typically extracts
terms that are more predominantly present only in the source corpus and not in
the target due to the domain classification step and also have high attributions for
the predicted labels in the source.

While we have demonstrated the cross-corpus performance improvements from the two
proposed approaches, it might be interesting to see whether the combination of the two
approaches helps in improving the performance even further as an immediate future work.
Besides, since we have focused on domain adaptation, the proposed approaches adapt
the source model to the target corpus by minimizing the effect of those spurious correla-
tions that degrade its performance only on the specific target. However, such adaptation
may not guarantee model fairness through the mitigation of unintended social biases
(Dixon et al., 2018) present in the models. Ramponi and Tonelli (2022) showed that im-
proving out-of-distribution fairness results in decreased robustness or out-of-distribution
model performance. Therefore, ensuring both the robustness and fairness of hate speech
detection models requires further investigation.

In Chapter 7, we focused on the research question of effective knowledge transfer
from a resource-rich source corpus to a low-resource target corpus amidst domain shift.
For simulating the low-resource scenario, we assumed the availability of a small number
of labeled instances in the target corpus. Since OT can find correspondences between
pairs of source and target instances in a geometrically sound manner and compute the
optimal amount of transfer required, OT was adopted for transferring knowledge in
our task. In particular, we used the framework of joint distribution entropy regularized
unbalanced mini-batch OT (OTu) that (i) aligns the joint distribution of the embedding
and label spaces across domains using the embedding distance loss and label consistency
loss (ii) alleviates undesirable transport cost in the presence of outliers (iii) enables
faster computation of OT distances with entropic regularization. Furthermore, deriving
inspiration from recent work on transfer learning using neighborhood framework, we
incorporated the neighborhood information with this framework of OTu leading to our
proposed approach of OTNN

u . BERT was used as the underlying model. OTNN
u allows

flexible learning of the amount of transfer based simultaneously on the proximity of the
target instances and their neighbors in a sentence embedding space obtained from the
SBERT model, and their corresponding labels. We also experimented with four slightly
different variants of OTNN

u depending on whether or not the neighbors of the target
instances were pre-selected from the source and whether or not an additional cross-
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entropy loss over the source corpus was included. Our cross-corpus experiments involved
hate speech corpora from different platforms.

• We observed that transferring knowledge from a different source corpus to a low-
resource target was generally helpful and substantially improved the performance
on the target corpus.

• OTNN
u achieved significantly improved performance over the vanilla baseline of

sequential transfer in 5 out of 6 cases. Incorporating neighborhood information
helped in improving the performance compared to using OTu without neighborhood
information.

• OTNN
u variants consistently improved the performance when the number of avail-

able labeled target instances was varied. Larger improvements were observed when
the number of labeled target instances was lower.

• The ablation study showed that both label consistency loss and the embedding
distance loss are important for achieving improved performance but the label con-
sistency loss has a higher contribution.

• The qualitative analysis of the representation space learned by OTNN
u demon-

strated that OTNN
u brings the instances, which are both semantically similar and

belong to the same class, closer in the embedding space. This is different from
SBERT representations which can have opposite labels associated with the nearest
neighbors.

Since our framework uses neighborhood information for transferring knowledge, it relies
on the degree of proximity of the neighbors. However, if all of the source and target
instances are very distant semantically, all the nearest neighbors from the source may have
very low cosine similarity to the corresponding target instances. In such scenarios, the
framework may yield limited improvements over the vanilla fine-tuning as the available
neighborhood information would be much weaker. In such cases, the performance would
mainly depend on the label consistency of the neighbors.

8.2 Perspectives

The findings from this thesis open avenues for further interesting directions of research.
Some of our envisioned directions that could potentially enhance the proposed approaches
as well as long-term research directions are listed below.

8.2.1 Short-term

Domain-shared topics to bridge domain gap: As discussed in Chapter 4, topic models
have been used for cross-domain text classification using the unlabeled data from the
target (Xue et al., 2008; Li et al., 2012; Bao et al., 2013; Zhuang et al., 2013; Zhou
et al., 2015; Jing et al., 2018). This is usually done by aligning domain-specific topics
through domain-shared i.e. common topics across domains. However, because of topic
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bias (Wiegand et al., 2018a) caused by corpus-specific correlations, a common topic across
domains might not be a generalizable predictor of abusive language classes. For example,
in the corpus provided by Waseem and Hovy (2016), the topic of women in sports is
spuriously associated with the abusive class (Wiegand et al., 2018a). If a similar topic
is present in a different corpus, comments involving a discussion on sports or on women
may not necessarily be abusive. Therefore, it is likely that even common topics across
the abusive language corpora are associated with opposite labels. Nonetheless, if a small
amount of labeled data from the target is available, the ground truth label information
from the target corpus can be used to find the common topics that are associated with
the same class in both corpora. These common topics can then be used to bridge the
domain gap. This can be done in a similar manner as other works on cross-domain topic
modeling or treating words having higher membership to these topics as pivot words.
These pivots can then be masked and predicted using the other words in the corpora
to learn domain invariant representations following the pivot-based domain adaptation
approaches (Ziser and Reichart, 2017, 2018; Ben-David et al., 2020).

Generalizability in the wild: The domain adaptation approaches D-Ref-I/D-Ref-II (D-
Ref-X) proposed in Chapter 6 aim to adapt a model trained on a source corpus to a single
target corpus. Therefore, they mitigate spurious correlations that help in improving the
domain invariance with respect to a single target. However, cross-corpus adaptation may
not necessarily ensure generalization ‘in the wild’, i.e. the ability of models to generalize
to multiple unseen corpora. One potential way to address this is using a combined set
of instances from more than one out-of-distribution abusive language corpora, to extract
and penalize undesirable corpus-specific correlations and refine the source model using
the D-Ref-X approaches. This could help in capturing other forms of spurious patterns
that might not be captured by a single target corpus. Subsequently, the model can be
evaluated on completely different unseen corpora to assess its generalizability.

Concept Activation Vectors instead of feature attributions: Nejadgholi et al. (2022)
used the Testing Concept Activation Vector (TCAV) (Kim et al., 2018), a model inter-
pretability method, with an abusive language detection model to analyze the influence of
some pre-defined human-friendly concepts on the model prediction. They used concepts
like COVID-19, anti-Asian abuse, etc., and obtained their representations by averaging
the representations of instances from held-out subsets that express these concepts. These
instances were manually annotated for the relevant concepts. Unlike feature attributions
that measure the importance given to input terms for the prediction, TCAV can explain
the sensitivity of a model to different high-level concepts useful for the task. Another
advantage of TCAV is that it is not restricted to the concepts defined on the basis of
the training examples and it can be used for any concept. Besides, it provides global
explanations for models. Therefore, it can be used to replace feature attributions for
extracting spurious corpus-specific correlations and improve the generalizability of an
abusive language detection model. Such concepts can potentially be discovered using
clustering methods, topic models, and other similar approaches. The top words corre-
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sponding to the topics of interest can be used to manually define the concepts present in
the corpus. TCAV scores can then be leveraged for automatically extracting the concepts
that cause spurious correlations in a corpus, e.g. finding associations between a neutral
concept like sports with the abusive class. Moreover, this can be used to examine the
sensitivity of the trained model to a new concept. e.g. abuse against a new target group,
which may not have been seen during training.

Examining fine-grained label space using OTNN
u representations: As discussed in

Chapter 7, the representation space learned using the proposed OTNN
u framework brings

semantically similar instances belonging to the same class closer to one another across
corpora. This characteristic of the OTNN

u representation space could be used to gather
additional knowledge about the fine-grained categories of the unannotated instances dur-
ing evaluation, without a need for re-training. In Chapter 7, we merged the original
fine-grained labels in the corpora to binary labels of ‘hate’ and ‘non-hate’ for maintain-
ing uniformity in the label spaces across corpora. However, the target corpus instances
could be mapped into the original finer categories present in the source corpus (if the
source corpus has fine-grained annotations) through its retrieved nearest neighbors from
the source. This could be particularly useful to identify the kind of hate present in the
unannotated instances. For example, the fine-grained labels of ‘racism’ and ‘sexism’ in
the corpus of Waseem and Hovy (2016) or the different types of hate such as ‘derogation’,
‘threatening language’, ‘dehumanization’, etc. in the corpus of Vidgen et al. (2021c) could
be used to obtain useful inferences about the unannotated instances. This could be done
through a majority voting of the retrieved top k nearest neighbors from the source in
terms of these fine-grained labels. Since the nearest neighbors obtained from the OTNN

u

representations are learned to be both semantically similar and belong to the same class,
the unannotated instances are more likely to include the same fine-grained characteristics
of hate as their annotated neighbors. For example, if the majority of top k neighbors
from the source corpus belong to the class ‘sexism’, it is highly likely that the queried
target also involves a sexist comment. This property of the OTNN

u representation space
can be explored in the future.

Transferring knowledge to low-resource languages: Sarwar et al. (2022) used their
nearest neighborhood framework in cross-lingual settings. Similarly, the OTNN

u frame-
work can be explored for transferring knowledge from resource-rich languages, such as
English, to low-resource languages. This can be done by extracting the cross-lingual
neighbors using multilingual sentence embedding models like LaBSE (Feng et al., 2022)
and their corresponding labels. It would, therefore, be interesting to analyze the impact
of OTNN

u training strategy for knowledge transfer to low-resource languages.

8.2.2 Long-term

In order to build truly robust and generalizable abusive language detection models, future
studies need to explore and address multiple broader challenges with this task in the long
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term. We present some of those emerging research directions below:

Incorporating knowledge from social psychology into computational models: Abu-
sive language, especially hate speech, in most cases is a result of deeper social stereotypes
and biases in human minds. Such stereotypes keep evolving with time due to the ever-
changing world politics and social structure across different cultures. This makes the
detection of subtle expressions of abuse extremely challenging for computational mod-
els. For this, it is important that a broader knowledge about the stereotypes existing in
society be incorporated into the machine-leaning models so that they can identify them.

The psychology literature involves extensive research on stereotypes, social behavior,
and the associated concepts of bias and discrimination (Dovidio et al., 2010). However,
these insights have only been partially leveraged by the computer science community
(Balayn et al., 2021). Recently, Fraser et al. (2021) discussed that a causal theory from
social psychology characterizes stereotypes across two dimensions: warmth and compe-
tency (Fiske et al., 2018). Warmth refers to the characteristics of sociability and morality
(answering questions like ‘are they helpful or harmful to me? ’) and could have positive
(e.g. friendly, trustworthy) or negative (e.g., cold, dishonest) associations. Similarly,
competence refers to agency and ability (answering questions like ‘If they are helpful or
harmful, how capable are they to enact that? ’) and could be attributed positively (e.g.,
confident, intelligent) and negatively (e.g. fearful, stupid). Stereotypes have been found
to be related to different combinations of these dimensions. Fraser et al. (2021) fur-
ther incorporated warmth and competency in semantic embedding spaces and eventually
used them to analyze how anti-stereotypical statements can be automatically generated
to reduce biased thinking. Kennedy et al. (2022) derived definitions from previous works
in sociology and psychology for formulating their annotation procedure while creating a
hate speech corpus.

Therefore, an interesting direction would be incorporating knowledge and insights
from social psychology into the data creation process as well as building more informed
and robust computational models for addressing the dynamic nature of abusive language.
This would be greatly benefited from machine learning and social science researchers
coming together for addressing the task of abusive language detection. Insights from
social psychology could potentially help in building more generalizable abuse detection
models that can capture the abusive intent even when the language, topics, or targets
change.

Contextually informed abuse detection: Most abusive language datasets are a collec-
tion of abusive comments without providing additional contextual information about the
comments, such as the conversational thread, parent comments, and associated media
content like images, videos, etc. However, in certain cases, social media comments can
only be well understood within their conversational context or in the presence of addi-
tional modalities beyond text. We have made a detailed discussion in Chapter 2 about
the role of contextual information in abusive language detection. Comments considered
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abusive in one context may not be considered abusive in another and vice-versa (Vidgen
et al., 2019). However, only a handful of the available datasets provide such contextual
information (Pavlopoulos et al., 2020; Vidgen et al., 2021b). This calls for the creation
of more datasets comprising additional context. Furthermore, when such information
is available, abusive language detection models should be able to make proper use of
this contextual information. Since social media comments are sometimes associated with
media content, models that are capable of using both textual and multi-modal infor-
mation, whenever the latter is available, need to be built. Zhu et al. (2022) studied
the multi-modal detection of abusive memes in a zero-shot setting for identifying un-
seen types of memes. In the future, there should be more exploration of the impact of
contextual awareness through conversational threads, images, or video content on the
generalizability of abusive language detection systems.

Lifelong learning or continual learning: Human beings learn by constructing memories
about previously acquired information and applying that learning to new experiences. On
the other hand, neural networks usually find it difficult to both retain prior knowledge
and adapt to new knowledge (Biesialska et al., 2020; Sodhani et al., 2020). Domain
adaptation approaches, as proposed in this thesis, can help in adapting a model trained
on an older dataset to a new set of comments amidst a distributional shift. However,
model adaptation for a new domain is usually prone to forgetting the learned domains
in the past, a phenomenon referred to as the catastrophic forgetting (McCloskey and
Cohen, 1989; French, 1999) The rapidly changing social media content calls for abusive
language detection models that can continuously learn and accumulate knowledge from
a continuous data stream across time, while also retaining the knowledge acquired in the
past. This ability is called lifelong learning or continual learning (Ring et al., 1994). In
lifelong learning settings, a task is typically referred to as learning on each portion of
the data. The goal is to learn continuously from a sequence of tasks while minimizing
catastrophic forgetting of the knowledge learned from the previous tasks.

Even though there has been a considerable amount of work on lifelong learning for
computer vision, there are limited works for NLP (Greco et al., 2019; Sun et al., 2020;
Biesialska et al., 2020). To the best of our knowledge, there is only one work by Qian
et al. (2021) on lifelong learning in the task of abusive language detection. Qian et al.
(2021) showed that the common lifelong learning methods do not work well for abusive
language as the similarity between different tasks, i.e. portion of the continuous stream
of abusive language data (can also be considered domains), is unstable and compara-
tively low. The abrupt changes in the data make the problem of catastrophic forgetting
in abusive language more severe, which is difficult to address with the existing meth-
ods. Qian et al. (2021) proposed using Variational Representation Learning (VRL) for
distilling knowledge from each task into a latent variational distribution. They further
incorporated a memory module based on Load-Balancing Self-Organizing Incremental
Neural Network (LB-SOINN) (Zhang et al., 2013).

Existing lifelong learning methods, however, usually learn from fully labeled data
available in each domain, which requires substantial annotations in the newly observed
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domains (Rostami, 2021). Thus, it is important to adapt to new domains in the lifelong
learning setting to address the input distributional shifts over time without requiring a
large number of annotations in the new domains. Rostami (2021) proposed lifelong un-
supervised domain adaptation with lifelong learning using only unannotated data in the
new domain and experimented with image datasets. Indeed, lifelong or continual learning
is an interesting research direction for abusive language detection that can potentially
make systems more robust in practical applications.

At the same time, the creation of annotated abusive language datasets with newly
emerging topics for providing updated inputs to lifelong learning systems is itself a chal-
lenge. To address this, human-in-the-loop strategies including active learning can be
employed in parallel with continual learning systems to gather new datasets. Active
learning, as used by Mollas et al. (2022), can ensure the creation of diverse abusive lan-
guage data with less annotation effort required. Other human-in-the-loop dynamic data
generation processes, as adopted by Vidgen et al. (2021c), could also be incorporated to
increase the amount of training data on diverse new topics, targets, and abusive forms.
Such data creation strategies along with lifelong learning can help in building truly robust
abusive language detection systems that can handle the rapid and continuous evolution of
abusive language in online platforms and improve the model performance on new abusive
language forms.

Re-formulation of the abusive language detection task: Finally, since annotating
abusive language is inherently subjective, the abusive language detection task needs
rethinking and reformulation (Sap et al., 2022). This inevitable subjectivity is a major
challenge for building a truly generalizable system that is useful for addressing the social
implications of abusive content. This is because models tend to learn the notion of
abuse based on the limited information and spurious correlations present in the labeled
datasets they are trained on, which restricts their generalizability. Moreover, social
media companies typically provide their content moderators with detailed guidelines or
policies for determining what constitutes abuse and to avoid inconsistencies in the manual
decisions. Since abusive language detection models are not provided with these guidelines
and different datasets use their own definitions for annotations, they are typically unable
to develop a good understanding of what is meant by abuse and thus have limited scope
for performance improvements on new data.

Calabrese et al. (2022) instead reformulated the abusive language detection task with
the idea of ‘policy-aware abuse detection’. This task requires detecting whether a com-
ment violates a certain policy where the policy is incorporated into the model through its
machine-friendly representation. They decomposed a policy, such as ‘Posts containing
dehumanizing comparisons targeted to a group based on their protected characteristics
violate the policy...’, into a collection of intents (e.g. dehumanization) and associated
slots (e.g. target, protected characteristic, and dehumanizing comparison). Their task
entailed that all the slots must be filled in order to judge that a comment violates the
policy and hence should be moderated. This made the abusive language detection system
explainable as one can understand why the model has flagged a comment as abusive based
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on its filled slots. To this end, they re-annotated the dataset provided by Vidgen et al.
(2021c) for intent and slots. Another work by Sap et al. (2020) reformulated the abusive
language detection task by introducing the concept of ‘social bias frames’ to understand
the nuanced implications of abusive language. They introduced a new dataset capturing
multiple information about a comment such as the perceived intention of a comment,
the implied meaning, whether it comprises sexual references, whether it targets a group,
etc. Along similar lines, future research should invest more into rethinking the abusive
language detection paradigm in order to build models that can better understand the
nuances of abusive language and develop a generalizable understanding of abuse.

8.3 Ethical Considerations

This thesis serves as a means to build more robust abusive language detection models
that can make proper use of the existing curated abusive language resources and adapt
well to new resources or social media comments, which have not been well-annotated due
to time and cost constraints. The abusive language resources used for the work are pub-
licly available and cited appropriately, wherein the authors have discussed the sampling
techniques and annotation guidelines in detail. Some of these details are discussed in
Chapter 3. We acknowledge that annotating abusive content can have negative effects
on the mental health of the annotators and, therefore, proper precautionary measures
should be taken by creators of such resources.

The abusive examples presented in the thesis are only intended for research purposes
and for better analysis of the models explored. We have replaced a subset of vowels
in the profane words presented as examples with * wherever possible. The terms ex-
tracted and penalized in this work (Chapter 6) are not meant to be used off-the-shelf,
but the approaches should serve as a starting point for research on model debugging
and building more generalizable abusive language classifiers. Indeed, encountering and
dealing with abusive content is an inevitable part of the research on abusive language
detection. However, we believe that confronting the problem, rather than deliberate
avoidance, would help in addressing it and reduce its negative implications on society.
Alongside, while deploying abusive language classifiers, their potential side effects, such
as censorship (Ullmann and Tomalin, 2020), social biases (Dixon et al., 2018; Sap et al.,
2019), etc. should also be taken into account. Besides, the detection of abusive language
could be accompanied by the promotion of positive and constructive interactions such as
counter-speech (Chung et al., 2019; Qian et al., 2019).

While identifying individual abusive instances in social media can aid manual content
moderators, completely preventing the occurrence and spread of online hate speech is
more challenging. This is because abusive language results from deeper social stereo-
types and coordinated attacks from communities with vested interests. Different abusive
language forms evolve with time on online platforms, resulting from the ever-changing
world politics and social structure. This requires that a broader knowledge about the
stereotypes existing in society be incorporated into the machine-leaning models so that
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they can identify them. This is because it is the presence of such biases and stereotypes
in human minds that facilitate the origin and spread of abuse.



9 Résumé étendu

La croissance phénoménale d’internet au cours des dernières décennies a radicalement
transformé presque tous les aspects de notre vie quotidienne. En particulier, l’avènement
des média sociaux, qui comprennent les blogs, les wikis, les sites de réseaux sociaux, les
sites de partage de vidéos et d’autres plates-formes (Kaplan and Haenlein, 2010; Kane
et al., 2014), a entraîné des changements majeurs dans le mode de communication, car
il est porteur de la promesse fondamentale d’une plus grande facilité d’échange entre
les individus. Les médias sociaux ont fourni des plateformes permettant de s’exprimer
publiquement et d’atteindre potentiellement un large public en publiant des contenus
variés. Les utilisateurs peuvent facilement entrer en contact avec d’autres personnes
partageant les mêmes intérêts sur la base de leur profil personnel et rejoindre des com-
munautés qui leur ressemblent. En effet, les médias sociaux encouragent un engagement
prolongé et productif et offrent une multitude d’avantages.

Cependant, l’expérience vécue sur ces plateformes est parfois gâchée (Papacharissi,
2004; Jurgens et al., 2019). En particulier, les médias sociaux sont devenus un terrain fer-
tile pour des propos abusifs, qui sont une forme de communication antisociale, blessante
et agressive de la part de certains groupes de personnes. Cela a empêché ces plateformes
d’offrir un environnement sûr pour leurs utilisateurs. Les propos abusifs rendent les fils
de commentaires empoisonnés et improductifs, car les insultes échangées dissuadent les
participants qui seraient prêts à contribuer positivement à la conversation. Les discours
de haine, une catégorie de propos abusifs, ciblent particulièrement les minorités (Herring
et al., 2002; DeAngelis, 2009; Waseem and Hovy, 2016; Jurgens et al., 2019) et diffusent
des opinions préconçues et des stéréotypes à leur encontre, marginalisant ainsi davantage
les groupes sous-représentés. Ils peuvent même avoir des conséquences graves, comme un
traumatisme durable (Vidgen et al., 2021a; Hinduja and Patchin, 2019) pour les victimes
et conduire à des incidents violents (Burnap and Williams, 2014; Alnazzawi, 2022).

Ces dernières années, l’accent a été mis sur la réglementation des propos injurieux
pour les plateformes de médias sociaux, en raison de l’application de nouvelles lois dans
différents pays. Cependant, la modération de l’énorme flux de contenu en ligne généré
chaque jour est une tâche énorme. L’examen et la suppression manuels des commentaires
abusifs prennent du temps, sont coûteux et ont également des effets psychologiques né-
fastes sur les modérateurs1, notamment face aux contraintes de temps et à la toxicité de
ces contenus. Cela crée une forte motivation pour la détection automatique de propos
abusifs. Les systèmes de détection automatique peuvent analyser l’énorme volume de
texte et signaler les contenus détectés aux autorités compétentes, ce qui rend le proces-

1https://www.theguardian.com/technology/2019/sep/17/revealed-catastrophic-effects-
working-facebook-moderator
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sus de modération beaucoup plus rapide. Ces systèmes peuvent être développés à l’aide
de techniques du traitement automatique des langue (TAL).

9.1 Motivation

La détection des propos abusifs peut être considérée comme une tâche de classification.
La plupart des modèles d’apprentissage automatique reposent sur l’hypothèse de base
selon laquelle les données utilisées pour l’apprentissage et l’évaluation sont échantillon-
nées à partir de la même distribution de probabilité sous-jacente. Cependant, cette
hypothèse ne se vérifie pas dans de nombreuses applications du monde réel lorsque les
données de test sont issues d’un processus de génération différent de celui des données
d’apprentissage (Daumé III and Marcu, 2006). En particulier, la nature des conversa-
tions dans les médias sociaux est sujette à des changements au fil du temps. Cela conduit
souvent à un changement considérable dans la distribution des données échantillonnées
de différentes manières ou à différentes périodes de temps. Le caractère spontané de ces
discours en ligne aboutit fréquemment à la création de nouveaux termes. En outre, Eisen-
stein et al. (2010, 2014) ont remarqué que les formes écrites du langage utilisé dans les
médias sociaux varient en fonction de facteurs tels que le contexte social et géographique
de l’intervenant. Une autre dimension est l’évolution rapide des sujets dans le temps,
causée par les événements sociopolitiques en constante évolution à travers le monde (Flo-
rio et al., 2020; Saha and Sindhwani, 2012). Les propos abusifs, en particulier, sont très
sensibles à cette dynamique, car les utilisateurs réagissent souvent impulsivement aux
nouvelles de dernière minute et à d’autres événements qui déclenchent des explosions
soudaines de contenu abusif. Pour des raisons similaires, les propos abusifs sont sou-
vent dirigés contre différentes communautés ou individus à différentes périodes. Par
conséquent, la plupart des corpus de propos abusifs échantillonnés dans un certain laps
de temps présentent un vocabulaire limité en ce qui concerne la diversité de l’utilisation
de la langue, les sujets, les cibles, etc. Par exemple, un corpus de propos abusifs qui ne
comporte que des termes misogynes peut ne pas être suffisant pour détecter des contenus
xénophobes.

De plus, les corpus de propos abusifs eux-mêmes comportent différents biais, princi-
palement dus à la stratégie d’échantillonnage utilisée pour leur création (Wiegand et al.,
2019). Certains biais spécifiques au corpus se produisent généralement en raison de
l’utilisation de certains mots-clés servant à échantillonner le contenu abusif, ce qui en-
traîne une représentation disproportionnée de certains termes dans le corpus. Par exem-
ple, Wiegand et al. (2018a) a signalé qu’une telle stratégie d’échantillonnage a entraîné
des biais spécifiques concernant les thèmes ou les styles des utilisateurs dans un corpus
populaire fourni par Waseem and Hovy (2016).Les classificateurs appris sur de tels corpus
sont susceptibles de capturer ces biais plutôt que d’apprendre le concept généralisable
d’abus.

En TAL, le terme domaine fait généralement référence à un type de corpus cohérent,
en ce qui concerne le sujet, le genre, le style, le registre linguistique, etc. (Plank, 2011;
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Ramponi and Plank, 2020). Étant donné que les différents corpus de propos abusifs sont
échantillonnés à partir de différentes distributions sous-jacentes, les termes ‘corpus’ et
‘domaine’ peuvent être utilisés de manière interchangeable. Par conséquent, ces facteurs
entraînent un glissement de domaine à travers ces corpus. Afin d’évaluer la manière
dont les classificateurs de propos abusifs se généralisent à de nouvelles données, il est
recommandé d’analyser leurs performances inter-corpus ou inter-domaine, c’est-à-dire
entrainés sur un corpus et évalués sur un autre (Wiegand et al., 2018a; Karan and Šnajder,
2018).

Cependant, en raison des variations précédemment mentionnées des propos abusifs,
il est difficile de développer un corpus qui soit robuste à de nouveaux cas d’abus. Les
systèmes de détection de propos abusifs appris sur d’anciens corpus fonctionnent parfois
mal sur des commentaires récents, ce qui réduit leur intérêt pratique. Récemment, de
nombreux travaux ont montré que les classificateurs de propos abusifs obtiennent de
bons résultats sur leurs ensembles de test respectifs mais leurs performances se dégradent
considérablement lorsqu’ils sont évalués sur des données provenant de corpus différents
(Karan and Šnajder, 2018; Swamy et al., 2019; Wiegand et al., 2019; Yin and Zubiaga,
2021). En outre, l’annotation de nouveaux corpus contenant des propos abusifs nécessite
beaucoup d’efforts, d’argent et du temps, et a également un effet psychologique négatif
sur les annotateurs (Schmidt and Wiegand, 2017; Poletto et al., 2019). Par conséquent,
il peut être souhaitable de transférer les connaissances des corpus étiquetés existants
de la meilleure façon possible lors de la construction d’un nouveau modèle. Le but
de cette thèse est de définir des stratégies qui permettent de transférer efficacement
les connaissances pour minimiser l’effet négatif du changement de domaine ainsi que
de réduire l’effort d’annotation nécessaire pour atteindre des niveaux de performance
satisfaisants pour un nouveau domaine.

L’apprentissage par transfert est un concept utilisé dans l’apprentissage automatique
où les connaissances acquises précédemment pour un domaine ou une tâche sont ap-
pliquées pour résoudre un problème concernant un domaine ou une tâche différente mais
connexe(Pan and Yang, 2009; Ruder et al., 2019; Mozafari et al., 2020). DDans notre
application, puisque la tâche reste la même mais que le domaine change, nous cherchons
soit à construire des modèles généralisables sans utiliser les données du nouveau do-
maine, soit à adapter nos modèles à un nouveau domaine lorsque certaines données de
ce domaine sont disponibles. Ce dernier scénario, appelé adaptation au domaine, est une
catégorie particulière de l’apprentissage par transfert, appelée apprentissage par transfert
transductif. (Pan and Yang, 2009). Contrairement à l’apprentissage par transfert induc-
tif, où les tâches source et cible diffèrent, dans l’apprentissage par transfert transductif,
les tâches source et cible restent inchangées, tandis que les domaines source et cible sont
différents en termes de leurs distributions de probabilité sous-jacentes. Dans cette thèse,
nous nous sommes concentrés sur le problème du transfert de domaine et avons proposé
des stratégies pour transférer les connaissances d’une manière plus robuste de sorte que
l’effort d’annotation de ce nouveau corpus puisse être minimisé.
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9.2 Modèles Thématiques pour L’analyse de la
Généralisabilité

Dans le Chapitre 4, nous avons analysé l’impact des représentations du modèle thé-
matique sur la généralisabilité des classificateurs de propos abusifs, sans avoir accès au
corpus cible pendant l’apprentissage. Nous avons obtenu les distributions thématiques
des commentaires à l’aide du modèle TDLM (Topically Driven Language Model) basé
sur un réseau neuronal et nous avons combiné ces représentations avec les représentations
contextualisées obtenues à partir du modèle HateBERT ajusté (finetuned) sur le corpus
source. Nous avons également cherché à savoir si l’association des commentaires non vus
d’un nouveau corpus avec les thèmes présents dans le corpus source peut apporter des
connaissances supplémentaires pour la détection des propos abusifs.

• Nos expériences ont mis en évidence le problème de la généralisation de la détection
des propos abusifs : les performances inter-corpus sont nettement plus faibles que
celles intra-corpus.

• Nous avons observé que les représentations des thèmes à elles-seules n’étaient pas
suffisantes pour la détection des propos abusifs car elles ont tendance à ne pas pren-
dre en compte le contexte complet des commentaires. Néanmoins, la combinaison
de ces représentations avec celles de HateBERT a permis une légère amélioration
des performances inter-corpus.

• Notre analyse a montré que certains commentaires du corpus cible, mal classés en
utilisant uniquement HateBERT, avaient des relations avec certains sujets impor-
tants présents dans les commentaires abusifs du corpus source. C’est une raison
possible pour laquelle ils ont été correctement classés en incorporant les informa-
tions du modèle thématique..

• Globalement, nos expériences et nos analyses ont montré que les représentations
thématiques fournissent des informations complémentaires à la représentation con-
textuelle, améliorant ainsi la généralisation des classificateurs.

9.3 Adaptation Non Supervisée du Domaine

Dans le Chapitre 5, nous avons étudié le problème de l’adaptation des classificateurs
appris sur un corpus source à un corpus cible, en supposant la disponibilité d’instances
non étiquetées du corpus cible. Nous avons étudié les performances de certaines ap-
proches populaires basées sur la méthode des mots pivots et la méthode des réseaux
antagonistes (adversarial networks) pour l’adaptation non supervisée au domaine dans
une tâche connexe de classification des sentiments pour la détection des propos abusifs.
Nous les avons comparées à l’adaptation du modèle HateBERT pré-entraîné sur le corpus
cible en utilisant l’objectif MLM (masked language model) suivi d’un ajustement sur le
corpus source.

• Pour notre tâche, nos expériences ont montré les performances sous-optimales des
approches d’adaptation de domaine basées sur les pivots et antagonistes. Elles
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ont montré des performances médiocres, même lorsqu’on les compare au classique
ajustement de HateBERT sur le corpus source sans adaptation.

• Notre analyse a révélé que les critères de sélection des mots pivots utilisés ont permis
d’extraire des pivots qui ne correspondent pas aux mêmes classes dans les corpus
source et cible; seulement 18.8 % des pivots avaient un comportement similaire
dans les corpus source et cible dans le cas le pire cas et 51.4 % dans le cas le plus
favorable. Cela indique la difficulté d’obtenir des caractéristiques partagées basées
sur les n-grammes qui conservent une signification et un comportement similaires
dans différents contextes dans la tâche complexe de détection des propos abusifs.

• Les graphiques issus de l’analyse en composantes principales des espaces de représen-
tation obtenus par les approches antagonistes ont montré que la séparation des
classes apprises dans le corpus source ne coïncide pas suffisamment bien avec la
séparation dans le corpus cible dans la plupart des cas.

• L’adaptation MLM du modèle HateBERT sur le corpus cible a amélioré les perfor-
mances inter-corpus par rapport au modèle sans adaptation, ce qui indique qu’une
telle adaptation permet d’incorporer les variations linguistiques du corpus cible.

• Notre analyse a apporté un éclairage important sur l’applicabilité des approches
existantes d’adaptation au domaine et a mis en évidence la nécessité de construire
des méthodes d’adaptation spécifiquement adaptées pour relever les défis de la
détection des propos abusifs.

9.4 Explications du Modèle pour la Pénalisation des
Corrélations Fallacieuses

Le Chapitre 6 aborde le problème des corrélations fallacieuses spécifiques à un corpus qui
nuisent aux performances inter-corpus. Dans ce chapitre, nous nous sommes concentrés
sur la détection des discours de haine, en considérant ces derniers comme une sous-
catégorie de propos abusifs. Nous avons proposé deux approches d’adaptation au domaine
qui effectuent un raffinement dynamique, à savoir D-Ref-I et D-Ref-II, qui utilisent des
méthodes d’attribution de caractéristiques pour extraire automatiquement et pénaliser
les termes spécifiques à la source qui limitent l’invariance du domaine. D-Ref-I utilise
les erreurs de classification sur un petit ensemble d’instances étiquetées du corpus cible
et les termes qui obtiennent la plus grande attribution pour les étiquettes de haine et de
non-haine dans le corpus source sont extraits. D’autre part, D-Ref-II utilise les instances
non étiquetées de la cible et effectue une classification de domaine pour extraire les
termes qui ont aidé à obtenir une bonne identification dans le corpus source. Cette
méthode pénalise ensuite le sous-ensemble de ces termes qui sont fortement attribués
aux étiquettes obtenues sur le corpus source. Pour nos expériences, nous avons utilisé
les méthodes d’attribution de caractéristiques suivantes: Integrated Gradients, Scaled
Attention et DeepLIFT. Les deux approches proposées procèdent à l’extraction de termes
et à la pénalisation de leurs scores d’attribution de manière dynamique à chaque époque,
tout en ajustant le modèle BERT sur le corpus source.
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• Nous avons obtenu des améliorations significatives et cohérentes des performances
inter-corpus avec les deux approches par rapport à des approches de la littérature
(baselines).

• Lorsque le modèle BERT pré-entraîné est d’abord adapté aux instances non éti-
quetées du corpus cible à l’aide de l’objectif MLM, puis affiné sur le corpus source
avec nos approches, les performances se sont encore améliorées. La meilleure per-
formance globale et des améliorations consistantes ont été obtenues en utilisant
DeepLIFT qui a donné un score macro F1 de ≥ 60.5 % par rapport au macro F1
de 58.1 % obtenu avec une méthode baseline d’adaptation MLM sur la cible.

• L’analyse qualitative de certaines instances du corpus cible a montré l’effet des
approches proposées dans le changement des attributions en faveur de termes plus
pertinents. Elle a indiqué que la pénalisation permet au modèle d’apprendre à
partir d’un contexte plus large et invariant au domaine.

• Les deux approches ont extrait différents types de termes. D-Ref-I a extrait des
termes qui étaient présents à la fois dans les corpus source et cible, mais qui étaient
corrélés aux classes dans la cible d’une manière différente de celle de la source, ce
qui a entraîné des erreurs de classification dans la cible. En revanche, D-Ref-II ex-
trayait typiquement des termes qui étaient présents de manière plus prédominante
uniquement dans le corpus source et non dans la cible en raison de l’étape de clas-
sification de domaine, et qui ont également contribué à la prédiction des étiquettes
de la source.

9.5 Transport Optimal en Fonction du Voisinage

Dans le Chapitre 7, nous nous sommes concentrés sur la question de recherche du trans-
fert efficace des connaissances d’un grand corpus vers un corpus de taille limité dans
un contexte de changement de domaine. Pour simuler un scénario à faibles ressources,
nous avons supposé la disponibilité d’un petit nombre d’instances étiquetées dans le
corpus cible. Puisque le transport optimal (OT optimal transport) peut trouver des cor-
respondances entre des paires d’instances source et cible d’une manière géométriquement
adéquate et calculer la quantité optimale de transfert requise, nous avons adopté l’OT
pour le transfert de connaissances. En particulier, nous avons utilisé le cadre de l’OT à
mini-lots, non équilibrés et régularisés par l’entropie de la distribution conjointe (OTu)
qui

(i) aligne la distribution conjointe des espaces d’embeddings et d’étiquetage en utilisant
la distance entre les embeddings et la perte de cohérence d’étiquetage;

(ii) élimine le coût de transport indésirable en présence de valeurs aberrantes;
(iii) permet un calcul plus rapide des distances OT avec la régularisation de l’entropie.

En outre, en nous inspirant des travaux récents sur l’apprentissage par transfert utilisant
le voisinage, nous avons incorporé les informations de voisinage au formalisme OTu, ce
qui a conduit à l’approche proposée de OTNN

u . Nous avons utilisé BERT comme modèle
sous-jacent. Notre approche a permis un apprentissage flexible de la quantité de trans-
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fert, basé simultanément sur la proximité des instances cibles et de leurs voisins dans
l’espace d’embeddings obtenu à partir du modèle SBERT et de leurs étiquettes corre-
spondantes. Nous avons également expérimenté quatre variantes légèrement différentes
de OTNN

u selon que nous présélectionnions ou non les voisins des instances cibles dans la
source et que nous incluions, ou pas, une perte d’entropie croisée supplémentaire sur le
corpus source. Nos expériences inter-corpus ont porté sur des corpus de discours haineux
provenant de différentes plateformes.

• Nous avons observé que le transfert de connaissances d’un corpus source vers une
cible à faibles ressources était généralement utile et améliorait les performances sur
le corpus cible.

• OTNN
u a permis d’améliorer significativement les performances par rapport à la

méthode baseline dans 5 cas sur 6. L’incorporation d’informations de voisinage a
permis d’améliorer les performances par rapport à l’utilisation d’OTu sans infor-
mations de voisinage.

• Les variantes de OTNN
u ont constamment amélioré les performances lorsque le

nombre d’instances cibles étiquetées disponibles variait. Des améliorations plus
importantes ont été observées lorsque le nombre d’instances de cibles étiquetées
était plus faible.

• Les études d’ablation ont montré que les fonctions objectifs concernant la cohérence
des étiquettes et la distance d’embeddings étaient toutes deux importantes pour
l’obtention de meilleures performances, mais que la perte de cohérence des éti-
quettes avait une contribution plus importante.

• L’analyse qualitative de l’espace de représentation appris par OTNN
u a montré que

OTNN
u rapproche les instances qui sont à la fois sémantiquement similaires et qui

appartiennent à la même classe dans l’espace d’embedding. Ceci est différent des
représentations SBERT qui peuvent avoir des étiquettes différentes associées à des
plus proches voisins.

Notre étude et les stratégies proposées apportent des contributions importantes pour
mieux comprendre et traiter le problème crucial de l’apprentissage par transfert dans la
détection des propos abusifs.
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