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Résumé

Des progrès considérables ont eu lieu ces dernières années concernant la modélisation
de la dynamique à grande échelle des systèmes quantiques à N corps en une dimen-
sion, quand ceux-ci sont intégrables ou presque intégrables, grâce au développement de
l’hydrodynamique généralisée. En particulier, la théorie de l’hydrodynamique généralisée
fournit un outil efficace pour la modélisation des expériences sur les gaz de Bose quantiques
unidimensionnels. Dans cette thèse d’habilitation je décris les principaux résultats que j’ai
obtenus avec mes co-auteurs, à la fois sur les développements de la théorie et sur son
application aux expériences d’atomes froids. Je discute également nos tentatives récentes
d’incorporer les effets des fluctuations quantiques dans les gaz quantiques hors équilibre
dans ce cadre théorique.
Je présente également quelques résultats sur d’autres sujets en physique quantique à N corps
en basse dimension. Ceux-ci incluent quelques résultats fondamentaux sur l’“intrication
d’opérateurs”, un indicateur de la complexité des opérateurs quantiques et de leur ap-
proximabilité par des “Matrix Product Operators” dans les systèmes quantiques en une
dimension, ainsi que des résultats sur les phases topologiques chirales en deux dimensions
(par exemple les états d’effet Hall, les isolants de Chern ou les superfluides p+ip) du point
de vue de leurs propriétés d’intrication.

Abstract

Considerable progress has taken place in recent years in modeling the large-scale dynam-
ics of one-dimensional quantum many-body systems that are integrable or nearly inte-
grable, thanks to the advent of Generalized Hydrodynamics. In particular, Generalized
Hydrodynamics provides a computationally efficient tool for simulating experiments on
one-dimensional Bose gases. In this habilitation thesis I review the main results I ob-
tained with my co-authors, both on theory developments and on the application to cold
atom experiments. I also discuss our recent attempts at describing the effects of quantum
fluctuations of out-of-equilibrium quantum gases within that framework.
I also present a few results on other topics in low-dimensional quantum many-body physics.
These include basic results on ‘operator entanglement’, an indicator of the complexity of
quantum operators and of their approximability by Matrix Product Operators in one-
dimensional quantum systems, as well as results on two-dimensional chiral topological
phases (e.g. quantum Hall states, Chern bands, or p+ip superfluids) from the point of
view of their entanglement properties.
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Scope and organization of this manuscript

This manuscript gives a brief overview of some research directions I have investigated since
I obtained my PhD in 2010. It is organized in three main parts.

Part I focuses on the dynamics of the one-dimensional Bose gas, from the perspective
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of Generalized Hydrodynamics. It represents my main research activity over the period
2016-2022. The first two chapters of that Part are largely based on a recent review article
I co-authored with Isabelle Bouchoule (Bouchoule and Dubail, 2022). I have used selected
sections of that review article, which I have reorganized and made more concise. These two
chapters provide an introduction to the Lieb-Liniger gas and to its description in terms
of Generalized Hydrodynamics. The third chapter of that part is independent from the
review article; it discusses developments about the description of quantum fluctuations.

In Part II, I briefly present some results I obtained on two other topics. In the first
chapter, I discuss the operator entanglement of quantum operators in spin chains and its
implications for their approximability by Matrix Product Operators. This is a research
topic I have been investigating since 2016. In the second chapter of that Part, I discuss
some older results on entanglement in chiral topological phases, which I obtained over the
period 2010-2015, when I was a postdoc with Nick Read and in the following years.

In Part III, I discuss some research perspectives for the next few years.

The Appendices contain reproductions of my main publications, as well as my scientific
curriculum.

4



Contents

I Large-scale descriptions of the 1D Bose gas 7

1 The 1D Bose gas: from the exact solution by Bethe Ansatz to Generalized
Hydrodynamics 14
1.1 The Lieb-Liniger model and the rapidities . . . . . . . . . . . . . . . . . . . 14
1.2 Conserved charges and currents . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.3 Thermodynamic limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.4 Generalized Hydrodynamics equations for the 1D Bose gas . . . . . . . . . . 30

2 Generalized Hydrodynamics in the 1D Bose gas: specific setups and
experiments 33
2.1 Modeling the quantum Newton Cradle . . . . . . . . . . . . . . . . . . . . . 33
2.2 Brief overview of other theory results in the 1D Bose . . . . . . . . . . . . . 36
2.3 Experimental tests of Generalized Hydrodynamics . . . . . . . . . . . . . . 42

3 Quantum fluctuations 50
3.1 Ground state quantum fluctuations from the effective field theory viewpoint 50
3.2 Zero-entropy GHD, and the sound wave equation . . . . . . . . . . . . . . . 58
3.3 ‘Quantum’ GHD: some results . . . . . . . . . . . . . . . . . . . . . . . . . . 63

II Other selected results in low-dimensional quantummany-body physics
68

4 Results on Operator Entanglement 69
4.1 The entanglement barrier . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Growth of Operator Entanglement of local operators evolving in Heisenberg

picture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Operator Entanglement of a density matrix under dissipative evolution . . . 78

5 Results on 2D chiral topological phases 81
5.1 Entanglement spectra and (perturbed) conformal field theory . . . . . . . . 82

5



5.2 No-Go theorem for chiral tensor networks . . . . . . . . . . . . . . . . . . . 84

III Perspectives 87
6.1 Momentum distribution of the 1D Bose gas from ‘quantum GHD’ . . . . . . 89
6.2 Weak integrability breaking . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.3 Dynamics of spins in a cavity . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.4 Tensor Network methods exploiting the specific features of nearly integrable

dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

Bibliography 94

IV Appendices 115

A Reproduction of selected publications 116
A.1 Main publications on Generalized Hydrodynamics . . . . . . . . . . . . . . 116
A.2 Main publications on quantum fluctuations of 1D gases . . . . . . . . . . . 116
A.3 Main publications on Operator Entanglement . . . . . . . . . . . . . . . . . 117
A.4 Main publications on chiral topological phases . . . . . . . . . . . . . . . . . 117

B Curriculum, list of publications and of communications 118

6



Part I

Large-scale descriptions of the 1D
Bose gas
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This first Part of my manuscript is the longest and most detailed one, as it reflects
my main research topic from 2016 to 2022. I give a detailed introduction to results I have
obtained on Generalized Hydrodynamics in the 1D Bose gas, as well as on its quantum
fluctuations. Some other research topics I have explored over the past decade are presented
more succinctly in Part II.

The text of this Part, including its introduction, Chapter 1 and Chapter 2, are largely
based on a review article I co-authored with Isabelle Bouchoule very recently (Bouchoule
and Dubail, 2022). I have used selected parts of that review article —these parts were
all written by myself and not by Isabelle—, which I have reorganized and shortened here.
Chapter 3 is independent from the review article and is based on unpublished notes.

Introduction: What is Generalized Hydrodynamics?

Physical systems of many identical particles behave very differently depending on the
distance and time scales at which they are probed. In a very dilute gas, on time scales not
larger than the typical time between collisions, the particles are essentially non-interacting.
Then two clouds of fluid can collide and simply pass through each other; one example of
such phenomenon, familiar from astrophysics, is the one of clouds of stars in colliding
galaxies. In contrast, on time scales much longer than the collision time, particles typically
undergo a very large number of collisions, so that the fluid has time to locally relax to
an equilibrium state. This local relaxation gives rise to hydrodynamic behavior, which is
typically much more complex, non-linear, than simple free propagation. For example, one
can think of two droplets of water that collide: those will not simply pass through each
other. More likely their motion will be more complex, for instance they will coalesce.

Fluid dynamics at short times is captured by an evolution equation for the phase-
space density of particles ρ(x, p, t) which takes the form of a free transport equation, or
collisionless Boltzmann equation. Typically,

∂

∂t
ρ(x, p, t) + v(p)

∂

∂x
ρ(x, p, t) − ∂V (x)

∂x

∂

∂p
ρ(x, p, t) = 0. (1)

Here we write the equation in one spatial dimension; the extension to higher dimensions is
straightforward. In Eq. (1), v(p) is usually the group velocity ∂ε(p)/∂p of a particle with
momentum p and kinetic energy ε(p), and V (x) is an external potential. Eq. (1) is obtained,
for instance, for N classical particles described by the non-interacting Hamiltonian H =∑N

j=1[ε(pj)+V (xj)]. Then the evolution of the phase-space density ρ(x, p, t) =
∑N

j=1 δ(x−
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xj(t))δ(p − pj(t)) follows from the evaluation of the Poisson bracket ∂ρ/∂t = {H, ρ}.
Equations similar to Eq. (1) appear in the description of fluids made of both classical
particles and quantum particles; we come back to this below.

On time scales much longer than the relaxation time, equation (1) is superseded by
a system of hydrodynamic equations. At that scale, the fluid is locally relaxed to an
equilibrium state at any time. Local equilibrium states are parametrized by the conserved
quantities in the system, whose time evolution is given by continuity equations. A good
example is the one of a Galilean fluid with conserved particle number, conserved momentum
and conserved energy. Then a coarse-grained hydrodynamic description, valid at large
distance and time scales, is obtained by writing three continuity equations for the mass
density qM , the momentum density qP , and the energy density qE ,

∂
∂tqM (x, t) + ∂

∂xjM (x, t) = 0
∂
∂tqP (x, t) + ∂

∂xjP (x, t) = − 1
m

∂V (x)
∂x qM (x, t)

∂
∂tqE(x, t) + ∂

∂xjE(x, t) = 0,

(2)

where jM , jP and jE are the three associated currents. Here the second line is not quite a
continuity equation, unless ∂V/∂x = 0. This is simply because momentum is not conserved
in the presence of an external force: the right hand side in this evolution equation for qP
is given by Newton second law.

Because of local equilibration, the currents depend on x and t only through their de-
pendence on the charge densities. In general, a current j is a function of all charge densities
q and of their spatial derivatives ∂xq, ∂

2
xq, etc. However, for density variations of very long

wavelengths, the dependence on the derivatives can be neglected, and jM , jP and jE are
functions of qM , qP and qE only. The zeroth-order hydrodynamic equations obtained in
this way are usually called ‘Euler scale’ hydrodynamics or ‘the Euler hydrodynamic limit’.
At the Euler scale, the three continuity equations above reduce to the standard Euler
equations for a Galilean fluid,

∂
∂tn+ ∂

∂x(nu) = 0
∂
∂tu+ u ∂

∂xu+ 1
mn∂xP = − 1

m
∂V
∂x

∂
∂te+ u ∂

∂xe+ 1
nP∂xu = 0.

(3)

Here m is the particles’ mass, n = qM/m is the particle density, u = qP /qM is the mean
fluid velocity, and e = (qE − q2P /(2qM ) − nV (x))/n is the internal energy per particle. To
go from the conservation equations (2) to the system (3), one uses the fact that jM = qP
because of Galilean invariance. Moreover, at the Euler scale, jP = q2P /qM + P and jE =
(qE + P)qP /qM , where P = P(n, e) is the equilibrium pressure.

To close the system of equations (3), one needs to know the equilibrium pressure P(n, e),
which is a function of n and e that depends on the microscopic details of the system. In
some simple models such as the ideal gas, a simple analytic expression for the pressure
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is available, but usually there is none. For the one-dimensional Bose gas with contact
repulsion, which is at the center of this review article, P(n, e) can be tabulated numerically.

To conclude this brief discussion of hydrodynamic equations, we mention that it is of
course possible to go ‘beyond the Euler scale’, and to do first-order hydrodynamics by
keeping the dependence of the currents on gradients of charge densities. This results in
Navier-Stokes-like hydrodynamic equations, which include dissipative terms. In this review
article we mostly focus on Euler scale (zeroth order) hydrodynamics.

‘Generalized Hydrodynamics’ is about the peculiar fluid-like behavior that emerges in
1D classical and quantum integrable systems. It is peculiar in the sense that it is simulta-
neously of the form (2,3) and of the form (1), on time scales much longer than the inverse
collision rate. This behavior has become known as ‘Generalized Hydrodynamics’ or ‘GHD’
since 2016 (Castro-Alvaredo et al., 2016; Bertini et al., 2016). Here the word ‘Generalized’
is used in the same way as it is in ‘Generalized Gibbs Ensemble’ (Rigol et al., 2007, 2008):
it designates the extension of a concept (‘Gibbs Ensemble’ or ‘Hydrodynamics’) from the
case with a small, finite, number of conserved quantities to the case with infinitely many
of them.

To illustrate the emergence of ‘Generalized Hydrodynamics’ in a system with infinitely
many conserved quantities, it is instructive to think about N identical billiard balls of
diameter |∆| whose motion is restricted to a one-dimensional line, see Fig. 1. Here we take
∆ < 0. [This funny convention ensures that the hydrodynamic equations for the hard core
gas (4) are almost the same as the ones for the Lieb-Liniger gas, see Eq. (1.55). ∆ is positive
in the repulsive one-dimensional Bose gas, see Subsection 1.1.1.] This model for a classical
one-dimensional gas is known as the ‘hard rod gas’ in the statistical physics literature, see
e.g. (Percus, 1976; Lebowitz and Percus, 1967; Aizenman et al., 1975; Boldrighini et al.,
1983; Spohn, 2012; Boldrighini and Suhov, 1997; Doyon and Spohn, 2017b; Cao et al.,
2018). The balls are at position xj and move at velocity vj , j = 1, . . . , N . When two balls
collide elastically, they exchange their velocities, so the set of velocities is conserved at
any time. Thus, this many-particle system has infinitely many conserved quantities that
are independent in the thermodynamic limit N → ∞. Indeed, for any function f of the
velocity, the charge Q[f ] :=

∑N
j=1 f(vj) is conserved.

One can introduce a coarse-grained phase-space density of balls ρ(x, v) =
∑N

j=1 δℓ(x−
xj)δσ(v − vj), where δℓ and δσ are smooth distributions with weight one peaked around
the origin, for instance two Gaussians of width ℓ and σ. When ℓ and σ are large enough so
that the phase space volume [x, x+ ℓ]× [v, v+σ] contains a very large number of balls, but
small enough so that the density stays constant through the volume, the coarse-grained
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Figure 1: [From the review article (Bouchoule and Dubail, 2022)] The simplest system that
exhibits ‘Generalized Hydrodynamics’ is arguably the classical hard rod gas, i.e. identical
billiard balls whose motion is restricted to a line. Left: the balls collide elastically and
exchange their velocities. One can re-index the balls after each collision so that the ‘bare’
velocity vj is constant (here the red ball is the one with velocity v2 at any time). Right: at
large distance and time scales, the effective velocity of the red ball veff (red trajectory) is
different from its ‘bare’ velocity v (orange trajectory). The ‘Generalized Hydrodynamics’
description of the hard rod gas (4) is an Euler hydrodynamic limit where the interactions
between the particles enter through the effective velocity.

density evolves according to the two equations
∂tρ(x, v, t) + ∂x

(
veff [ρ](v) ρ(x, v, t)

)
− 1

m

∂V (x)

∂x
∂vρ(x, v, t) = 0,

veff [ρ](v) = v − ∆

∫ ∞

−∞

(
veff [ρ](v) − veff [ρ](w)

)
ρ(w)dw,

(4)

where we have included an external potential V (x). These are the Generalized Hydrody-
namics equations for the hard rod gas, initially derived by Percus (1976), and proved by
Boldrighini et al. (1983) for V (x) = 0. The inclusion of the trapping potential, and its
breaking of the conservation laws, was investigated more recently by Cao et al. (2018).

The first equation (4) is similar to the transport equation (1), although two important
differences need to be stressed. The first difference lies in the range of applicability of
Eq. (4): it is a coarse-grained description of the hard rod gas based on local relaxation,
which is valid only at the Euler scale. The free transport equation (1), on the other hand,
does not rely on hydrodynamic assumptions. The second difference is that, instead of the
single-particle group velocity, Eq. (4) involves an ‘effective velocity’. That effective velocity
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is a functional of the density ρ(v) at a given position x and time t, defined by the second
equation (4). It has a simple interpretation, see Fig. 1. At each collision, the labels of the
colliding balls can be switched, so that each velocity vj stays constant, but the position xj
changes instantaneously by ±|∆| (the diameter of the balls). For a finite density of balls,
these jumps result in a modification of the propagation velocity of the ball with velocity
vj through the gas, vj → veff [ρ](vj).

The Generalized Hydrodynamics equations (4) are also analogous to the Euler hy-
drodynamic equations (2)-(3), but for infinitely many charges. All the charges are con-
served in the absence of an external potential (V (x) = 0), while for V (x) ̸= 0 only the
conservation of mass and energy are expected to survive, generically. To see this, con-
sider the aforementioned charges Q[f ] =

∑N
j=1 f(vj), and their associated charge densities

q[f ](x, t) =
∫∞
−∞ f(v)ρ(x, v, t)dv. Those charge densities evolve according to

∂

∂t
q[f ](x, t) +

∂

∂x
j[f ](x, t) = − 1

m

∂V (x)

∂x

∫ ∞

−∞
f ′(v)ρ(x, v, t)dv,

with j[f ](x, t) = veff [ρ](v)q[f ](x, t).
(5)

When V (x) = 0, the first equation is a continuity equation that expresses the conservation
of Q[f ]. The second line gives the expectation value of the current as a function of the
charge densities under the hydrodynamic assumptions.

Thus, as claimed above, Generalized Hydrodynamics captures a peculiar fluid-like be-
havior which resembles both a fluid obeying the free transport equation (1), and one
obeying the Euler hydrodynamic equations (2,3).

Remarkably, the Generalized Hydrodynamics equations (4) have reappeared in 2016, in
the context of quantum integrable one-dimensional systems (Castro-Alvaredo et al., 2016;
Bertini et al., 2016). In the decade that preceded this 2016 breakthrough, tremendous
progress had been made on out-of-equilibrium quantum dynamics, largely driven by ad-
vances in cold atom experiments. To name but one example, the 2006 Quantum Newton
Cradle experiment of Kinoshita et al. (2006), where two one-dimensional clouds of interact-
ing atoms in a harmonic potential V (x) undergo thousands of collisions, seemingly escaping
convergence towards thermal equilibrium, had become an important source of inspiration
and a challenge for quantum many-body theorists. Many important conceptual advances
on the thermalization (or absence thereof) of isolated quantum systems, in particular the
developments around the notion of Generalized Gibbs Ensemble, occurred between 2006
and 2016. Yet, a quantitatively reliable modeling of the Quantum Newton Cradle setup,
with experimentally realistic parameters, had remained completely out of reach. As usual
with quantum many-body systems, the exponential growth of the Hilbert space with the
number of atoms N seemingly prevented direct numerical simulations of the dynamics.

The 2016 breakthrough of Generalized Hydrodynamics has completely changed this
state of affairs. Realizing that the dynamics of one-dimensional ultracold quantum gases
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in experiments such as the Quantum Newton Cradle is captured by Generalized Hydrody-
namics equations of the form (4) has ushered in a new era for their theory description.
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Chapter 1

The 1D Bose gas: from the exact
solution by Bethe Ansatz to
Generalized Hydrodynamics

1.1 The Lieb-Liniger model and the rapidities

In the absence of an external potential, the Hamiltonian of one-dimensional bosons with
delta repulsion is, in second quantized form,

H =

∫
Ψ†(x)

[
−ℏ2∂2x

2m
− µ+

g

2
Ψ†(x)Ψ(x)

]
Ψ(x) dx. (1.1)

Here Ψ†(x) and Ψ(x) are the boson creation/annihilation operators that satisfy the canon-
ical commutation relations

[
Ψ(x),Ψ†(x′)

]
= δ(x− x′), m is the mass of the bosons, g > 0

is the 1D repulsion strength, and µ is the chemical potential. The total number of particles
in the system is N =

∫ 〈
Ψ†(x)Ψ(x)

〉
dx. In the literature, it is customary to define the

parameter c = mg/ℏ2, homogeneous to an inverse length. In a box of length L, the ratio
of c to the particle density n = N/L gives the dimensionless repulsion strength, or Lieb
parameter,

γ =
c

n
=
mg

ℏ2n
. (1.2)

In the rest of this section we review some basic facts about the exact solution of the model
(1.1) of Lieb and Liniger (1963), see (Korepin et al., 1997; Gaudin, 2014) for introductions.
In particular, we emphasize the crucial concept of the rapidities, and we review a number of
results that have proved useful in the recent developments of Generalized Hydrodynamics.
We set ℏ = m = 1.
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1.1.1 The scattering shift (or Wigner time delay)

It is instructive to start with the case of N = 2 particles on an infinite line. In first
quantization, using center-of-mass and relative coordinates X = (x1 + x2)/2 and Y =
x1 − x2, the Hamiltonian (1.1) splits into a sum of two independent one-body problems,

H = −1

2
∂2x1

− 1

2
∂2x2

+ c δ(x1 − x2) = −1

4
∂2X − ∂2Y + c δ(Y ). (1.3)

The eigenstates of the center-of-mass Hamiltonian −1
4∂

2
X are plane waves, and the Hamil-

tonian for the relative coordinate Y is the one of a particle of mass 1/2 in the presence of a
delta potential at Y = 0. Because of that delta potential, the first derivative of the wave-
function φ(Y ) must have a discontinuity at Y = 0: φ′(0+)−φ′(0−) − c φ(0) = 0. Coming
back to the original coordinates, one sees that the two-body wavefunction φ(x1, x2) =
⟨0|Ψ(x1)Ψ(x2) |φ⟩ satisfies

lim
x2→x+

1

[∂x2φ(x1, x2) − ∂x1φ(x1, x2) − c φ(x1, x2)] = 0. (1.4)

The same condition holds for x1 exchanged with x2, since the wavefunction is symmetric.
Thus the eigenstates of (1.3) are

φ(x1, x2) ∝
{

(θ2 − θ1 − ic)eix1θ1+ix2θ2 − (θ1 − θ2 − ic)eix1θ2+ix2θ1 if x1 < x2
(x1 ↔ x2) if x1 > x2,

(1.5)

corresponding to the eigenvalues (θ21 + θ22)/2. For θ1 > θ2, the two terms eix1θ1+ix2θ2 and
eix1θ2+ix2θ1 correspond to the in-coming and out-coming pairs of particles in a two-body
scattering process. The ratio of their amplitudes is the two-body scattering phase,

eiϕ(θ1−θ2) :=
θ1 − θ2 − ic

θ2 − θ1 − ic
. (1.6)

An equivalent expression for that phase, often used in the literature and which we also use
below, is ϕ(θ) = 2 arctan(θ/c) ∈ [−π, π].

It was pointed out by Eisenbud (1948) and by Wigner (1955) that the scattering
phase may be viewed semiclassically as a ‘time delay’. Let us briefly sketch the argu-
ment of Wigner (1955). First, we note that, for a single particle, a simple substitute for a
wavepacket is a superposition of two plane waves with momenta θ and θ + δθ,

eixθ + eix(θ+δθ). (1.7)

Such a superposition evolves in time as eixθ−itε(θ) + eix(θ+δθ)−itε(θ+δθ), where ε(θ) = θ2/2 is
the energy. The center of this ‘wave packet’ is at the position where the phases of the two
terms coincide, namely the point where xδθ − t[ε(θ + δθ) − ε(θ)] = 0, which gives x ≃ vt
with the group velocity v = dε/dθ = θ. So this is indeed a ‘wave packet’ moving at speed
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x

t
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eix1θN eix2θN−1 eixNθ1

factorization

Figure 1.1: [From the review article (Bouchoule and Dubail, 2022)] Left: the wavefunction
(1.5) on the infinite line corresponds to a two-body scattering process. Semiclassically, the
scattering phase in that two-body process is reflected in the scattering shift (1.11): after
the collision, the position of the particle has been shifted by a distance ∆(θ1 − θ2). Right:
the Bethe wavefunction (1.12) on the infinite line corresponds to an N -body scattering
process which factorizes into two-body processes (the scattering shift ∆ is also present
here, but it is not drawn in the cartoon). In that N -body process, the rapidities θj are the
asymptotic momenta of the bosons.
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θ. Next, consider two incoming particles in a state such that the center of mass (x1 +x2)/2
has momentum θ1 + θ2, while the relative coordinate x1 − x2 is in a ‘wave packet’ moving
at velocity (θ1 − θ2)/2,

ψinc.(x1, x2) ∝ ei
x1+x2

2
(θ1+θ2)

(
ei(x1−x2)

θ1−θ2
2 + ei(x1−x2)(

θ1−θ2
2

+δθ)
)

= eix1θ1+ix2θ2 + eix1(θ1+δθ)+ix2(θ2−δθ). (1.8)

According to Eqs. (1.5)-(1.6), the corresponding out-coming state would be

ψoutc.(x1, x2) ∝ −eiϕ(θ1−θ2)eix1θ2+ix2θ1 − eiϕ(θ1−θ2+2δθ)eix1(θ2−δθ)+ix2(θ1+δθ)

= ei
x1+x2

2
(θ1+θ2)

(
−eiϕ(θ1−θ2)ei(x2−x1)

θ1−θ2
2 − eiϕ(θ1−θ2+2δθ)ei(x2−x1)(

θ1−θ2
2

+δθ)
)
.(1.9)

Then, repeating the previous argument of phase stationarity, one finds that the relative
coordinate is at position x1 − x2 ≃ θ1−θ2

2 t− 2dϕ/dθ at time t. Since the center of mass is
not affected by the collision and moves at the group velocity (θ1 + θ2)/2, we see that the
position of the two semiclassical particles after the collision will be

x1 ≃ θ1t− ∆(θ2 − θ1), x2 ≃ θ2t+ ∆(θ2 − θ1), (1.10)

where the scattering shift ∆(θ) is given by the derivative of the scattering phase,

∆(θ) :=
dϕ(θ)

dθ
=

2c

c2 + θ2
. (1.11)

The two particles are delayed: their position after the collision is the same as if they were
late by a time δt1 = ∆(θ2 − θ1)/v1 and δt2 = ∆(θ2 − θ1)/v2 respectively.

1.1.2 The Bethe wavefunction, and the rapidities as asymptotic mo-
menta

For more particles, the eigenstates of the Hamiltonian (1.1) on the infinite line are Bethe
states |{θa}⟩ labeled by a set of N numbers {θa}1≤a≤N , called the rapidities. In the domain
x1 < x2 < · · · < xN , the wavefunction is (Lieb and Liniger, 1963; Korepin et al., 1997;
Gaudin, 2014)

φ{θa}(x1, . . . , xN ) = ⟨0|Ψ(x1) . . .Ψ(xN ) |{θa}⟩ (1.12)

∝
∑
σ

(−1)|σ|

 ∏
1≤a<b≤N

(θσ(b) − θσ(a) − ic)

 ei
∑

j xjθσ(j) ,

and it is extended to other domains by symmetry xi ↔ xj . Here the sum runs over all
permutations σ of N elements (so there are N ! terms) and (−1)|σ| is the signature of the
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permutation. The momentum and energy of the eigenstate (1.12) are

P =

N∑
a=1

θa, E =

N∑
a=1

θ2a
2
. (1.13)

The rapidities θa are conveniently thought of as the asymptotic momenta in an N -body
scattering process. For θ1 > θ2 > · · · > θN , the combination of two terms

eix1θ1+···+ixNθN +

 ∏
1≤a<b≤N

−eiϕ(θa−θb)

 eix1θN+···+ixNθ1 (1.14)

that appears in (1.12) can be viewed as the sum of in-coming (eix1θ1+···+ixNθN ) and out-
coming states (eix1θN+···+ixNθ1) in an N -body scattering process, see Fig. 1.1. Their re-
spective amplitude

∏
1≤a<b≤N −eiϕ(θa−θb) is a many-body phase, which depends on all in-

coming rapidities. Crucially, this many-body phase factorizes into a product of two-body
scattering phases (1.6): this is a central property of all quantum integrable systems.

The fact that the rapidities are the asymptotic momenta in a scattering process implies
that they can be measured by letting the bosons expand freely along the infinite line (Rigol
and Muramatsu, 2005; Minguzzi and Gangardt, 2005; Buljan et al., 2008; Jukić et al., 2008;
Del Campo, 2008; Bolech et al., 2012; Campbell et al., 2015; Mei et al., 2016; Caux et al.,
2019; Wilson et al., 2020; Malvania et al., 2020). Here we follow the argument of (Campbell
et al., 2015).

Consider a state |ψt⟩ of N bosons confined to some interval around the origin at time
t. This could be, for instance, the ground state in a trapping potential V (x), or some
out-of-equilibrium state produced by some quench protocol, also in a trapping potential to
ensure that the bosons are initially confined. This many-body state can be expanded in
the basis of Bethe states,

|ψt⟩ =

∫
θ1>θ2>···>θN

dθ1dθ2 . . . dθN ⟨{θa} |ψt⟩ |{θa}⟩

=
1

N !

∫
dθ1dθ2 . . . dθN ⟨{θa} |ψt⟩ |{θa}⟩ , (1.15)

where the Bethe states on the infinite line are normalized such that ⟨{θa} |{θ′a}⟩ =
∏N

a=1 δ(θa−
θ′a) (assuming that both sets of rapidities are ordered, θ1 > · · · > θN and θ′1 > · · · > θ′N ).
The integral is restricted to the domain θ1 > θ2 > · · · > θN in the first line to avoid double-
counting. Notice that, with the definition (1.12), the Bethe states are anti-symmetric under
exchange of two rapidities θa ↔ θb. Then, plugging (1.12) into (1.15), and using this anti-
symmetry, one obtains (Campbell et al., 2015)

⟨0|Ψ(x1) . . .Ψ(xN ) |ψt⟩ ∝
∫
dθ1 . . . dθN ⟨{θa} |ψt⟩ ei

∑
a<b ϕ(θa−θb)ei

∑
a xaθN+1−a , (1.16)
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for x1 < x2 < · · · < xN . This expression is particularly convenient to analyze the expan-
sion. When the trapping potential V (x) is switched off at time t, and the bosons are let to
evolve freely along the infinite line, the probability to find them at positions x1, x2, . . . , xN
after an expansion time texp is

Pexp(x1, . . . , xN ) = |⟨0|Ψ(x1, texp) . . .Ψ(xN , texp) |ψt⟩|2

∝
∣∣∣∣∫ dθ1 . . . dθN ⟨{θa} |ψt⟩ ei

∑
a<b ϕ(θa−θb)ei

∑
a(xaθN+1−a−i t

2
θ2N+1−a)

∣∣∣∣2
=

texp.→∞

1

tNexp
|⟨{xN/texp, . . . , x1/texp} |ψt⟩ |2 . (1.17)

From the second to the third line, we have used the stationary phase approximation, taking
the limit texp → ∞ while keeping the ratios x1/texp, . . . , xN/texp fixed. The proportionality
factor is fixed by imposing that

∫
x1<···<xN

P (x1, . . . , xN )dx1 . . . dxN = 1.
In conclusion, we see from (1.17) that the joint probability distribution of the positions

of the atoms after a large 1D expansion time directly reflects the distribution of rapidities
in the state |ψt⟩ just before the expansion. This is very important because it means that
the rapidities can be measured experimentally, by performing such 1D expansions. This
has been done experimentally for the first time by Wilson et al. (2020).

1.1.3 Finite density and the Bethe equations

In the two previous subsections, we have focused on a finite number of bosons on the
infinite line, corresponding to a vanishing density of particles. But, to understand the
thermodynamic properties of the model, one needs to work with a finite density N/L. This
can be done by imposing periodic boundary conditions, identifying the points x = 0 and
x = L in the system. Imposing periodic boundary conditions on the Bethe wavefunction
(1.12), i.e. φ{θa}(x1, . . . , xN−1, L) = φ{θa}(0, x1, . . . , xN−1), leads to the Bethe equations

eiθaL
∏
b̸=a

eiϕ(θa−θb) = (−1)N−1, a = 1, . . . , N, (1.18)

where the two-body scattering phase ϕ(θa−θb) is defined in Eq. (1.6). Taking the logarithm
on both sides, one gets the following system of N coupled non-linear equations

θa +
1

L

∑
b̸=a

2 arctan

(
θa − θb
c

)
= pa, where

{
pa ∈ 2π

L Z for N odd
pa ∈ 2π

L (Z + 1
2) for N even.

(1.19)
It is convenient to think of the numbers pa as the momenta of N non-interacting fermions
(with periodic or anti-periodic boundary conditions, depending on the parity of N). These
fermion momenta have the following interpretation. For fixed N and L, one can adia-
batically follow each eigenstate |{θa}1≤a≤N ⟩ as one varies the repulsion strength c. In the
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Figure 1.2: [From the review article (Bouchoule and Dubail, 2022)] Blue curves: rapidi-
ties θa obtained by solving the Bethe equations (1.19) with N = 10 and (pa)1≤a≤10 =
2π
L (7.5, 6.5, 5.5, 4.5, 3.5,−1.5,−3.5,−5.5,−6.5,−7.5), or the equivalent form (1.22) with

(p
(B)
a )1≤a≤10 = 2π

L (3, 3, 3, 3, 3,−1,−2,−3,−3,−3,−2). The rapidity θa interpolates be-

tween p
(B)
a (when c → 0) and pa (c → ∞). Red curves: rapidities obtained after the

modification (p5 = 3.5) → (p5 = 1.5). It shows that the rapidities are all coupled: chang-
ing only one of the pa’s results in small shifts of all the other rapidities.

infinite repulsion limit c→ +∞, the bosonic wavefunction (1.12) is, up to multiplication by
a sign

∏
a<b sign(xb − xa), equal to the Slater determinant of N non-interacting fermions,

i.e. det
[
eixaθb

]
1≤a,b≤N

(Girardeau, 1960). In that limit, the rapidities are nothing but the
momenta of these non-interacting fermions: θa = pa. Importantly, the fermions in the
c→ +∞ limit must obey the Pauli exclusion principle, so all momenta should be different:
pa ̸= pb if a ̸= b. In the following we order both the rapidities and the fermion momenta as

θ1 > θ2 > · · · > θN , p1 > p2 > · · · > pN . (1.20)

It is natural to wonder what happens in the opposite limit of non-interacting bosons,

c → 0. This is easily answered by introducing the ‘boson momenta’ p
(B)
a , related to the

fermion momenta pa as

p(B)
a = pa +

2π

L

(
a− N + 1

2

)
∈ 2π

L
Z, a = 1, . . . , N. (1.21)

Notice that p
(B)
1 ≥ p

(B)
2 ≥ · · · ≥ p

(B)
N ; in particular, two or more boson momenta can
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coincide. Using the fact that arctan(u) = π
2 sign(u) − arctan(1/u), Eq. (1.19) is equivalent

to

θa −
1

L

∑
b ̸=a

2 arctan

(
c

θa − θb

)
= p(B)

a , a = 1, . . . , N. (1.22)

For c > 0, The ‘momenta’ p
(B)
a are just another way of parameterizing the solutions of

the Bethe equations; they should not be confused with the momenta of the atoms, which
would be obtained by computing the momentum distribution ⟨{θa}|Ψ†

pΨp |{θa}⟩, where

Ψ†
p = 1√

L

∫
eipxΨ†(x)dx is the Fourier mode of the creation operator Ψ†(x). However, in

the limit of vanishing repulsion c→ 0, the rapidities are nothing but the boson momenta,

θa → p
(B)
a . Moreover, in that limit, the Bethe wavefunction (1.12) is nothing but the

permanent per[eixaθb ]1≤a,b≤N , i.e. the wavefunction of N non-interacting bosons. So, in
that limit, the rapidities coincide with the atom momenta.

Away from these two limits, the rapidities θa correspond to an adiabatic interpolation
between the non-interacting fermion (c→ +∞) and boson (c→ 0) momenta, obtained by
solving the Bethe equations (1.19).

In general, the Bethe equations (1.19) cannot be solved analytically, but they can
easily be solved numerically. One efficient way of doing this is to use the Newton-Raphson
method.

1.2 Conserved charges and currents

The eigenstates of the Lieb-Liniger Hamiltonian (1.1) are Bethe states |{θa}1≤a≤N ⟩ labeled
by their sets of rapidities. This allows to define a family of charge operators Q[f ], diagonal
in the eigenbasis and parameterized by functions f : R → R, such that

Q[f ] |{θa}⟩ =

(
N∑
b=1

f(θb)

)
|{θa}⟩ . (1.23)

Both the momentum operator and the Hamiltonian are of that form, with f(θ) = θ and
f(θ) = θ2/2 respectively, see Eq. (1.13). It is the integrability of the model, reflected
in the structure of the eigenstates (1.12), which allows us to consider the more general
conserved charges (1.23). By construction, all these operators commute: [Q[f1], Q[f2]] = 0.
In general, an explicit expression for Q[f ] in second-quantized form (like Q[θ2/2] given
by Eq. (1.1)) is not known, and typically regularization issues appear when one tries to
write it (Davies, 1990; Davies and Korepin, 2011). Nevertheless, even in the absence of
such direct expressions for the charges, the conserved charges Q[f ] defined formally by
Eq. (1.23) prove to be very useful. There are other ways to do calculations with these
charges, that do not require to know their explicit second-quantized form, in particular the
algebraic Bethe Ansatz, see e.g. (Korepin et al., 1997) for an introduction.
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From their definition (1.23), one expects the Q[f ] charges to be extensive with N , and
to be the integral of a charge density

Q[f ] =

∫ L

0
q[f ](x)dx. (1.24)

For f sufficiently regular, the charge density q[f ](x) is sufficiently local, meaning that it
acts as the identity far away from the point x. [In the hard core limit g → +∞, this
is a consequence of the Paley-Wiener theorem. At finite repulsion strength g, and more
generally in interacting integrable models, the locality properties of charge densities are
an advanced topic that is beyond the scope of this review; see e.g. (Ilievski et al., 2016;
Doyon, 2017; Palmai and Konik, 2018) for introductions.] By definition, the expectation
value of the charge density in a Bethe state (normalized as ⟨{θa} |{θa}⟩ = 1) is

⟨{θa}| q[f ](x) |{θa}⟩ =
1

L

N∑
b=1

f(θb). (1.25)

It is independent of x because the Bethe state is translation invariant.
To the charge density q[f ], one associates a current operator j[f ] through the continuity

equation,

∂

∂t
q[f ](x) +

∂

∂x
j[f ](x) = i [H, q[f ](x)] +

∂

∂x
j[f ](x) = 0. (1.26)

As sketched in the introduction, continuity equations are the basic ingredient of hydrody-
namics. To write useful hydrodynamic equations, however, one must be able to evaluate the
currents in given stationary states. Until very recently, it was not known how to evaluate
the expectation values of the current j[f ]. However, thanks to developments in integrabil-
ity, in particular in form factor techniques and algebraic Bethe Ansatz, a remarkable exact
formula has just been discovered by Borsi et al. (2020) for the expectation value of j[f ] in
a Bethe state (see also (Pozsgay, 2020a,b; Borsi et al., 2021),

⟨{θa}| j[f ](x) |{θa}⟩ =
1

L

∑
a,b

ε′(θa)[G−1]abf(θb). (1.27)

Here ε′(θ) = θ is the derivative of ε(θ) = θ2/2, and G is the Jacobian matrix of the
transformation from the pa’s to the θb’s defined by Eq. (1.19), known as the Gaudin matrix,

Gab =
∂pa
∂θb

(1.28)

(where the pa’s in Eq. (1.19) are no longer restricted to be in 2π
L Z). The Gaudin matrix is

symmetric, GT = G, as a consequence of the fact that the scattering phase ϕ depends on
the rapidities θa and θb only through the difference θa − θb, see Eq. (1.11).
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Let us mention that the remarkable formula (1.28) is a particular case of a more general
result, also obtained in (Borsi et al., 2020; Pozsgay, 2020a,b). One can define generalized
currents j[h, f ](x) through the generalization of the continuity equation (1.26):

i [Q[h], q[f ](x)] +
∂

∂x
j[h, f ](x) = 0. (1.29)

Then the general formula for the expectation value reads

⟨{θa}| j[h, f ](x) |{θa}⟩ =
1

L

∑
a,b

h′(θa)[G−1]abf(θb), (1.30)

and the above physical current is the special case h(θ) = ε(θ) = θ2/2. We note that
such generalized currents had also been considered in (Castro-Alvaredo et al., 2016) in the
thermodynamic limit.

The discovery and proof of formula (1.29) or its generalization (1.30) required ad-
vanced techniques (Borsi et al., 2020; Pozsgay, 2020a,b), however the result is simple
and its physical interpretation is quite clear. The bth boson, with rapidity θb, carries
an amount of charge density 1

Lf(θb). In the absence of other particles, it would travel at
the single-particle group velocity vb = ∂ε(θb)/∂p(θb) = ∂ε(θb)/∂θb (or its generalization
vb = ∂h(θb)/∂p(θb)) = ∂h(θb)/∂θb), resulting in the current j[h, f ] = 1

Lvbf(θb).
In the presence of other particles, the group velocity of the bth boson is modified. To

compute it, one can consider a small variation of the fermion momentum pb → pb + δpb in
Eq. (1.19). This results in a small change of the total momentum δP = δpb, and of the

total energy δE = δ
(∑N

a=1 ε(θa)
)

=
∑

a
∂ε(θa)
∂pb

δpb =
∑

a ε
′(θa)[G−1]abδpb (more generally,

of the total charge δQ[h] =
∑

a
∂h(θa)
∂pb

δpb =
∑

a h
′(θa)[G−1]abδpb)). Thus, the modified

group velocity is δE/δpb =
∑

a ε
′(θa)[G−1]ab resulting in formula (1.27), or more generally

δQ[h]/δpb =
∑

a h
′(θa)[G−1]ab resulting in (1.30).

For further discussions of the physical interpretation of Eqs. (1.27,1.30), see (Borsi
et al., 2020), and also (Bonnes et al., 2014; Bertini et al., 2016; Castro-Alvaredo et al., 2016;
Doyon et al., 2018; Doyon, 2019b), where similar discussions had been given previously for
the thermodynamic version of these formulas (see Eq. (1.41) below). See also the review
articles (Borsi et al., 2021; Cubero et al., 2021).

1.3 Thermodynamic limit

So far we have focused on a finite number of bosons N , first on an infinite line, and
then in a periodic box of length L. To do hydrodynamics, one needs first to understand
the thermodynamic properties of the system. In this subsection, we briefly review the
techniques for taking the thermodynamic limit N,L → ∞, keeping the density of bosons
n = N/L fixed.

23



The key idea is to focus on an infinite sequence of eigenstates (|{θa}1≤a≤N ⟩)N∈N of the
Lieb-Liniger Hamiltonian (1.1), with L = N/n, such that the limit of the distribution of
rapidities

ρ(θ) := lim
N→∞

1

L

N∑
a=1

δ(θ − θa) (1.31)

is well defined and is a (piecewise) smooth function of θ. The thermodynamic properties of
the system (such as its energy density, pressure, etc.) then become particular functionals
of that rapidity density ρ(θ), and the goal is to find these functionals and to evaluate them.
In what follows, we write ‘limtherm.’ for this limiting procedure.

For example, consider the expectation values of the charge densities (1.25): in the
thermodynamic limit, these become

limtherm. ⟨{θa}| q[f ] |{θa}⟩ =

∫ ∞

−∞
f(θ)ρ(θ)dθ. (1.32)

In particular, the density of particles, the momentum density, and the energy density are,
respectively, n = ⟨q[1]⟩ =

∫
ρ(θ)dθ, ⟨q[θ]⟩ =

∫
θρ(θ)dθ and

〈
q[θ2/2]

〉
=
∫

θ2

2 ρ(θ)dθ.

1.3.1 Thermodynamic form of the Bethe equations

Crucially, since all the states in the infinite sequence (|{θa}1≤a≤N ⟩)N∈N are Bethe states,
each set of rapidities {θa}1≤a≤N must satisfy the Bethe equations (1.19). To implement that
constraint, it is customary to consider the set of fermion momenta {pa}1≤a≤N associated
to the set of rapidities {θa}1≤a≤N , both of them ordered as in (1.20), and to define the
density of states ρs(θ) as

2πρs(θ) := limtherm.
|pa − pa+1|
|θa − θa+1|

, (1.33)

where the sequence of indices a in the r.h.s is chosen so that limtherm.θa = θ. Because the
fermion momenta pa must satisfy the Pauli exclusion principle (they must all be different),
it is clear that |pa− pa+1| ≥ 2π

L . Also, notice that, by definition, limtherm.
1

L|θa−θa+1| = ρ(θ).
Consequently, the Fermi occupation ratio

ν(θ) :=
ρ(θ)

ρs(θ)
(1.34)

must always satisfy
0 ≤ ν(θ) ≤ 1. (1.35)

Moreover, the rapidity density ρ(θ) and the density of states ρs(θ) are related by the
thermodynamic version of the Bethe equation (1.19). Plugging Eq. (1.19) into the definition
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Figure 1.3: [From the review article (Bouchoule and Dubail,
2022)] Fermion momenta pa plotted against the rapidities θa for
the solution of the Bethe equations (1.19) defined by pa =
2π
L (−14.5,−13.5,−10.5,−8.5,−7.5,−6.5,−5.5,−3.5,−1.5, 1.5, 4.5, 5.5, 6.5, 7.5, 8.5, 10.5, 15.5, 17.5)
with γ = 0.2. As the density of momenta pa and of rapidities θa increases, this becomes a
smooth curve, whose slope is 2π times the density of states ρs(θ), see Eq. (1.33).

(1.33) leads to the constitutive equation

2πρs(θ) = limtherm.
1

θa − θa+1

[(
θa +

1

L

∑
b

2 arctan

(
θa − θb

2

))

−
(
θa+1 +

1

L

∑
b

2 arctan

(
θa+1 − θb

2

))]

= 1 +

∫ ∞

−∞
∆(θ − θ′)ρ(θ′)dθ′, (1.36)

where ∆(θ − θ′) is the differential two-body scattering shift (1.11).
In practice, to construct interesting thermodynamic states, one can specify the Fermi

occupation ratio ν(θ), and then use the constitutive equation (1.36) to reconstruct the
rapidity density ρ(θ) and the density of states ρs(θ). One important example of this is the
ground state of the Lieb-Liniger Hamiltonian, which corresponds to an occupation ratio
which is a rectangular function: ν(θ) = 1 for θ ∈ [−θF, θF], and ν(θ) = 0 otherwise. Here
θF is the Fermi rapidity, which is a function of the density of particles n. In that case, the
constitutive equation becomes the Lieb equation (Lieb and Liniger, 1963) (also known as
the Love equation (Love, 1949); for studies of this particular equation see e.g. Takahashi
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(1975); Popov (1977); Lang et al. (2017); Prolhac (2017); Marino and Reis (2019)). Another
important example is the one of a thermal equilibrium distribution ρ(θ) obtained by solving
the Yang-Yang equation (Eq. (1.52) below).

In general, the constitutive equation cannot be solved analytically, however, since it is
linear, it is easily solved numerically by discretizing the integral.

1.3.2 The dressing

In thermodynamic manipulations, it turns out that the following operation is ubiquitous:
to a function f(θ), one has to associate its ‘dressed’ counterpart fdr(θ), defined by the
integral equation

fdr(θ) = f(θ) +

∫
dθ′

2π
∆(θ − θ′)ν(θ′)fdr(θ′). (1.37)

Although it is not explicit in the notation, fdr(θ) is always a functional of the rapidity
distribution, through its dependence on the Fermi occupation ratio. For instance, with
this definition, the constitutive equation (1.36) is recast as

2πρs(θ) = 1dr(θ), (1.38)

where 1(θ) = 1 is the constant function.
Another example where the dressing (1.37) pops out is in manipulations that involve

the Gaudin matrix. This is important, because to establish hydrodynamic equations one
needs the thermodynamic limit of the expectation value of the current, see Eq. (1.27). The
following identity holds:

fdr(θ)

2πρs(θ)
= limtherm.

N∑
b=1

[G−1]abf(θb), (1.39)

where, again, the relation between θ in the l.h.s and the rapidity θa in the r.h.s is θ =
limtherm.θa. This identity is easily derived as follows. Using the definition (1.28),

∑
b

Gabh(θb) =

1 +
1

L

∑
b ̸=a

∆(θa − θb)

h(θa) − 1

L

∑
b ̸=a

∆(θb − θa)h(θb)

−→
therm. lim.

2πρs(θ)h(θ) −
∫
dθ′

2π
∆(θ − θ′)n(θ′)2πρs(θ

′)h(θ′)

= [2πρs h]undr(θ), (1.40)

where the ‘undressing’ is the inverse of the dressing, i.e. (fundr)dr(θ) = f(θ). Inverting this
formula gives Eq. (1.39).

We will see a few more examples of physical quantities whose computation involves the
dressing operation below. References where this operation is used extensively include e.g.
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the original derivation of the GHD equations in integrable quantum field theories (Castro-
Alvaredo et al., 2016), the calculation of Drude weights and other two-point correlations of
charge and currents in the Lieb-Liniger model (Doyon and Spohn, 2017a), the inclusion of
force fields (Doyon and Yoshimura, 2017) or adiabatically varying interactions (Bastianello
et al., 2019) or diffusive corrections (De Nardis et al., 2018; Gopalakrishnan et al., 2018;
De Nardis et al., 2019) into the GHD equations.

1.3.3 Expectation values of the currents in the thermodynamic limit

We now present the central ingredient of Generalized Hydrodynamics. The thermodynamic
expectation value of the current j[f ] (see subsection 1.2) is

limtherm. ⟨{θa}| j[f ] |{θa}⟩ =

∫
veff [ρ](θ)f(θ)ρ(θ)dθ, (1.41)

where the ‘effective velocity’ is a functional of the rapidity distribution defined by

veff [ρ](θ) :=
(ε′)dr(θ)

2πρs(θ)
=

iddr(θ)

1dr(θ)
, (1.42)

with ε′(θ) = id(θ) = θ and 1(θ) = 1. The remarkable result (1.41) was first obtained by
(Castro-Alvaredo et al., 2016; Bertini et al., 2016), and it was the key observation that
triggered all the later developments of GHD in quantum integrable systems. Bertini et al.
(2016) relied partially on (Bonnes et al., 2014), where the formula for the effective velocity
(1.42) had first appeared in the context of a quantum integrable system. In retrospect, the
thermodynamic result (1.41) can be viewed as a consequence of the finite-size formula (1.27)
of (Borsi et al., 2020; Pozsgay, 2020a,b), using the fact that the dressing is the thermody-
namic limit of the Gaudin matrix, see Eq. (1.39). Historically though, the thermodynamic
result was discovered before its finite-size counterpart. Since 2016, several works have
aimed at establishing the validity of the thermodynamic formula (1.41) in various models,
by relying on various approaches. Let us mention the form factor approaches of (Vu and
Yoshimura, 2019; Cubero and Panfil, 2020; Cubero, 2020) for quantum field theories, ar-
guments based on the symmetry of the charge-current correlations (Yoshimura and Spohn,
2020), or exact results in the classical integrable model of the Toda chain (Bulchandani
et al., 2019; Cao et al., 2019; Doyon, 2019a; Spohn, 2020). See also the review articles
(Borsi et al., 2021; Cubero et al., 2021).

The effective velocity (1.42) solves the equation

veff [ρ](θ) = θ −
∫ ∞

−∞
∆(θ − θ′)

(
veff [ρ](θ) − veff [ρ](θ′)

)
ρ(θ′)dθ′. (1.43)

This is analogous to Eq. (4) in the introduction, which defines the effective velocity in the
hard rod gas. The main difference is that the scattering shift ∆(θ − θ′) is now rapidity-
dependent, while in the hard rod gas ∆ is a constant equal to minus the diameter of the
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balls. The physical interpretation of Eq. (1.43) is analogous to the one in Fig. 1: a ‘tracer’
quasiparticle with rapidity (asymptotic momentum) θ, which would normally travel at
constant speed θ in the vacuum, finds its velocity modified by the presence of a finite
density ρ(θ′) of other quasiparticles. From time t to t + δt, the tracer typically scatters
against a number δt×|veff [ρ](θ)−veff [ρ](θ′)|ρ(θ′) of quasiparticles with rapidity θ′. At each
collision, the tracer is shifted backwards by an amount ∆(θ− θ′): this is the physical effect
that is encoded by formula (1.43).

To check that the effective velocity (1.42) solves Eq. (1.43) as claimed, one can use the
definition of the dressing and the constitutive relation:∫ ∞

−∞
∆(θ − θ′)

(
veff [ρ](θ) − veff [ρ](θ′)

)
ρ(θ′)dθ′

= veff [ρ](θ)

∫ ∞

−∞
∆(θ − θ′)ρ(θ′)dθ′ −

∫ ∞

−∞

dθ′

2π
∆(θ − θ′)ν(θ′)iddr(θ′)

= veff [ρ](θ) (2πρs(θ) − 1) − (iddr(θ) − id(θ)) = θ − veff [ρ](θ).

1.3.4 Entropy maximization: the Yang-Yang equation

In the previous Subsection we illustrated how physical observables, such as the expectation
values of charges and currents, become functionals of the rapidity distribution ρ(θ) in the
thermodynamic limit. We did no explain how to construct physically meaningful rapidity
distributions though (except for the ground state of the Lieb-Liniger Hamiltonian, for which
ν(θ) is a rectangular function, see Subsection 1.3).

For instance, what is the rapidity distribution corresponding to a thermal equilibrium
state at non-zero temperature? This question was answered in the pioneering work of Yang
and Yang (1969), which we now briefly review.

First, we observe that there are many different choices of sequences of eigenstates
({θa}1≤a≤N )N∈Z that lead to the same thermodynamic rapidity distribution (1.31). The
description of the system in terms of a rapidity distribution ρ(θ) is only a coarse-grained de-
scription: one should think of the rapidity distribution ρ(θ) as characterizing a macrostate
of the system, corresponding to a very large number of possible microstates |{θa}⟩. To do
thermodynamics, one needs to estimate the number of such microstates.

To estimate that number, one focuses on a small rapidity cell [θ, θ+ δθ], which contains
Lρ(θ)δθ rapidities. The Bethe equations (1.19) relate these rapidities to fermion momenta
pa in a momentum cell [p, p+ δp], where δp/δθ ≃ 2πρs(θ), see Eq. (1.33). Importantly, the
fermion momenta pa satisfy the Pauli exclusion principle. Then the number of microstates
is evaluated by counting how many configurations of mutually distinct Lρ(θ)δθ fermion
momenta can fit into the box [p, p+ δp]. Since the minimal spacing between two momenta
is 2π

L , the answer is

#conf. ≃ [Lρs(θ)δθ]!

[Lρ(θ)δθ]![L(ρs(θ) − ρ(θ))δθ]!
. (1.44)
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The total number of microstates is the product of all such configurations over all the
rapidity cells [θ, θ + δθ]. Taking the logarithm, and replacing the sum by an integral over
dθ, we obtain the Yang-Yang entropy

log ( #microstates ) ≃ LSYY[ρ],

SYY[ρ] :=

∫ ∞

−∞
(ρs log ρs − ρ log ρ− (ρs − ρ) log(ρs − ρ)) dθ. (1.45)

The notation indicates that the Yang-Yang entropy is a functional of ρ only, and not of ρs;
this is because ρs must always be obtained from ρ by the constitutive equation (1.36).

Now let us consider the thermal equilibrium density matrix at temperature T ,

ρ̂thermal ∝ e−H/T =
∑
|θa⟩

e−
∑

a(ε(θa)−µ)/T |{θa}⟩ ⟨{θa}| , (1.46)

where the sum runs over all eigenstates. In fact, a straightforward generalization consists
in considering the Generalized Gibbs Ensemble (Rigol et al., 2007, 2008) density matrix

ρ̂GGE[f ] ∝ e−Q[f ] =
∑
|θa⟩

e−
∑

a f(θa) |{θa}⟩ ⟨{θa}| , (1.47)

for some function f . We would like to compute expectation values w.r.t this density matrix,
e.g.

⟨O⟩GGE :=
tr[Oe−Q[f ]]

tr[e−Q[f ]]
=

∑
|θa⟩ ⟨{θa}|O |{θa}⟩ e−

∑
a f(θa)∑

|θa⟩ e
−

∑
a f(θa)

(1.48)

for some observable O. When the observable O is sufficiently local, it is believed that the
expectation value ⟨{θa}|O |{θa}⟩ does not depend on the specific microstate of the system,
so that it becomes a functional of ρ in the thermodynamic limit,

limtherm. ⟨{θa}|O |{θa}⟩ = ⟨O⟩[ρ] . (1.49)

This assumption is related to a ‘Generalized Eigenstate Thermalization Hypothesis’, see
e.g. (Cassidy et al., 2011; Pozsgay, 2011; He et al., 2013; Pozsgay, 2014; Vidmar and
Rigol, 2016; Dymarsky and Pavlenko, 2019). Under that assumption, one can replace the
above sum over all eigenstates by a functional integral over the coarse-grained rapidity
distribution ρ,

limtherm. ⟨O⟩GGE =

∫
Dρ ⟨O⟩[ρ] eL(SYY[ρ]−

∫
f(θ)ρ(θ)dθ)∫

Dρ eL(SYY[ρ]−
∫
f(θ)ρ(θ)dθ)

. (1.50)

The functional integral is then dominated by the root distribution which minimizes a
(generalized) free energy functional:

δ

δρ

[∫
f(θ)ρ(θ)dθ − SYY[ρ]

]
= 0. (1.51)
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Using the definition of the Yang-Yang entropy and the constitutive equation (1.19), one
obtains the following relation between the function f(θ) defining the diagonal density
matrix (1.47) and the rapidity distribution ρ(θ) dominating the functional integral (1.50):

f(θ) = log

(
ρs(θ)

ρ(θ)
− 1

)
−
∫
dθ′

2π
∆(θ − θ′) log

(
1 − ρ(θ′)

ρs(θ′)

)
. (1.52)

This equation is known as the (Generalized) Yang-Yang equation, or (Generalized) Thermo-
dynamic Bethe Ansatz equation. Again, the term ‘Generalized’ refers to the replacement of
the thermal equilibrium density matrix by a Generalized Gibbs Ensemble, (1.46)→(1.47),
see e.g. (Caux and Konik, 2012; Wouters et al., 2014). Like most of the equations encoun-
tered so far, in general the Yang-Yang equation cannot be solved analytically, but it can
be efficiently solved numerically, by iteration. In particular, this allows to compute the
rapidity distribution ρ(θ) at thermal equilibrium.

This is particularly useful in applications discussed later in this review, because in
experiments, one often assumes that the system is (at least initially) at thermal equilibrium.

For instance, using the Yang-Yang equation, it is possible to tabulate the equilibrium
pressure P(n, e) as a function of the particle density n and the energy per particle e. To
do this, one needs to first solve numerically Eq. (1.52) with f(θ) = (ε(θ) − µ)/T , and
Eq. (1.36), to get ρ(θ) and ρs(θ). Then the equilibrium pressure is given by (Yang and
Yang, 1969; Korepin et al., 1997)

P = −
(
∂F

∂L

)
T

= −T
∫

dθ

2π
log

(
1 − ρ(θ)

ρs(θ)

)
, (1.53)

where the free energy is F/L =
∫

(ε(θ)−µ)ρ(θ)dθ−TSYY[ρ]. This gives the thermodynamic

equilibrium pressure at density n =
∫
ρ(θ)dθ and energy per particle e =

∫
θ2

2 ρ(θ)dθ/n.
Alternatively, the pressure can be identified with the momentum current jP = j[id] (with
id(θ) = θ) as we did in the introduction, see Eq. (3). Thus, according to Eq. (1.41), we
must also have

P = limtherm. ⟨j[id]⟩ =

∫
veff(θ) θ ρ(θ)dθ. (1.54)

The equivalence between the two formulas (1.53) and (1.54) follows from manipulations of
the dressing operation (1.37). [To elaborate: with the definition of the effective velocity,
formula (1.54) is equivalent to P =

∫
θν(θ)iddr(θ) dθ

2π , while differentiating (1.52) w.r.t. θ

and using the definition of the dressing operation leads to iddr(θ) = T 1
ν(θ)

d
dθ log(1− ν(θ)).]

1.4 Generalized Hydrodynamics equations for the 1D Bose
gas

We just reviewed the thermodynamic properties of the homogeneous Lieb-Liniger gas.
In particular, we emphasized the key role of the distribution of rapidities ρ(θ). In the
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thermodynamic limit, expectation values of physical observables, like charge densities or
currents, become functionals of the rapidity distribution.

We now turn to Euler scale hydrodynamics, whichs follow from this thermodynamics.
As in any hydrodynamic approach, the starting point is the assumption of separation of
scales, see Fig. 1.4. When the charge densities in the gas vary sufficiently slowly in space
and in time, one can view the gas as a continuum of fluid cells, each of which contains a
thermodynamically large number of particles that have relaxed to a stationary state.

Figure 1.4: [From (Dubail, 2016); reproduced in the review article (Bouchoule and Dubail,
2022)] Like any other hydrodynamic approach, Generalized Hydrodynamics applies in the
limit where separations of distance and time scales hold. When the characteristic distance
L over which densities vary is much larger than the microscopic length scale d, one can view
the system as a continuum of locally homogeneous fluid cells of size ℓ (d ≪ ℓ ≪ L) which
contain a thermodynamically large number of particle. Similarly, assuming slow variation in
time, each fluid cell is locally relaxed to a stationary state. In standard hydrodynamics, this
local stationary state is a thermal equilibrium state, while in Generalized Hydrodynamics
it is a Generalized Gibbs Ensemble.

Under the assumption of separation of scales, the gas is described by its distribution
of rapidities ρ(x, θ, t) within each fluid cell [x, x + dx] at time t. This time- and position-
dependent rapidity density evolves according to the Generalized Hydrodynamic equations,

∂tρ(x, θ, t) + ∂x

(
veff [ρ](θ) ρ(x, θ, t)

)
− (∂xV (x))∂θρ(x, θ, t) = 0

veff [ρ](θ) = θ −
∫ ∞

−∞
∆(θ − θ′)

(
veff [ρ](θ) − veff [ρ](θ′)

)
ρ(θ′)dθ′.

(1.55)

These equations were first derived for quantum integrable systems by Castro-Alvaredo
et al. (2016); Bertini et al. (2016) (more precisely, they were derived in the absence of
an external potential V (x); the additional term, which corresponds to Newton’s second
law, was added later by Doyon and Yoshimura (2017)). These equations are of the same
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form as Eqs. (4) for the classical integrable gas discussed in the introduction, with two
main nuances. The first is that it is the density of rapidities, or asymptotic momenta,
that enters the equations; not a ‘bare’ velocity as in the hard rod gas. The second is
that ∆(θ − θ′) = 2mg/ℏ

(mg/ℏ)2+(θ−θ′)2 is now the scattering shift (1.11), which depends on the

rapidities, while ∆ in the classical gas in the introduction was just a constant equal to
minus the diameter of the balls. The effective velocity that solves the second equation
(1.55) can be written as veff [ρ](θ) = iddr(θ)/1dr(θ), as discussed in Subsection 1.3.3.
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Chapter 2

Generalized Hydrodynamics in the
1D Bose gas: specific setups and
experiments

2.1 Modeling the quantum Newton Cradle

The GHD equations (1.55) allow to describe situations that are very far from thermal
equilibrium. Arguably, the most paradigmatic such out-of-equilibrium situation is the
quantum Newton Cradle setup of Kinoshita et al. (2006). There, the atoms, which are
initially at equilibrium in a harmonic potential, are suddenly given a large momentum
±qBragg by a Bragg pulse. Half of the atoms move to the right, the other half move to the
left. Because of the harmonic trapping potential, the two packets of atoms oscillate in the
trap, colliding twice during each oscillation cycle.

Let us stress that, before the advent of GHD, a direct simulation of the Quantum
Newton Cradle setup with experimentally realistic parameters (in particular, a number of
atoms numbers of atoms N ∼ 102 − 103) was completely out of reach. This is of course
because of the exponential growth of the Hilbert space in many-body quantum systems,
which makes all direct approaches, such as an exact diagonalization of (a dicretized version
of) the Lieb-Liniger Hamiltonian (1.1), numerically untractable for more than a dozen
of atoms. Thanks to the discovery of GHD in 2016, this situation has now completely
changed. Nowadays, it is very easy to model the 1D Bose gas in a quantitatively reliable
way.

Bulchandani et al. (2017) used GHD to model two packets of atoms colliding against
each other on an infinite line. Then, a complete study of the Newton Cradle setup, including
the trapping potential that gives rise to oscillations of the packets and therefore multiple
collisions, was performed by Caux et al. (2019), see Fig. 2.1. The numerical solution of the
GHD equation in that reference was obtained by a classical molecular dynamics simulation
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Figure 2.1: [From (Caux et al., 2019); reproduced in the review article (Bouchoule and
Dubail, 2022)] GHD simulation of the 1D Bose gas in the Newton Cradle setup. Top figure:
the evolution of the phase-space rapidity density ρ(x, θ, t) during the first oscillation cycle is
shown for a harmonic trap with period τ (first row), and a quasi-harmonic trap with a small
anharmonicity (second row). The corresponding density profiles n(x, t) =

∫
ρ(x, θ, t)dθ are

shown in blue and red respectively (third row). Bottom: same as the top one, but on
longer time scales.
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of the so-called flea gas model (Doyon et al., 2018), which is an extension of the classical
hard rod gas that incorparates the scattering shift discussed in Subsection 1.1.1. There
are other ways of numerically solving the GHD equations, which have been discussed, to
some extent, in (Bulchandani et al., 2017, 2018; Doyon et al., 2017; Bastianello et al., 2019;
Møller and Schmiedmayer, 2020; Bastianello, De Luca, Doyon and De Nardis, 2020; Møller
et al., 2021; Bastianello et al., 2021). Møller and Schmiedmayer (2020) also made their
code ‘ifluid’ publicly available.

In Fig. 2.1, one can observe the evolution of the rapidity distribution predicted by GHD
in a harmonic potential V (x) = 1

2mω
2x2 (with oscillation period τ = 2π/ω), and also in a

potential with a small anharmonicity potential V (x) = mω2

π2ℓ2
(1−cos πx

ℓ ). The initial state is
constructed so as to mimic the effect of the Bragg pulse sequence that imparts their initial
momentum to the atoms. Before the sequence, the gas is described in a hydrostatic (or local
density) approximation by its local distribution of rapidities ρ(x, θ, t < 0) = ρthermal(x, θ),
obtained by solving the Yang-Yang equation (1.52) for a thermal equilibrium distribution.
Then momentum ±qBragg is imparted in a random fashion to all quasiparticles in the
system. This results in a distribution of rapidities at t = 0

ρ(x, θ, t = 0) ≃ 1

2
ρthermal(x, θ − qBragg) +

1

2
ρthermal(x, θ + qBragg). (2.1)

This simple Ansatz for the initial state can be justified using results of (Van den Berg et al.,
2016), which showed that the momentum distribution function of the bosons is affected in
this way by a Bragg pulse, and to a good approximation the same holds for the rapidities.
The rapidity distribution is evaluated at later times by solving the GHD equation (1.55).
One observes that the two blobs, initially well separated in momentum space for sufficiently
large qBragg, evolve by performing a deformed rotation-like movement around the origin
of phase space. In the harmonic case, over the first two or three oscillations cycles, their
evolution is not drastically affected by the collisions. However at later times, the two blobs
ultimately merge due to inter-cloud interactions. With a small anharmonicity, the two
blobs get deformed much more quickly and the distribution ρ(x, θ, t) gets more and more
stirred up after few periods. This dephasing effect would also be present for the single
particle in an anharmonic trap, see e.g. (Bastianello et al., 2017). Many-body dephasing is
also present: without interactions, the original blobs would disintegrate into long spiraling
filaments; instead, here the filaments merge and high-energy (longer-period) tails scatter
to lower energies, leading to the reformation of new blobs.

Importantly, the ability to perform GHD modeling of the Newton Cradle setup has
opened the possibility to study theoretically one fundamental question raised by the ex-
periment of Kinoshita et al. (2006). If one waits long enough, does the gas in the trap
ultimately reach thermal equilibrium?

This question is non-trivial because, although the Lieb-Liniger gas is integrable, its
integrability is broken by the trapping potential V (x). Yet, at the Euler scale, the potential
V (x) varies very slowly compared to microscopic scales, so the breaking of integrability by
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the external potential is weak. It is not obvious how much of the original conservation laws
should be reflected in the stationary state.

Cao et al. (2018) studied this question for the classical hard rod gas in a trapping po-
tential, and found that the answer is negative: the gas exhibits ‘incomplete thermalization’.
It reaches a stationary state of the GHD equation (1.55), namely a rapidity distribution
ρstat.(x, θ) which satisfies

∂x

(
veff [ρstat.](θ) ρstat.(x, θ)

)
− (∂xV )∂θρstat.(x, θ) = 0, (2.2)

but this distribution does not need to be a thermal equilibrium distribution in the trap.
The possibility of GHD-stationary distributions of the form (2.2) that are not thermal has
also been discussed in (Doyon and Yoshimura, 2017). Caux et al. (2019) arrived at the
same conclusion for the 1D Bose gas in the Newton Cradle setup, within the framework
of the aforementioned flea gas model. In (Caux et al., 2019), the existence of non-thermal
stationary states was argued to be a consequence of the conservation of certain quantities
S[f ] under evolution generated by the Euler-scale GHD equation (1.55), even in the pres-
ence of an external potential V (x). The conservation of these quantities is incompatible
with convergence towards thermal equilibrium. These quantities can be constructed out of
the Fermi occupation ratio ν(x, θ, t), and read

S[f ] =

∫
dx dθ ρs(x, θ, t)f(ν(x, θ, t)), (2.3)

for arbitrary functions f . We stress that these quantities are different from the standard
conserved charges of the form (1.23). Instead, the quantities S[f ] look more like generaliza-
tions of the Yang-Yang entropy: the Yang-Yang entropy, integrated over space, corresponds
to the specific choice f(ν) = −ν log ν − (1 − ν) log(1 − ν), see Eq. (1.44). The fact that

d

dt
S[f ] = 0 (2.4)

can be checked directly using the GHD equation (1.55), see (Caux et al., 2019). We stress
that the Yang-Yang entropy, and more generally the quantities S[f ], are conserved only at
the Euler scale. When higher-order terms are included into the hydrodynamic equations
(1.55), as discussed in Subsection 2.2.4 below, the entropy increases with time, and the
other quantities S[f ] are no longer constant. In particular, it has been argued recently by
(Bastianello, De Luca, Doyon and De Nardis, 2020) that the inclusion of a Navier-Stokes-
like higher order term in (1.55) does lead to ‘complete thermalization’.

2.2 Brief overview of other theory results in the 1D Bose

In this section we briefly review some other physically relevant setups in the 1D Bose gas
that have been theoretically investigated with the new toolbox provided by GHD, or some
variations/extensions of GHD.
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2.2.1 Bipartite quench with 1D clouds.

De Nardis and Panfil (2018) considered the case of two atom clouds that are prepared
at different temperatures T1 ̸= T2, put in the same trapping potential. At the junction
between the two clouds, the local state displays an edge singularity in its response function
and quasilong-range order.

2.2.2 Infinite box trap: reflection of quasi-particless against boundaries.

Dubessy et al. (2021) studied the Lieb-Liniger gas in an infinite flat box potential (Fig. 2.2).
Initially the gas is in its ground state. At time t = 0, it is instantaneously boosted by a
momentum k0, a protocol that can be realized experimentally by phase imprinting. Then
the particles in the gas start reflecting against the two infinite walls at x = 0 and x = L.
This is modeled in GHD by the following boundary condition,

ρ(x = 0, θ) = ρ(x = 0,−θ). (2.5)

The same boundary condition holds at x = L. Dubessy et al. (2021) used a trick to
implement easily these boundary conditions: the system can be glued together with its
mirror image, to give a periodic system of length 2L. The rapidity distribution in that
periodic system of size 2L is related to the one in the infinite box potential by

ρperiodic(x, θ) =

{
ρ(x, θ) if 0 < x < L

ρ(2L− x,−θ) if L < x < 2L.
(2.6)

With this trick, they studied the formation of shock waves that oscillate in the box for
several periods, with a period fixed by the sound velocity in the gas, see Fig. 2.2.

2.2.3 Adiabatically varying interactions.

The original formulation of GHD of (Castro-Alvaredo et al., 2016; Bertini et al., 2016)
was for a time-independent, translation invariant, Hamiltonian acting on a spatially in-
homogeneous state. In particular, no external potential term −(∂xV )(∂θρ) was included
originally. Doyon and Yoshimura (2017) considered the addition of generalized potentials
to the Hamiltonian H → H +

∫
Vf (x)q[f ](x)dx, where q[f ](x) is the charge density of

the charge operator (1.23). This includes, in particular, the case of a standard external
potential H → H +

∫
V (x)Ψ†(x)Ψ(x)dx, corresponding to the simplest choice q[f ] = 1,

which results in the form (1.55) of the GHD equation with the acceleration term −∂xV ∂θρ.
This is the form of the GHD equation that is most relevant for the description of existing
experiments. However we stress that the results of (Doyon and Yoshimura, 2017) are in
principle more general.

A further extension of the original GHD equation was obtained by Bastianello et al.
(2019), who considered the case of a non-uniform repulsion strength g(x, t) through the
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Figure 2.2: [From (Dubessy et al., 2021); reproduced in the review article (Bouchoule and
Dubail, 2022)] Left: GHD simulation of a gas in an infinite box trap. (a) The initial state
is the ground state, on which a boost of +k0 is applied at t = 0. The blue region is the
region of phase space where the Fermi occupation ratio ν(x, θ, t) = ρ(x, θ, t)/ρs(x, θ, t) is
one. (b) After some time the contour of the blue region gets Outside this region, it is zero.
(c) The corresponding real-space density profile n(x, t) =

∫
ρ(x, θ, t)dθ. Right: evolution

of the particle density (top) and current (bottom). Here τ = t/(vL) where v is the sound
velocity. The blue curve is obtained with the Gross-Pitaevskii equation (valid for small
γ), the yellow curve is obtained from a free fermion calculation in the γ → ∞ limit, and
the red curve is the GHD simulation at γ = 1. The dashed black line correspond to an
effective model, see (Dubessy et al., 2021).
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Figure 2.3: [From (Bastianello et al., 2019); reproduced in the review article (Bouchoule
and Dubail, 2022)] The GHD equations (1.55) can be extended to include an repulsion
strength c(x, t) that varies slowly in time or in space, which would correspond to slowly
varying the transverse trapping frequency in an experimental setup.

gas, see Fig. 2.3. Under the assumption of slow variation of g(x, t) (or of c(x, t) = mg(x,t)
ℏ2 )

in position and time, they found the following additional term:

∂tρ+ ∂x

(
veffρ

)
− (∂xV )∂θρ+ ∂θ

(
(∂tc)F

dr + (∂xc)Λ
dr

1dr
ρ

)
= 0, (2.7)

where we have dropped the dependence on x, θ and t for better readability, and where the
functions F and Λ are

F (θ) :=

∫
∂ϕ(θ − θ′)

∂c
ρ(θ′)dθ′, Λ(θ) :=

∫
∂ϕ(θ − θ′)

∂c
veff(θ′)ρ(θ′)dθ′.

For a derivation of this result, see the original paper (Bastianello et al., 2019).

2.2.4 Beyond the Euler scale: Navier-Stokes diffusive corrections

As mentioned in the introduction, Euler-scale hydrodynamic equations are but the zeroth-
order in a gradient expansion. More precisely, under the assumption of local relaxation,
the expectation value of the currents ⟨j(x)⟩ are functions of the charges ⟨q(x)⟩ and of
their derivatives. Schematically: ⟨j(x)⟩ = F (⟨q(x)⟩ , ∂x ⟨q(x)⟩ , ∂2x ⟨q(x)⟩ , . . . ), which is
then expanded as ⟨j(x)⟩ = F (⟨q(x)⟩ , 0, 0, . . . ) + ∂F

∂(∂x⟨q⟩)(⟨q(x)⟩ , 0, 0, . . . ) ∂x ⟨q(x)⟩ + . . .
The zeroth order gives the Euler-scale hydrodynamic equations, while the next order gives
the hydrodynamic equation at the diffusive scale. These hydrodynamic equations include
a diffusive, entropy-producing (or Navier-Stokes) term.

The ‘Navier-Stokes’ GHD equation, with the diffusive term, was obtained in (De Nardis
et al., 2018). The result reads

∂tρ+ ∂x

(
veffρ

)
− (∂xV )∂θρ =

1

2
∂x (D∂xρ) , (2.8)
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Figure 2.4: [From (Bastianello, De Luca, Doyon and De Nardis, 2020); reproduced in the
review article (Bouchoule and Dubail, 2022)] When the Navier-Stokes term (2.8) is included
in the GHD equation, it is found that the 1D Bose gas in the quantum Newton Cradle
does reach thermal equilibrium. Bottom left: cartoon of the quench protocol (quench from
double-well to harmonic potential). Top: evolution of the density profile n(x, t) under
GHD-Navier-Stokes evolution. In the top right plot, one sees that the density goes to
the thermal equilibrium density at long times. Bottom right: the entropy invreases and
ultimately reaches its thermal equilibrium value.

where D is a kernel (i.e. Df(θ) =
∫
D(θ, θ′)f(θ′)dθ′)) describing a Markov process of ran-

dom momentum exchanges via two-body collisions (Gopalakrishnan et al., 2018; De Nardis
et al., 2019). It is defined by the relation

[D(θ, .)]dr(θ′)ρs(θ
′) = [ρs(.)D̃(., θ′)]dr(θ), (2.9)

with

ρs(θ)
2D̃(θ, θ′) =

(∫
W (α, θ)dα

)
δ(θ − θ′) −W (θ, θ′),

W (θ, α) = ρ(θ)(1 − ν(θ))(∆dr(θ − α))2
∣∣∣veff(θ) − veff(α)

∣∣∣ .
For a detailed derivation of these equations, see (De Nardis et al., 2019).

As mentioned above, interestingly, taking into account the diffusive correction changes
the conclusion about thermalization in the quantum Newton Cradle setup, see (Bastianello,
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De Luca, Doyon and De Nardis, 2020) and Fig. 2.4. With the inclusion of the Navier-Stokes
term, the quantities (2.3) are no longer conserved, and it is found that the gas ultimately
reaches thermal equilibrium, contrary to what had been observed previously in (Cao et al.,
2018; Caux et al., 2019). For more studies of diffusion in the Lieb-Liniger gas, see e.g.
(Panfil and Pawe lczyk, 2019; Medenjak et al., 2020).

2.2.5 Boltzmann kinetic equation for Bose gases at the 1D-3D crossover.

Taking inspiration from the developments of GHD, Møller et al. (2021) studied a 3D Bose
gas at the crossover to the 1D regime, and introduced a phenomenological description of
the gas dynamics at that crossover. The idea is the following. The atoms lie in the 3D
potential V (x) + V⊥(r⊥), where r⊥ =

√
y2 + z2 is the distance from the axis at y = z = 0.

The transverse potential is harmonic, V⊥(y, z) = mω2
⊥r

2
⊥/2, so that the wavefunction of

each atom ψ(x, r⊥) can be expanded on the eigenstates ψn(r⊥) of the transverse harmonic
oscillator, see Eq. (??) below. Strictly in the 1D regime (i.e. when ℏω⊥ is much larger
than all other energy scales), the transverse ground state (n = 0) is the only state that
is occupied. But if the transverse confinement is not strong enough, transverse excited
states will also be occupied. Møller et al. (2021) consider the first three transverse states
(n = 0, 1, 2) (their degeneracy is neglected), and regard the resulting system as a three-
component 1D Bose gas, with a Hamiltonian of the form

H = H0 + excitation terms,

H0 =
∑

a=0,1,2

∫
dxΨ†

a

(
− ∂2x

2m
+ V (x) +

ga
2

Ψ†
aΨa

)
Ψa +

∑
0≤a<b≤2

∫
dx gabΨ

†
aΨaΨ†

bΨb.

(2.10)

Here the excitation terms are of the form
∫
dx
(

(Ψ†
a(x))2Ψ2

b(x) + h.c.
)

and correspond, for

instance, to a two-body collision where two atoms in the transverse ground state get excited
to the first excited state. The coupling constants ga and gab (a, b = 0, 1, 2) are effective
1D coupling constants resulting from the 3D interaction. Møller et al. (2021) assume that
they are equal: ga = gab = g; under that assumption, the multi-component Bose gas with
V (x) = 0 is integrable (Yang, 1967; Gaudin, 2014; Caux et al., 2009; Klauser and Caux,
2011; Klümper and Pâţu, 2011; Pâţu and Klümper, 2015; Robinson et al., 2016; Robinson
and Konik, 2017), however the description of its thermodynamic limit is considerably more
complicated than the one of the Lieb-Liniger model reviewed in Section 1.1.

By a sequence of approximations, ? ultimately arrive at a phenomenological description
that resembles the GHD equation of the 1D Bose gas, where the excitation terms in the
Hamiltonian (2.10) are introduced in the form of a Boltzmann collision integral:

∂tρ+ ∂x[veffρ] − (∂xV )∂θρ = I. (2.11)
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That collision integral I is constructed phenomenologically, by considering a simple model
for two-body collisions. This phenomenological approach does not incorporate interactions
with the other particles, contrary to what usually happens in exact Bethe Ansatz calcu-
lations (where the interaction effects appear through the dressing of the various quan-
tities that enter all the formulas). Within the framework of that very simple model,
the probability for two colliding atoms with momenta p1 = ℏk1, p2 = ℏk2 initially in
the same transverse state to get excited to a different transverse state is estimated as
P↕(k, q) ≃ 4c2kq/[k2q2 + c2(k + q)2] where k = |k1 − k2| and q =

√
|k1 − k2|2 − 8mω⊥/ℏ.

Then the authors assume that the atom momenta may be replaced by the rapidities, and
arrive at a closed expression for I, see (Møller et al., 2021) for more details. The various
approximations involved in the construction of the effective Boltzmann equation (2.11) are
particularly meaningful in the ideal Bose gas regime, where the interactions between atoms
are negligible. There, this phenomenological approach is expected to work well. Notice
that in the ideal Bose gas regime, the GHD dynamics reduces to that of free Bosons, with
the effective velocity appearing in Eq. (2.11) reducing to the bare velocity veff(θ) = θ/m.
In that regime the aforementioned assumption that all intra- and inter-component coupling
strengths are equal is actually no longer necessary for the gas to be integrable. Beyond
the ideal Bose gas regime, the accuracy of the description of the 1D-3D crossover by Eq.
(2.11) remains to be investigated.

Motivated by the recent experiment in the Newton Cradle setup of Li et al. (2020),
which observed thermalization attributed to excitations of the transverse modes, Møller
et al. (2021) simulated the Newton Cradle with Eq. (2.11) in the ideal Bose gas regime,
and found that excitations to the transverse modes do indeed induce thermalization.

2.3 Experimental tests of Generalized Hydrodynamics

2.3.1 Techniques for 1D confinement of Bose gases

Confining potentials for cold atoms can be realized in different ways (Pethick and Smith,
2008), see below. In order to create 1D systems, the 3D confinement must be very
anisotropic: locally, the potential is quasi-harmonic,

V3D(x, y, z) ≃ 1

2
mω2

∥x
2 +

1

2
mω2

⊥(y2 + z2) (2.12)

with
ω⊥ ≫ ω∥. (2.13)

The 1D regime is reached when the transverse confinement is large enough so that the
transverse energy gap ℏω⊥ is much larger than the typical energy per atom. Then the
transverse degrees of freedom are frozen, and the resulting dynamics in effectively one-
dimensional, along the direction x.

42



2

lattice beams

D

B

C

A

0 5 10 15

16

20

 

0

1

2
x  10

 

 

0 50 100 150
20

30

40

Time (ms)

0

2

4
 

 
x 10

A
to

m
 n

um
be

r
W

id
th

 (µ
m

)

E4 4

24

Time (ms)

20 40 60 80

0

1

2

Magnetic field (G)

a 3
D 

(1
00

0 
a 

 ) 0

FIG. 1: A, Experimental setup. The lattice potential is created by
two retro-reflected laser beams confining the atoms to an array of
one-dimensional tubes with equipotential surfaces shown in red. B,
Along each tube (left) we excite the lowest compressional mode
(center) and compare its frequency to the dipole mode (right). C,
The strength of the interatomic interaction is adjusted by tuning the
s-wave scattering length a3D. The background scattering length rises
gently from 0 to 1240 a0 when the magnetic field B is tuned from
17 to 76 G. Further tuning is possible near a Feshbach resonance at
47.78(1) G to absolute values beyond 4000 a0. The dashed line indi-
cates a⊥/C for a transversal trap frequency of ω⊥ = 2π×13.1 kHz.
D and E present typical data sets for the compressional mode in the
TG and sTG regime at a3D = 875(1) a0 and a3D = 2300(200) a0,
respectively. The upper panels show the atom number, the lower
panels show the 1/e-cloud-width after time-of-flight. The solid
lines in the lower panels are sinusoidal fits (see online material),
yielding the oscillation frequencies ωC = 2π × 30.6(3) Hz and
ωC = 2π × 241(1) Hz, respectively.

phase, the sTG gas, should be accessible [13]. Is this ex-
cited phase stable, i.e. does it exist at all? The expectation
is that the large kinetic energy inherited from the TG gas, in a
Fermi-pressure like manner, prevents the gas from collapsing
[20]. This stability can most simply be inferred from a Bethe-
ansatz solution to the Lieb-Liniger model with attractive inter-
actions [20, 21]. This ansatz yields for the energy per particle
E/N ≈ ~2π2n2

1D/[6m(1− n1Da1D)2], corresponding to the
energy of a gas of hard rods [1], for which a1D represents the
excluded volume. This results in a positive inverse compress-
ibility and also in an increased stiffness of the systems as long
as n1Da1D is sufficiently small. Interestingly, in this phase the
density correlations are even stronger than in the TG gas, as
they show a power-law decay that is slower than for a TG gas
[13], indicating an effective long-range interaction.

We realize the crossover all the way from a non-interacting
gas via the 1D mean-field Thomas-Fermi (TF) regime to a
TG gas and then to a sTG gas. We exploit the fact that our
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FIG. 2: Transition from the non-interacting regime via the mean-
field TF regime into the TG regime. The squared frequency ratio
R = ω2

C/ω
2
D of the lowest compressional mode with frequency ωC

and the dipole mode with frequency ωD serves as an indicator for
the different regimes of interaction. For increasing interactions from
γ = 0 to γ ≈ 500 the system passes from the ideal gas regime (R =
4) to the 1D TF regime (R ≈ 3) and then deeply into the TG regime
(R = 4). The inset shows the transition from the non-interacting
regime to the mean-field regime in more detail. The vertical error
bars refer to standard error and the horizontal error bars reflect the
uncertainty in determining a1D and n1D (see online material). The
horizontal error bar on the data point at γ = 0 (not shown in the
inset) is ±0.03 a0.

1D systems possess weak harmonic confinement along the
axial direction characterized by the confinement length a‖.
Whereas the frequency ωD of the lowest dipole mode depends
only on the confinement, the frequency ωC of the lowest ax-
ial compressional mode is sensitive to the various regimes of
interaction [16]. For the non-interacting system one expects
R ≡ ω2

C/ω
2
D = 4. This value then changes to R = 3 for

weakly repulsive interactions in a 1D TF regime [7]. For in-
creasing positive interaction strength, R is expected to change
smoothly to 4 when entering the TG regime as the system be-
comes fermionized and hence effectively non-interacting. A
rise beyond the value of 4, after crossing the CIR, would then
constitute clear evidence for the sTG regime [13]. As a1D is
further increased, the system will finally become unstable and
R is expected to turn over and drop towards zero. For a har-
monically confined system, the point of instability is reached
when the overall length of the system of hard rods, Na1D, be-
comes of the order of the size

√
Na‖ for the wave function of

N non-interacting fermions, i.e. A ≡ Na1D/(
√
Na‖) ≈ 1.

We use A2 as an alternative parameter to γ to characterize
the strength of the interaction as it accounts for the harmonic
confinement.

We start from a 3D Bose-Einstein condensate (BEC) with
up to 2 × 105 Cs atoms with no detectable thermal fraction
in a crossed-beam dipole trap with magnetic levitation [22].
Depending on the interaction regime to be studied, we then
set the number of atoms in the BEC to values in the range of
(1 − 4) × 104 by means of forced radio-frequency evapora-

15µm

z For longitudinal

1.5 mm

confinement

Chip design (wire edges shown)

Figure 2.5: [From the review article (Bouchoule and Dubail, 2022)] Creating 1D gases in
cold atom experiments. A. A 2D optical lattice produces an array of 1D tubes. B. Guiding
atoms along a 3-wire guide on an atom-chip [pictures from the atom-chip experiment of
Isabelle Bouchoule]. (a) Three parallel wires, running current in alternate directions, guide
the atoms along a line above the central wire. (b) Chip layout (wires edges shown). In
addition to the 3-wire guide, other wires are used for the longitudinal confinement and for
preparation stages. (c) The atom-chip, covered with a gold mirror.
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In that regime, the effective delta interaction between the atoms in 1D comes from their
3D short-range interaction, whose strength is set by the 3D scattering length a3D. The
precise relation between the 1D coupling constant g and a3D was worked out by Olshanii
(1998),

g =
2ℏω⊥a3D

1 − Ca3D/a⊥
, (2.14)

where a⊥ =
√

2ℏ/(mω⊥) is the width of the transverse ground state and C ≃ 1.46. In
many experimental realizations, a3D ≪ a⊥, so that Olshanii’s relation (2.14) reduces to
g1D = 2ℏω⊥a3D. Formula (2.14) shows a resonant behavior when Ca3D/a⊥ ≃ 1, which can
be interpreted as a Feshbach resonance involving a bound state related to a transversely
excited state Bergeman et al. (2003).

There are two main technologies to realize 1D gases in experiments (Fig. 2.5).

1. The confining potential is created by laser fields: the interaction between the induced
atomic dipole and the laser field results in a force acting on the center-of-mass motion
of the atom, which is conservative if the laser frequency is sufficiently far from any
atomic resonance and which is proportional to the laser intensity gradient. The strong
transverse confinement is realized by lasers with large intensity gradients resulting
from interference, and a 2D optical lattice formed by lasers far-detuned from the
atomic transitions realizes a 2D array of 1D tubes for the atoms where the 1D regime
can be created (Kinoshita et al., 2005; Haller et al., 2009; Fabbri et al., 2011). Such
‘optical trapping’ setups possess several nice features:

• very strong transverse confinements can be obtained, since the light intensity is
modulated on distances as small as the laser wavelength. This allows to realize
1D gases with string repulsion, see Olshanii’s formula (2.14)

• cold atoms are loaded in optical lattices adiabatically from a 3D BEC, which
gives very cold 1D gases

• the magnetic field is a free parameter that can be tuned to approach Feshbach
resonances and thus adjust the interaction strength between atoms (Haller et al.,
2009).

On the other hand, optical trapping setups also have some drawbacks, the main one
being that all measurements are automatically ensemble-averaged over all the 1D
tubes, which greatly complicates the data analysis.

2. The confining potential is created by spatially-varying magnetic fields, exploiting
the non-vanishing magnetic moment of the atoms. Strong magnetic gradients are ob-
tained in the vicinity of microwires on ‘atom chips’ (Reichel et al., 1999; Folman et al.,
2000; Reichel and Vuletic, 2011), and the 1D regime can be reached (van Amerongen
et al., 2008; Armijo et al., 2011; Jacqmin et al., 2011). The main advantages of atom
chip setups are:
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• a single 1D gas is realized, which allows for direct comparison with theoretical
predictions. This also allows to study fluctuations and correlations, see for
instance (Fang et al., 2016).

• the guiding of atoms can be realized on very long distances, as the transverse
confinement is invariant along the whole microwire.

The main drawbacks are that the effective 1D coupling constants that can be reached
are small, and that the 1D gases are prepared and cooled down directly in the 1D
geometry, resulting in temperatires that are much higher than those obtained in 2D
optical lattices. For studies of the phenomena limiting the temperatures in atom
chip setups, see (Rauer et al., 2016; Schemmer and Bouchoule, 2018; Bouchoule and
Schemmer, 2020).

2.3.2 Test of GHD in an atom chip setup

A first experimental demonstration of the validity and relevance of GHD was carried out
by Schemmer et al. (2019). In this experiment, a 1D gas is realized on an atom chip. The
initial cloud is at equilibrium in a regime close to the quasicondensate regime. Dynamics
is initiated by a quench of the longitudinal potential, and the time evolution of the density
profiles is recorded. For all situations considered, the results are in very good agreement
with the predictions of the GHD theory.

The data are also compared to predictions of standard hydrodynamics, given by the
Euler equations (3) of the introduction, with the pressure term corresponding to the Lieb-
Liniger model. In contrast with GHD, this standard hydrodynamic approach assumes
that the gas is locally at thermal equilibrium. A clear failure of standard hydrodynamics
is found when the 1D gas is prepared at equilibrium in a double-well potential, and the
double-well is suddenly switched off and the gas is let to expand freely in 1D, see Fig. 2.6.

The origin of the failure of standard hydrodynamics in the above scenario is revealed
by the following simple picture (Fig. 2.6, bottom). During the time evolution, the two
clouds that were initially in each of the potential wells spread, the negative rapidities
moving to the left and the positive ones to the right. After some expansion time, at
the central position, the positive rapidities from the left cloud meet negative rapidities
coming from the right cloud. The resulting rapidity distribution is then double peaked.
The standard hydrodynamic theory cannot capture this feature, because it assumes local
thermal equilibrium and the rapidity distribution of thermal states are single-peaked. This
striking difference between GHD and conventional Euler hydrodynamics is clearly visible in
Fig. 2.6, where the calculated Fermi occupation ratio ν(x, θ) is displayed for both theories.

2.3.3 Test of GHD in an optical trapping setup

In the experiment of Schemmer et al. (2019), GHD is tested in a very large atom cloud
that contains thousands of atoms, and whose longitudinal size, of the order of 100µm, is
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Figure 2.6: Top. [From (Schemmer et al., 2019); ; reproduced in the review article
(Bouchoule and Dubail, 2022)] Experimental test of GHD theory. The density profiles after
a quench from a double well potential to a flat potential are shown. The experimental date
(noisy curves) are in very good agreement with GHD predictions (smooth solid lines). The
standard hydrodynamics (dashed lines on the right figures) fails to capture the experimental
dynamics. Bottom. [From Supplemental Material of (Schemmer et al., 2019)] Calculations
of the expected rapidity distributions after a release from a double-well potential. The
figures show the evolution of the Fermi occupation ratio ν(x, θ), which is in one-to-one
correspondence with the rapidity distribution ρ(x, θ) (see Subsection 1.3). The top line
shows prediction from GHD theory, and the bottom line shows prediction from standard
Euler hydrodynamics. The GHD predicts the appearance a of double peaked rapidity
distribution around the center of the cloud (clearly visible on the plot at t = 55ms).
Standard Euler hydrodynamics, on the other hand, assumes that at each point x the
rapidity distribution ρ(x, θ) is the one at thermal equilibrium, which is a single peaked
function. This theory is thus unable to capture the correct physics.
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FIG. 3. Strong coupling (100-times) trap quench. a,
Time evolution of the rapidity distribution after the trap is
suddenly made 100 times deeper for 1D gases with γ̄0=9.3.
The red and orange curves show the experimental rapidity
distributions over the course of the first two collapse cycles.
The dark blue and light blue curves are the associated GHD
theory, accounting for the measured atom number at each
point (see Extended Data Fig. 1c and d). The color change
denotes a 1% change in the trap depth due to the slow experi-
mental drift (see Methods). b, Time evolution of the rapidity
energy, E, after the quench. The red and orange squares are
extracted from experimental distributions like those in a (see
Methods). The dark and light blue circles are for the associ-
ated GHD theory. The dashed line is the GHD theory using
the average atom number. The two insets show the rescaled
experimental rapidity distributions for points throughout the
first and second cycle respectively (points near 0, π/4, π/2,
3π/4, and π phases are shown in black, orange, blue, green,
and red, respectively). By the second cycle the distributions
are no longer self-similar. c, Time evolution of the kinetic
energy, K, after the quench. The labeling is the same as for
b, but the trap depths are slightly (< 4%) different (see Ex-
tended Data Fig. 1e and f for the associated atom numbers).
d, Time evolution of the interaction energy after the quench.
The experimental and GHD theory points are obtained from b
and c by subtracting K from E at each time. The inset shows
GHD theory for a constant atom number and trap depth.

Figure 2a shows the evolution of the rapidity distribu-
tion starting from our intermediate coupling condition af-
ter a quench to a ten times deeper trap. Our quenches are
small enough to ensure that two atoms never have enough
energy to get transversely excited in a collision [26]. Over
the first two cycles, the shapes of all the distributions are
self-similar (see Fig. 2b insets). Figure 2b shows the evo-
lution of the integrated energy associated with the rapidi-
ties, which is the total energy less the trap potential en-
ergy. The squares are for the experiment, the dashed line
shows the theory for an average number of atoms, and
the circles show the theory using the measured number
of atoms at each point (see Methods). After the quench,
the calculated average cloud size drops from 14 µm to
3 µm, and γ̄ drops from 1.4 to 0.3 (see Extended Data
Fig. 2a–j). Figure 2 clearly shows that GHD accurately
describes these experiments, where the weighted average
(maximum) number of atoms per 1D gas is 60 (140) and
the nature of the quasiparticles changes gradually dur-
ing the collapse. The onset of multiple Fermi seas for
this setup occurs in the 3rd cycle. By the 11th cycle,
we experimentally observe a loss of self-similarity that

is consistent with our theoretical calculations. However,
by that time a ∼20% atom loss complicates the theory
beyond the scope of this work [27] (see Extended Data
Fig. 3).

Our initial strong coupling condition allows us to mea-
sure dozens of cycles without appreciable loss, and it also
allows us to do a much larger trap quench, to a 100
times deeper trap. Figure 3a shows the rapidity evo-
lution over the first two cycles. The shapes are no longer
self-similar by the end of the first cycle (see the insets
of Fig. 3b). The GHD theory agrees well with the ex-
periment throughout. A second Fermi sea (see Fig. 1c)
emerges during the first collapse; GHD is essential past
that point. Extended Data Fig. 2k shows theoretical cal-
culations of the evolution of cloud sizes; averaged over all
tubes, the full width at half the central density decreases
by a factor of 35, from 17.5 µm to 0.5 µm.

The squares, the dashed line, and the circles in Fig. 3b
show the integrated rapidity energy as a function of time
respectively for the experiment, the theory with the av-
erage atom number, and the theory with the measured
atom numbers. The squares in Fig. 3c show the inte-

Figure 2.7: [From (Malvania et al., 2020); reproduced in the review article (Bouchoule and
Dubail, 2022)] Test of GHD using strongly interacting gases. The dynamics is generated
by a sudden increase of the depth of the Gaussian longitudinal confinement by a factor
100. The first two compression cycles are shown. Experimental data (red curves in (a) and
red dots in (b-d)) are compared to GHD predictions for a gas initially in the ground state
(blue lines in (a)). The blue dots in (b-c) are the GHD calculation using the measured
atom number at each time, while the dashed line in (b-c) is the theory using the average
atom number. a Measured rapidity distribution f(θ), integrated over positions x and
averaged over all 1D tubes, compared to the GHD prediction. b Rapidity energy E, i.e.∫
dθf(θ)(θ2/(2m)), in units of the recoil energy Er. c Evolution of the kinetic energy,

obtained from the measured momentum distribution w(p): K =
∫
dpw(p)(p2/(2m)). d

Interaction energy E −K.
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very large compared to microscopic scales. In these conditions, GHD is clearly expected
to be valid. In a more recent experiment by Malvania et al. (2020), GHD is tested in a
setup that uses a 2D lattice of 1D gases. In this experiment, the typical atom number N
is as low as 10 to 20 per 1D gas. Moreover, the (quasi)harmonic longitudinal potential
V (x) can be quenched very dramatically: at time t = 0, the amplitude of the trap can be
increased by a factor as large as 100, so the atom cloud is very strongly compressed. The
validity of GHD is severely challenged in this situation. Yet, the experimental data, which
are averaged over all the 1D tubes, are still correctly described by GHD over the first few
oscillation cycles. We now discuss the results of Malvania et al. (2020) in more detail.

The 1D clouds are prepared from a 3D Bose-Einstein condensate by adiabatically in-
creasing the depth of the 2D lattice. When the 2D lattice depth is large enough, the gas
decouples into independent 1D tubes. The temperature is extremely low, so that each
1D gas is close to the ground state of the Lieb-Liniger Hamiltonian in each tube. The
dynamics is generated by suddenly increasing the longitudinal potential V (x) felt by the
atoms in each tube. The longitudinal potential V (x), realized using an optical beam, has
a Gaussian shape and its depth is increased by a large factor, 10 or 100 depending on the
experimental data set. In sharp contrast with (Schemmer et al., 2019), the initial cloud lies
in the hard-core regime, with mean γ, averaged over the distribution of linear densities, as
large as 9. Malvania et al. (2020) measure the time evolution of the rapidity distribution
(Fig. 2.7), using the technique of (Wilson et al., 2020). This measurement is a global mea-
surement: the rapidity distribution is integrated over positions x within each tube, and
averaged over all the tubes.

The results are shown in Fig. 2.7, for a quench of the 1D trap amplitude by a factor
100. They are in excellent agreement with GHD predictions, which use the Lieb-Liniger
ground state within the local density approximation as the initial state and the GHD
equations (1.55). In the theory calculation, it is found that, for a an increase of the
trap depth of the quasi-harmonic (Gaussian) potential by a factor 100, the dimensionless
repulsion strength γ, taken to be initially of order 1 in the center of the cloud, drops to
a value of order 0.1 at the maximum of the compression. Thus, the variation of γ as a
function of position and time over one compression cycle is very large.

The measurement of the rapidity distribution, integrated over all atoms, allows to
monitor the evolution of the ‘rapidity energy’, defined as E =

∫
ρ(x, θ)θ2/(2m)dxdθ for a

single 1D cloud —and it is averaged over all clouds in the measurement—. The rapidity
energy is the total energy, which is conserved, minus the potential energy associated to
the confining potential. Since the potential energy oscillates as the cloud breathes, so does
the rapidity energy E, as seen in Fig. 2.7.b. Moreover, besides the rapidity distribution,
Malvania et al. (2020) also measure the momentum distribution, from which the kinetic
energy K can be extracted. The time-evolution of the kinetic energy is shown in Fig.2.7.c.
The difference between the rapidity energy E and the kinetic energy K is the interaction
energy. If the gas remained in the hard-core regime at all times, then one would always have
K = E: the atoms would never be at the same position, so the contact interaction energy

48



would be zero and the rapidity energy would be entirely in the form of kinetic energy. The
narrow dip of K at the time when the cloud is most compressed clearly demonstrates that,
at this time, the cloud leaves the hard core regime.

To conclude this Chapter, we stress that the good agreement found by (Malvania et al.,
2020) between experimental data with small atom number per tube and the predictions
of GHD is a topic that deserves further investigation. As discussed in the Supplemental
Material of (Malvania et al., 2020), the averaging over 1D tubes results in a smoothing of
small atom number effects, which may explain the good agreement with the hydrodynamic
theory, to some extent. It would be interesting to investigate the question of the accuracy
of GHD for single 1D clouds of a few atoms more systematically. On the theory side, this
could be done by performing numerical simulations of a single 1D gas for very small atom
numbers (similarly to the numerical results shown in Fig. 3.5, but for longer times).
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Chapter 3

Quantum fluctuations

3.1 Ground state quantum fluctuations from the effective
field theory viewpoint

In this section I discuss zero point quantum fluctuations of an Euler fluid at zero temper-
ature, and correlation functions from the perspective of effective field theory. This is of
course nothing but Luttinger liquid theory, which can be presented in several other ways,
see e.g. (Haldane, 1981; Giamarchi, 2003; Cazalilla, 2004; Tsvelik, 2007).

I find that the effective field theory perspective, even though it is less constructive than
some other approaches —for instance, than Haldane’s one (Haldane, 1981)—, does have its
own merits. In particular, in my opinion, it makes a very clear distinction between what is
universal (i.e. field theory data) and what is not (i.e. all dimensionful data that are needed
to connect objects in the microscopic system to field theory ones). This is why I prefer to
introduce the theory in this slightly non-standard way here, inspired by (Abanov, 2006).

3.1.1 Standard Euler equations for the classical Galilean fluid: reduction
to two equations

In this Section we consider first a classical Galilean fluid. It is described by the three Euler
equations discussed in the introduction,

∂
∂tn+ ∂

∂x(nu) = 0
∂
∂tu+ u ∂

∂xu+ 1
mn∂xP = − 1

m
∂V
∂x

∂
∂te+ u ∂

∂xe+ 1
nP∂xu = 0.

(3.1)

Here we want to study this fluid near equilibrium at zero temperature. It turns out that,
at zero temperature, only the first two partial different equations in (3.1) are needed; the
third one is redundant. The reason is as follows. As discussed in the introduction, the
third equation in (3.1) comes from conservation of energy. Equivalently, it can be recast
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to express the fact that entropy moves with the flow, namely

∂ts+ u∂xs = 0, (3.2)

where s is the entropy per particle. At zero temperature, s = 0 everywhere in the fluid, so
that equation is always trivially satisfied.

To see that (3.2) is equivalent to the third equation in (3), one way is to use the
thermodynamic relation between the internal energy per unit mass and s, de = T

mds −
Pd (1/n). Then

T

m
(∂t + u∂x)s = (∂t + u∂x)e− P

n2
(∂t + u∂x)n

= (∂t + u∂x)e+
P
n
∂xu,

where we used the first equation in (3.1) to go from the first to the second line.
To summarize, our classical Galilean fluid at zero temperature is described by two

equations,
∂tn+ ∂x(nu) = 0

∂tu+ u∂xu+ 1
n∂xP = − 1

m∂xV,
(3.3)

where V (x) is the external potential, and P(n) is the zero-temperature pressure of the fluid
which depends on the microscopic details.

The function P(n) —i.e. the equation of state of the fluid— might be very different
depending on whether the underlying microscopic system is classical or quantum. For
instance, in a classical gas of non-interacting particles, the particles would simply freeze at
zero temperature and the pressure would vanish, while this can never be true with quantum
particles which always have zero point fluctuations. Nevertheless, apart from the equation
of state which may be sensitive to quantum effects, what we have done so far is classical
hydrodynamics.

Next, we argue that the quantization of the classical fluid (3.3) is a Luttinger liquid.

3.1.2 An action for the standard Euler fluid

Formally, there are various ways of quantizing the Euler equations at zero temperature
(3.3), but in the end they are roughly equivalent. One way, which we follow here, is to
write an action whose minimization leads to the classical equations (3.3), and then write
a path integral.

Our starting point is then to find a variational principle for the Euler equations (3.3).
To do that, one has to treat the two equations (3.3) on a different footing. We look at the
first one (the continuity equation for the mass density) as a constraint, which by definition
is always satisfied exactly by the couple (n, j). The second one (the Euler equation for u)

51



results from the variational principle, by minimizing S[n, j] under the constraint ∂tn+∂xj =
0. We choose the action (Abanov, 2006)

S[n, j] =

∫
dxdt

[
j2

2n
− ρE(n) − nV

]
, (3.4)

where ρE(n) is the ground state energy density.
To vary this action under the constraint ∂tn + ∂xj = 0, one can imagine that one

has a configuration (n(x, t), j(x, t)) which satisfies the continuity equation, and represent
fluctuations around that configuration by a “height field” h(x, t),

δn(x, t) =
m

2π
∂xh(x, t), δj(x, t) = −m

2π
∂th(x, t), (3.5)

such that (n+ δn, j + δj) automatically satisfies the constraint. Then, varying the action
to first order in δn, δj (substituting (3.5) and integrating by parts), one gets

δS(1st order) =

∫
dxdt

[
jδj

n
− j2

2n2
δn− δn∂nρE − δn V

]
=

m

2π

∫
dxdt

[
∂t

(
j

n

)
+ ∂x

(
j2

2n2

)
+ ∂x(∂nρE + V )

]
h.

The expression inside the bracket must vanish; using u = j/ρ and ∂x(∂nρE) = 1
n∂xP [this

follows from the thermodynamic relations (at T = 0) dρE = µdn and dP = n dµ], this
gives precisely the second equation in (3.3), as required. So the action (3.4) is indeed a
“good” action for the Euler equations (3.3).

3.1.3 Quadratic effective field theory

Now that an action has been identified, one can turn classical hydrodynamics into “quan-
tum hydrodynamics” simply by putting the action inside an exponential, and by integrating
over all configurations (n, j) that satisfy the constraint. This can be done directly in terms
of the height field: given a reference configuration (ρ, j) which satisfies the continuity
equation, one can write the path integral as∫

[dh] exp

(
i

ℏ
S
[
n+

m

2π
∂xh, j −

m

2π
∂th
])

. (3.6)

Such path integrals are typically approximated by the saddle-point method, by expand-
ing to second order in h around classical configurations (ρ, j) —configurations which are
solutions to the Euler equations (3.3)—, leading to a gaussian path integral.

Expanding the action to second order gives

δS(2nd order) =
1

2

∫
dxdt

[
1

ρ
(δj)2 − 2

j

ρ2
(δρ)(δj) + (

j2

ρ3
− ∂2ρρE)(δρ)2

]
=

ℏ
8π

∫
dxdt

(
∂th ∂xh

)
·A ·

(
∂th
∂xh

)
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for some 2 × 2 symmetric matrix A. This gives a quadratic action for the quantum fluc-
tuations around a classical hydrodynamic solution. Of course, there should also be higher
order terms, but those are irrelevant in the renormalization group sense in two spacetime
dimensions, so one usually omits them. One concludes that quantum fluctuations of 1d
liquids are captured by a quadratic action. This effective theory is known as Luttinger (or
Tomonaga-Luttinger) liquid theory.

3.1.4 The parameters in the effective action: mean fluid velocity u, sound
velocity v, Luttinger parameter K

To elaborate, the above symmetric matrix A can be checked to be of the form

A =
1

K
×
(

u2

v − v −u
v

−u
v

1
v

)−1

,

where u = j/n is the local mean velocity of the fluid, and the sound velocity v and the
dimensionless Luttinger parameter K are given by

v =
√
n∂2nρE and K =

πℏn
m2v

. (3.7)

In terms of these parameters, the above quadratic action for the fluctuations of h becomes

S[h] ≡ δS(2nd order) =
ℏ

8π

∫ √−g d2x
K

gab(∂ah)(∂bh) (3.8)

where x0 = t, x1 = x, and the metric gab is

ds2 = gabdxadxb

= (dx− (u+ v) dt)(dx− (u− v)dt). (3.9)

The action (3.8) is the one of the free massless boson, also called Gaussian Free Field
(GFF), in the metric g. The physical meaning of g is that it is the natural metric in
which sound waves propagate. Indeed, the sound waves propagating on top of the fluid
correspond to low-energy excitations of the GFF, which propagate along the null geodesics
of g, and those are precisely the right- and left-moving sound waves which propagate at
velocity u± v.

3.1.5 Equal-time correlation functions

The effective field theory allows to compute ground state correlation functions in the fluid.
The idea is that any local observable Ô(x) in the microscopic model should have an expan-
sion in terms of the field theory operators ϕ(x) that appear in the effective field theory,

O(x) =
∑
ϕ

AOϕ(x) ϕ(x), (3.10)
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Figure 3.1: [From (Brun and Dubail, 2018).] Connected part of the density-density corre-
lation function ⟨0|n(x)n(y) |0⟩ in the ground state |0⟩ of the harmonically trapped 1D Bose
gas with N particles, with Lieb interaction parameter γ(x) —the gas is inhomogeneous, so
the Lieb parameter depends on position—. The blue curve corresponds to the expansion
(3.10)-(3.11) in terms of field theory correlators, while the gray line is the numerically exact
simulation (obtained with DMRG in the lattice gas at very low particle density).
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where the AOϕ(x) are scalar coefficient discussed in detail below (Subsec. 3.1.6). As it
stands, Eq. (3.10) is meaningless: the left hand side is an operator acting on the Hilbert
space of the microscopic quantum system, while the right hand side is a sum over operators
in some field theory. Formula (3.10) must be understood as a statement about all long-
distance correlation functions. The statement is that, for any set of local operators O1(x1),
O2(x2), . . . , Op(xp), their expectation value in the ground state |0⟩ has an asymptotic
expansion in terms of the field theory (FT) correlators,

⟨0|O1(x1)O2(x2) . . . On(xn) |0⟩ =
∑

ϕ1,...ϕn

 n∏
j=1

AOjϕj
(xj)

 ⟨ϕ1(x1)ϕ2(x2) . . . ϕn(xn)⟩FT .

(3.11)
This asymptotic expansion holds in the limit when the points x1, x2, . . . , xp are separated
by large distances. The terms in the right hand side can be ordered according to the scaling
dimensions of the field theory operators: the larger the scaling dimension, the faster they
decay as a function of the distance between the points x1, x2, . . .

The point is that, since the effective field theory is a free boson theory, the correla-
tors ⟨ϕ1(x1)ϕ2(x2) . . . ϕn(xn)⟩FT can be computed efficiently. In the special case when the
Luttinger parameter K is independent of position —in particular, when the fluid is ho-
mogeneous, or when the microscopic model can be mapped to non-interacting fermions—,
then all field theory correlators are easily computed by exploiting conformal invariance,
see e.g. Francesco et al. (2012) for an introduction. When the Luttinger parameter K
is not constant, the theory is not conformally invariant, however one can still express all
correlation functions in terms of three fundamental two-point functions only, which cor-
respond to the Green’s functions of the Laplacian for different combinations of boundary
conditions (Dirichlet/Dirichlet, Neumann/Neumann, Dirichlet/Neumann), see (Brun and
Dubail, 2018) for details.

As an example of an application, in Fig. 3.1 we show the connected density-density
correlation function in the ground state of the harmonically trapped 1D Bose gas with
N ≃ 40 particles, compared to numerical results obtained with DMRG. The results are in
excellent agreeement, although only the first three leading operators are included in the
expansion (3.10) of the density operator,

δn(x) = n(x)−⟨0|n(x) |0⟩ =
1

2π
∂xh(x)+Aδn V1,0(x)V1,0(x)+Aδn V−1,0(x)V−1,0(x) + . . . ,

(3.12)
where Va,b(x) is the so-called ‘electric-magnetic operator’ with ‘electric’ charge a and ‘mag-
netic charge’ b. The scaling dimensions of the operator ∂xh(x) is 1, and the scaling dimen-
sions of V±1,0 is equal to the Luttinger parameter K. They are the three lowest operators
with zero magnetic charge; operators with non-zero magnetic charge are not allowed in the
expansion of the density operator because they correspond to operators that change the
total number of particles N .
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In summary, the correlation functions of observables in the microscopic quantum model
are given in terms of the correlators in the effective field theory by expansions of the form
(3.10)-(3.11). The correlators in the effective field theory can be easily obtained, either
fully analytically in the conformally invariant case (when the Luttinger parameter K is
constant), or in terms of only three fundamental Green’s functions that are easily obtained
numerically.

The difficulty of computing ground state correlation functions then boils down to com-
puting the non-universal prefactors AOϕ(x); we now turn to that problem.

3.1.6 Computing the non-universal coefficients from exact form factor
formulas

The non-universal coefficients AOϕ(x) can be computed using the following method, see
also (Shashi et al., 2011, 2012; Kitanine et al., 2011, 2012; Bondesan et al., 2015; Brun and
Dubail, 2018; Scopa et al., 2020). The coefficients are extracted from the homogeneous
system —here, the 1D Bose gas— with periodic boundary conditions. The effective field
theory is conformally invariant, and one relies on the operator-state correspondence, namely
that the local operators ϕ(x) in the conformal field theory (CFT) are in correspondence
with eigenstates of the CFT hamiltonian |ϕ⟩.

One makes the following assumptions:

• for sufficiently large system sizes L, the low-energy excited states of the microscopic
hamiltonian H can be unambiguously identified with the ones of the CFT Hamil-
tonian. In particular, the ground state of H for a system of size L, |0⟩L, is viewed
as a microscopic version of the CFT vacuum |0⟩CFT. Similarly, there is a unique
low-energy eigenstate of H, noted |ϕ⟩L, that is viewed as a microscopic version of the
CFT state |ϕ⟩CFT.

• the form factor in the microscopic model, L ⟨ϕ|O(x) |0⟩L, is known for arbitrary L.
This is often the case thanks to form factors formulas obtained with the algebraic
Bethe Ansatz, see e.g. (Slavnov, 1989; Kitanine et al., 1999).

The coefficient AOϕ is then given by

AOϕ(x) = limL→∞

[(
L

2π

)∆ϕ
L ⟨ϕ|O(x) |0⟩L√
L ⟨0 |0⟩L L ⟨ϕ |ϕ⟩L

]
, (3.13)

where ∆ϕ is the scaling dimension of the CFT operator ϕ. Formula (3.13) is obtained by
conformal mapping from the complex plane to the cylinder.

To summarize, for operators in the microscopic model such as the density operator
n(x), or the boson creator/annihilator operators Ψ†(x), Ψ(x), exact form factors formulas
available in the literature (Slavnov, 1989; Kitanine et al., 1999) allow to extract the non-
universal coefficient Anϕ, AΨ† ϕ, AΨϕ, etc. For more details, see e.g. (Shashi et al., 2011,

56



2012; Kitanine et al., 2011, 2012; Bondesan et al., 2015; Brun and Dubail, 2018; Scopa et al.,
2020). These non-universal prefactors, together with the known (or easily computable) field
theory correlators, gives access to equal-time ground state correlations in the 1D Bose gas.

3.1.7 Correlations at different times. Propagation of quantum fluctua-
tions in the (linear) Luttinger liquid.

So far we have focused only on equal-time correlations functions. But the Luttinger liquid
also gives predictions for correlation functions at different times. For simplicity, consider
the ground state of the spatially homogeneous system (V (x) = 0), with n(x, t) = n and
u(x, t) = 0. Linearizing the system (3.3) around that solution leads to the equation of
propagation of linear sound waves (δn(x, t), δu(x, t)){

∂tδn+ n∂xδu = 0

∂tδu+ 1
mn

∂P
∂n ∂xδn = 0,

(3.14)

or equivalently (
∂

∂t
−
(

+v 0
0 −v

)
∂

∂x

)(
v δn+ n δu
v δn− n δu

)
= 0, (3.15)

with the sound velocity v =
√

1
m

∂P
∂n . We see from Eq. (3.15) that there are right- and left-

moving sound waves, corresponding to specific linear combinations of δn and δu, traveling
at velocity ±v.

In the effective field theory with the quadratic action (3.8), quantum fluctuations prop-
agate in time as linear sound waves. Then correlation functions at different times are
obtained from the ones at time t = 0 by propagating the operators either to the left or to
the right, or combinations of those if the operator is senstive to both left- and right-sound
waves.

For instance, the equal-time density-density correlation in the homogeneous ground
state of an infinitely long 1D fluid is well-known to be (Giamarchi, 2003; Cazalilla, 2004;
Tsvelik, 2007)

⟨δn(x1)δn(x2)⟩conn. =
−K

2π2(x1 − x2)2
(3.16)

at the leading order (i.e., keeping only the first operator ∂xh in the expansion 3.12). This
correlation functions can then be propagated in time using the sound wave equation (3.15).
It is a combination of two terms, one coming form the right-moving sound wave, the other
from the left-moving one:

⟨δn(x1, t1)δn(x2, t2)⟩conn. =
1

4π2

( −K
[(x1 − vt1) − (x2 − vt2)]2

+
−K

[(x1 + vt1) − (x2 + vt2)]2

)
.

(3.17)
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All other time-dependent correlations can be obtained in a similar way in the framework of
(linear) Luttinger liquid theory, see e.g. (Giamarchi, 2003; Cazalilla, 2004; Tsvelik, 2007).
These dynamical correlation functions obtained from the propagation of linear sound waves
are valid on time scales that are not too long, before non-linear effects kick in. Non-linear
effects fall beyond the scope of this habilitation thesis, although they have been studied
extensively; see (Imambekov et al., 2012) for a review of ‘non-linear Luttinger liquid’ theory.

3.2 Zero-entropy GHD, and the sound wave equation

3.2.1 Contour in phase space

It is natural to ask whether the logic of the previous Section can be adapted to GHD, re-
placing the standard Euler equations at zero temperature (??) by the ones of Generalized
Hydrodynamics, and adding quantum fluctuations to them. This program was imple-
mented, to some extent, in (Ruggiero et al., 2020), reviewed in the next Section. The
starting point of that program is a ‘zero-temperature’ —more precisely, ‘zero-entropy’—
form of the GHD equations. Indeed, since we are interested in quantum fluctuations rather
than thermal fluctuations, it makes sense to start by investigating the fluid at zero temper-
ature. Just like there is a reduction from the three standard Euler equations (3.1) to two
equations (3.3) at zero temperature, there is a drastic simplification of the GHD equations
when the gas is initialized in its ground state, as pointed out in (Doyon et al., 2017).

In an external potential V (x), the ground state is modeled by hydrostatics, or equiva-
lently by the local density approximation, which gives the distribution of rapidities ρ(x, θ, t =
0). In the ground state, the Yang-Yang entropy of the gas vanishes. Then, since entropy
is always conserved by Euler-scale hydrodynamic equations, it must vanish at all times.
This puts very strong restrictions on the class of local stationary states that are explored
by the system under GHD evolution: these local states must be either the ground state
itself (up to a Galilean boost), or a ‘split Fermi sea’ (Fokkema et al., 2014; Eliëns and
Caux, 2016; Eliëns, 2017). Within the framework of GHD, this is easily understood by
using the so-called convective form of the GHD equation (1.55), which gives the evolution
of the Fermi occupation ratio ν(x, θ, t) = ρ(x, θ, t)/ρs(x, θ, t),

∂tν + veff(θ)∂xν − (∂xV )∂θν = 0. (3.18)

In the ground state, the Fermi occupation ratio is either zero or one: ν(x, θ) = 1 if
θ ∈ [−θF(x), θF(x)], and ν(x, θ) = 0 otherwise. Here θF(x) is a position-dependent Fermi
momentum, which depends on the atom density n(x), see Subsection 1.3. This specific
form of ν(x, θ, t) is preserved under (3.18): at any time, ν(x, θ, t) is either zero or one.
Consequently, the state of the system at time t is parameterized by a contour Γt in phase
space (Fig. 2.2, left, and Fig. 3.5, top row), which separates the region where ν = 1 from
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the one where ν = 0, namely

ν(x, θ, t) =

{
1 if (x, θ) is inside Γt

0 if (x, θ) is outside Γt .
(3.19)

Parameterizing the contour as Γt = {(xt(s), θt(s)); s ∈ [0, 2π)}, and plugging this into
Eq. (3.18) one finds that its evolution equation reads

d

dt

(
xt(s)
θt(s)

)
=

(
veff(θt(s))

−∂xV (xt(s))

)
. (3.20)
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Figure 3.2: Top: the contour is encoded as a list of N points in the (x, θ)-plane. Bottom:
the GHD evolution is implemented directly as the motion of each of the N points. Here
N = 200.

This ‘zero-entropy GHD’ (Doyon et al., 2017) is very useful for numerical purposes,
because it provides a very efficient way of solving the GHD equations: it is easier to
compute the evolution of the contour Γt, rather than to simulate the evolution of the full
distribution ρ(x, θ, t), even though both formulations are equivalent in the end. A basic
algorithm is to numerically evolve the contour is the following, see Fig. 3.2. The contour
Γt is discretized as a set of points (xj , θj). To go from Γt to Γt+∆t, for every point (xj , θj)
one first finds all the segments along the contour which intersect the vertical line x = xj ,
and calculate the rapidity θa, a = 1, . . . , 2p of their intersection. This gives the local
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Fermi sea {θa} at position xj . Then one calculates the corresponding effective velocity
veffj = veff{θa}(θj). We do this for all points xj , and then wes evolve them according to

xj → xj + veffj ∆t, θj → θj − V ′(xj)∆t. (3.21)

In Fig. 3.2, one can see the evolution of the discretized contour Γt when the gas is suddenly
released from its ground-state in a double-well potential to a harmonic potential. After
a fraction of the period of the harmonic trap frequency, one observes the appearance of
local split Fermi seas. Hence, such a setup could not be described by the standard Euler
hydrodynamic equations (3.3), because the appearance of such multiple Fermi seas would
translate into shock formations for those. GHD, on the other hand, does not have shocks
(El and Kamchatnov, 2005; Bulchandani, 2017; Doyon et al., 2017) and remains valid after
the appearance of multiple Fermi seas.

3.2.2 Linear sound waves

In Sec. 3.1.7, we saw that, in (linear) Luttinger liquid theory, quantum fluctuations propa-
gate like the linear sound waves of a standard Euler fluid at zero temperature. The idea is
now to apply the same logic to an out-of-equilibrium fluid described by GHD. To do this,
we first need to derive the equation of propagation of linear sound waves.

Consider a small deformation of the contour Γt parameterized as follows (Ruggiero et al.,
2020). In an interval [x, x+∆x] where the number of Fermi points is constant and equal to
2q, the contour Γt can be locally parameterized by functions θa(x, t), a = 1, . . . , 2q, ordered
such that θ1(x, t) < θ2(x, t) < · · · < θ2q(x, t). Then the small deformation is written as

θa(x, t) → θa(x, t) + δθa(x, t), (3.22)

for the different local Fermi points indexed by a. However, the equation of sound waves
is more easily written in terms of small deformations of the Fermi momenta, rather then
in terms of those of the rapidities. So we introduce the Fermi point pa(x, t), a = 1, . . . , 2q
such that, at any point (x, t),

pa = θa +

(∫ θ2

θ1

+ · · · +

∫ θ2q

θ2q−1

)
dθ′

2π
∆(θ − θ′)1dr(θ′), (3.23)

and parameterize small deformations of the contour as

pa(x, t) → pa(x, t) + δpa(x, t). (3.24)

This can be interpreted as an excess of fermion density near the Fermi point a,

δρa(x, t) =
1

2πℏ
σa δpa(x, t), (3.25)
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where σa = (−1)a corresponds to the chirality of the Fermi point, and the factor 1/(2πℏ)
is inserted because each quantum state covers an area 2πℏ in phase space (x, p). Similarly,
one can interpret δθa as an excess of quasi-particle density at the Fermi point a; however one
needs to insert an additional factor taking into account the quasi-particle charge 1dr(θa),
i.e.

δρ̃a(x, t) =
1

2πℏ
σa 1dr(θa) δθa(x, t). (3.26)

The Jacobian of the changes of variables from pa to θa —or from δρa to δρ̃a— defines a
useful 2q × 2q matrix M(Eliëns and Caux, 2016; Eliëns, 2017), dubbed the ‘Eliëns-Caux
matrix’ in (Ruggiero et al., 2020), Mab = 1

1dr(θb)
∂pa
∂θb

. One can show that M is symplectic

in the sense that M−1 = σM †σ; consequently,

δρa(x, t) =
∑

[M †]ab(x, t)δρb(x, t). (3.27)

In terms of these variables, the sound wave equation reads (Ruggiero et al., 2020)

∂tρa(x) + ∂x

(∑
b

[σMveffσM †]abρb(x)

)
= 0 (3.28)

or equivalently

∂tρ̃a(x) + ∂x(veffa ρ̃a) + (∂xθa)[σB(veff − veffa 1)ρ̃]a = 0. (3.29)

where Bab = Bba = 1
2π [∆(.− θb)]

dr(θa).
If we introduce the fermion and quasi-particle densities along the contour

δρ(s, t) =

∣∣∣∣dxtds
∣∣∣∣ ρa(xt(s), t), δρ̃(s, t) =

∣∣∣∣dxtds
∣∣∣∣ ρ̃a(xt(s), t), (3.30)

where the index a corresponds to the Fermi point that satisfies θa = θt(s), then the equation
for sound waves (3.29) reads

∂tρ̃(s)|ds| + σa(∂xθa)
∑
b

Bab(v
eff
b − veffa 1)ρ̃b(s)|ds| = 0. (3.31)

It is this equation that we use below for numerical purposes.

3.2.3 Discretization of the equation for sound waves

For numerical purposes, when one works with the discretized contour Γt, it is convenient
to view ρ(s)ds as a N -component vector with entries Pj whose jth entry is the integrated
density on the jth segment along the contour:

Pj = [ρ(s)ds]j+ 1
2

=

∫ max(xj ,xj+1)

min(xj ,xj+1)
ρa(x)dx, j = 1, . . . , N. (3.32)
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Similarly for the quasi-particle density along the contour, one defines a vector P̃ of ‘number
of quasi-particles’ along each discrete interval,

P̃j = [ρ̃(s)ds]j+ 1
2
≡
∫ max(xj ,xj+1)

min(xj ,xj+1)
ρ̃a(x)dx, j = 1, . . . , N. (3.33)

Then we may discretize the equation of sound waves (3.31) as follows,

P̃ (t+ ∆t) =

1 − ∆t

N∑
j=1

[
R′

jAjRj + L′
jAjLj

] · P̃ (t) (3.34)

where the matrix Aj depends on the local Fermi sea and is defined as (we drop the index
j)

Aab = σa(∂xθa)Bab(v
eff
b − veffa ). (3.35)

This is a (2qj)× (2qj) matrix where 2qj is the number of Fermi points at position xj . The
matrices Lj and Rj are of size (2qj)×N , and they encode the respective weights of the N
segments of the contour onto the 2qj left- or right-half-segment touching xj respectively.
B is the above 2qj × 2qj matrix. σ and veff are diagonal 2qj matrices defined as above.
L′
j and R′

j are matrices of size N × (2qj), which map the 2qj left- or right-half-segments
touching xj to the segments along the contour (the entries of these two matrices are all
zero or one). As an example, consider the piece of contour in Fig. 3.3. In this example, Lj

and Rj are 4 ×N matrices with non-zero entries

[Rj ]1,m+ 1
2

=
xR−xj

|xm+1−xm| [Rj ]2,j+ 1
2

=
xR−xj

|xj+1−xj |
[Rj ]3,l+ 1

2
=

xR−xj

|xl+1−xl| [Rj ]4,k+ 1
2

=
xR−xj

|xk+1−xk| ,
(3.36)

[Lj ]1,m+ 1
2

=
xj−xL

|xm+1−xm| [Lj ]2,j+ 1
2

=
xj−xL

|xj+1−xj |
[Lj ]3,l+ 1

2
=

xj−xL

|xl+1−xl| [Lj ]4,k+ 1
2

=
xj−xL

|xk+1−xk| ,
(3.37)

while L′
j and R′

j are N × 4 matrices with non-zero entries

[R′
j ]m+ 1

2
,1 = 1 [R′

j ]j+ 1
2
,2 = 1[

R′
j

]
l+ 1

2
,3

= 1
[
R′

j

]
k+ 1

2
,4

= 1,
(3.38)

[L′
j ]m+ 1

2
,1 = 1 [L′

j ]j+ 1
2
,2 = 1[

L′
j

]
l+ 1

2
,3

= 1
[
L′
j

]
k+ 1

2
,4

= 1.
(3.39)

Notice that the matrices Lj , L
′
j , Rj , R

′
j are such that

N∑
j=1

(
R′

jRj + L′
jLj

)
= 1. (3.40)
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Figure 3.3: Example, to illustrate the definition of matrix Lj , L
′
j and Rj , R

′
j . On this

example there are 2pj = 4 Fermi points around point j. Here xL =
xj+xk

2 and xR =
xj+xl

2 .

3.3 ‘Quantum’ GHD: some results

Now, we put together the ideas of Section 3.1 and of Section 3.2:

• we are interested in zero-point fluctuations in a fluid at zero temperature, modeled
by an effective field theory that is quadratic (see Eq. (3.8))

• these quantum fluctuations are propagated in time as linear sound waves that travel
on top of a ‘hydrodynamic background’ that is a solution of the zero-entropy GHD
equation (3.20).

This results in a framework, dubbed ‘quantum GHD’ in (Ruggiero et al., 2020), which is
a time-dependent, spatially inhomogeneous, multi-component Luttinger liquid. It provides
a practical way of computing large-scale correlation functions of observables, which extends
standard Luttinger liquid theory to truly out-of-equilibrium situations.

This procedure results in a time-dependent, spatially inhomogeneous, multi-component
Luttinger liquid. In the initial state, assumed to be the ground state of the gas in a potential
V (x), the low-energy quantum fluctuations are those of an inhomogeneous Luttinger liquid,
see e.g.(Cazalilla, 2004; Dubail et al., 2017; Brun and Dubail, 2018; Bastianello, Dubail and
Stéphan, 2020), which are then propagated in time by solving numerically the equation for
sound waves.
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Figure 3.4: [From (Ruggiero et al., 2020)] The idea is to take a quantum fluid described by
zero-entropy GHD, and to allow the contour Γt (in blue) to have zero-point fluctuations at
time t = 0. These quantum fluctuations are then propagated in time as linear sound wave
equation on top of the classical background (orange).

Figure 3.5: [From (Ruggiero et al., 2020)] Quench from a double-well to harmonic potential
(with period τ) in a 1D Bose gas at zero temperature and γ ≃ 1. Top row: evolution of
the contour Γt according to the zero-entropy GHD equation (3.20). Second row: the
corresponding density profiles n(x, t) (orange), compared to t-DMRG results for N = 10
and N = 20 particles. Third and fourth rows: the equal-time density-density correlation
function ⟨δn(x1)δn(x2)⟩conn. obtained by quantizing the sound waves around zero-entropy
GHD.
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Fig. 3.5 shows the density-density correlation obtained in this way for the 1D Bose gas
at zero temperature, quenched from a double-well to a harmonic potential. The results
are in good agreement with DMRG simulations of the gas with small number of particles
(N = 10 and N = 20). So far, apart from the first paper (Ruggiero et al., 2020), not many
works have investigated ‘quantum GHD’ for the interacting 1D Bose gas. This is mainly
due to the fact that the numerical implementation is cumbersome. But I plan to do much
more on this in the near future, see Section 6.1.

The theory becomes much simpler in the hard-core limit γ → ∞, because in that
case the small displacements of the Fermi contour at the different Fermi points decouple.
Consequently, the equation for sound waves (3.31) simply boils down to

(hard − core limit) ∂tδρ(s) = 0. (3.41)

In other words, any small deformation of the contour simply moves like a single pointlike
particle in the potential V (x), regardless of the rest of the system. Since, in that limit,
no numerical solution of the sound wave equation is needed, it is much simpler to do
calculations, and there exist more works focusing on that particular limit. The results
include for instance the calculation of the entanglement entropy after a quench from double-
well to harmonic potential, or exact density-density correlations in that case, see Fig.
3.6. Analogous results have also been obtained recently in the XXZ spin chain in various
settings, see e.g. (Collura et al., 2020; Scopa et al., 2020, 2021, 2022; Ares et al., 2022) and
(Alba et al., 2021) for a recent review.

Finally, let us conclude this Chapter with a comment about the terminology ‘quantum
GHD’. As explained in this Chapter, this terminology comes from the analogy with the
standard Euler fluid. By quantizing the standard Euler fluid, one arrives at Luttinger
liquid, which is the universal ‘quantum hydrodynamics’ of 1D quantum fluids. Analo-
gously, looking at a ‘quantum’ version of GHD that includes quantum fluctuations and
their propagation at the linear level, leads to ‘quantum GHD’, as outlined in this Chapter.

However, there is, in principle, another approach to quantum fluctuations in GHD
(Fagotti, 2017, 2020), which consists in viewing the GHD equation (1.55) as the zeroth
order in the evolution equation for the Wigner quasiprobability distribution (Moyal, 1949;
Bettelheim et al., 2006; Bettelheim and Wiegmann, 2011; Bettelheim and Glazman, 2012;
Protopopov et al., 2013; Doyon et al., 2017; Dean et al., 2018; Ruggiero et al., 2019;
Dean et al., 2019; Fagotti, 2020). The evolution equation of the Wigner function may be
expanded in powers of ℏ (Moyal, 1949), with higher order terms that give the corrections
to the Euler-scale GHD equation. In this approach, it is not only the quantum fluctuations
at time zero that are propagated in time as above. Corrections also appear dynamically
because of the modified evolution equation. So far, this approach has been limited to the
hard-core limit g → +∞, or more generally to spin chains that map to non-interacting
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Figure 3.6: [From (Ruggiero et al., 2021)] Quench from a double-well to harmonic potential
(with period τ) in a 1D hard-core gas at zero temperature (γ → ∞). First row: Fermi
contour. Second row: absolute value of the connected density-density correlator. Last
row: Entanglement entropy. Each row shows the corresponding quantity as a function of
the spatial coordinate x, at different times, expressed as a fraction of the period τ (from
t = 0 in the first column to t = 0.6τ in the last). Orange symbols are the numerical
data (obtained from a lattice model in the dilute limit), whereas dashed blue lines are
the ‘quantum GHD’ predictions. The numerics for the density-density correlator shows
large Friedel-type oscillations (cyan continuous line), therefore the analytic prediction is
compared with its spatial averaging.
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fermions. To our knowledge, the extension of this approach to the interacting case is an
open problem. We refer to the aforementioned review (Alba et al., 2021) for a thorough
discussion of this topic.
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Part II

Other selected results in
low-dimensional quantum

many-body physics
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Chapter 4

Results on Operator Entanglement

Since the early 2000s, quantum many-body theorists have learned a great deal by studying
their systems through the prism of quantum entanglement. The entanglement entropy and
other quantities coming from quantum information theory (e.g. the mutual information,
the negativity, etc.) have become standard diagnostic tools in quantum many-body physics.

For instance, one celebrated fundamental result about the bipartite entanglement en-
tropy is that the ground state of a local, gapped, Hamiltonian satisfies an area law (Eisert
et al., 2010): for a spatial bipartition of the local degrees of freedom into two parts A and B,
the entanglement entropy scales linearly with the length of the boundary of A, as opposed
to the volume of A. In 1D, this means that the entanglement entropy is bounded (Hastings,
2007), and in that case it is well established that the boundedness of the entanglement en-
tropy has very important practical consequences. Indeed, the state can be approximated
by Matrix Product States (MPS) (Schuch et al., 2008), a class of variational wavefunctions
that underly many modern numerical methods for quantum many-body systems Cirac et al.
(2021), especially the Density Matrix Renormalization Group (White, 1992; Östlund and
Rommer, 1995; Schollwöck, 2005). In contrast, quantum states of 1D systems that possess
a large entanglement entropy cannot be well approximated by MPS, and this usually means
that there is no known efficient method to represent them on a classical computer. In that
sense, the entanglement entropy is a crucial diagnostic tool for computational complexity
of quantum states.

Nowadays, there is growing interest in characterizing the complexity of quantum oper-
ators, as opposed to quantum states. Just like it is important to know whether a quantum
state can be approximated by an MPS (or by a Tensor Network or Projected Entangled
Paired State in dimension D > 1), it is important to know whether a quantum operator can
be approximated by a Matrix Product Operator (MPO). Natural basic questions include,
for instance,

1. can the thermal density matrix ρ = e−βH of a local 1D Hamiltonian H be approxi-
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mated by an MPO?

2. can the evolution operator U(t) = e−iHt be approximated by an MPO?

3. can a local operator evolved in Heisenberg picture, O(t) = eiHtOe−iHt, be approxi-
mated by an MPO?

4. after a quantum quench from a shortly-correlated state, can the time-evolved density
matrix of a system —or of a subsystem— be approximated by an MPO?

5. and so on.

Contrary to the question of the approximability of pure quantum states in 1D in terms
of MPS, where it is well established that the Renyi entanglement entropies are the right
quantitifier of approximability —see e.g. (Schuch et al., 2008) for a detailed discussion—,
there is not yet a widely accepted quantifier of the approximability of quantum operators
in terms of MPO.

In the case when the operator is a density matrix, quantifiers of its ‘complexity’ used
in the literature include the mutual information (Scalet et al., 2021; Kuwahara et al.,
2020; Scalet et al., 2021), the negativity (Vidal and Werner, 2002), or the entropy of
purification (Nguyen et al., 2018; Jarkovskỳ et al., 2020). However, it is only for the latter
quantifier that there is a theorem saying that, if the quantifier is bounded then the density
matrix can be approximated by an MPO (Jarkovskỳ et al., 2020).

One reason why the situation is more cumbersome for quantum operators than it is
for quantum states is that there are different ways to measure the ‘distance’ between a
quantum operator O and its approximation Oapprox. If O is a density matrix, then one
wants the distance to be measured with respect to the 1-norm, ∥O −Oapprox∥1 (where
∥A∥1 =

∑
j |λj | if the λj ’s are the eigenvalues of A), while if O is an observable then

the distance should rather be taken with respect to the operator norm ∥O −Oapprox∥∞
(where ∥A∥∞ = maxj |λj |). Therefore, quantifying the ‘approximability’ of operators really
depends on the type of operator one is considering, so the problem is, in general, more subtle
than it is for quantum states.

Notwithstanding these subtleties, there is one simple route to quantifying the ‘com-
plexity’ of an operator O acting on a Hilbert space H, which consists in vectorizing it,
O ∈ End(H) → |O⟩ ∈ H ⊗ H, and in treating the vectorized operator |O⟩ as a pure
quantum state that lives in the ‘doubled’ Hilbert space H ⊗ H. Then one can ask: Is
the pure state |O⟩ approximable by an MPS? To answer that question, one must study
the entanglement entropy of the state |O⟩, and if it is found that it satisfies an area law,
then the state |O⟩ will be approximable by an MPS, which is equivalent to saying that
the operator O is approximable by an MPO (see Fig. 4.1). Notice that, in doing so, one
is automatically referring to ‘approximability’ with respect to the 2-norm ∥O −Oapprox∥2
(where ∥A∥2 = tr[A†A]), simply because it is coming from the inner product of states in
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Figure 4.1: [From (Dubail, 2017)] Cartoon of the area law/operator area law in 1D and ap-
proximability by MPS/MPOs: (a) the states whose entanglement entropy remains bounded
when LA, LB → ∞ can be well approximated by MPSs with small (finite) bond dimension
(b) the operators whose Operator Entanglement remains bounded can be well approx-
imated (in Hilbert Schmidt norm) by MPOs with small (finite) bond dimension. (c) Of
course, by viewing O ∈ End(H) as a state |O⟩ ∈ H⊗H, the two things are exactly the same.
This ‘operator-folding’ trick is helpful as it allows to use results that are well-established
about the entanglement entropy to make analogous claims about the OE; it is also useful
numerically, to turn MPS-algorithms into MPO-algorithms and vice versa.
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H ⊗ H, ∥O −Oapprox∥2 =
√

⟨O −Oapprox|O −Oapprox⟩. This is an important point to
keep in mind, as the norms ∥O −Oapprox∥1, ∥O −Oapprox∥2, and ∥O −Oapprox∥∞ are not
equivalent in the thermodynamic limit.

That said, this approach to the ‘approximability’ of operators naturally leads us to the
definition of the Operator Entanglement (OE), which mimics the definition of the usual
entanglement entropy for pure states. For a bipartition H = HA ⊗HB, we introduce the
‘operator Schmidt decomposition’

O√
trO†O

=
∑
j

λjO
A
j ⊗OB

j (4.1)

where the OA
j ’s and OB

j ’s are operators acting on HA or HB respectively, that are orthog-

onal (that is, tr[OA
i O

A
j ] = δi,j). The coefficients λj ’s are real and positive without loss of

generality, and, because of the normalization of the left hand sides, we have
∑

j λ
2
j = 1.

Then we define the Operator Entanglement (OE) of O as

Sα(O) :=
1

1 − α

∑
j

λ2αj , (4.2)

for any Renyi index α > 0. The limit α→ 1 works as usual, S1(O) = −∑j λ
2
j log λ2j . Let

us pause and stress some nice features of that definition:

• the OE is a quantity that is defined for any operator O, not just for density matrix
—as opposed to, say, the negativity—,

• the definition of the OE allows to compute it in a large variety of situations —as
opposed to the definition of the entanglement of purification, which requires to solve
a hard minimization problem—,

• because of its relation to the standard entanglement entropy, its implications for the
approximability of O by MPOs is clear (provided one is happy with ‘approximability’
with respect to the 2-norm).

The OE was introduced and studied in a few papers in the 2000s (Zanardi et al., 2000;
Zanardi, 2001; Prosen and Pižorn, 2007; Pižorn and Prosen, n.d.; Muth et al., 2011), and
it has become more and more popular in the past few years. In (Dubail, 2017), I showed
that standard twist fields techniques of CFT (Calabrese and Cardy, 2004; Cardy et al.,
2008) could be used to compute the OE in 1D quantum critical systems, and I obtained a
few basic results on that quantity. The simplest result is about the thermal density matrix

ρβ ∝ e−βH (4.3)

of a 1D quantum critical Hamiltonian H whose low-energy spectrum is described by a
1+1D CFT with central charge c. Then, when the system lives on an infinite line, and for
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the bipartition A = (−∞, 0), B = [0,+∞), the OE of ρβ has the universal behavior at low
temperature

S1(ρβ) ≃
β→∞

2c

3
log β. (4.4)

In particular, at finite temperature the OE is finite even though both subsystems A and
B are semi-infinite, so the thermal density matrix satisfies an ‘operator area law’. This is
of course is stark contrast with the standard entanglement entropy of a thermal density
matrix, which satisfies a volume law and is, up to subleading corrections, equal to the
thermodynamic entropy of the system.

Another basic result from (Dubail, 2017) is about the ‘entangled barrier’, discussed in
more detail in the next section.

4.1 The entanglement barrier

It is very well established that, after a quantum quench from a shortly correlated state |ψ0⟩,
the entanglement entropy of a subsystem grows linearly —at times not too large compared
to the subsytem size— (Calabrese and Cardy, 2005). This implies an exponential blow-
up of the complexity (more precisely, of the bond dimension of the MPS in 1D) of a
simulation of such a protocol on a classical computer as time increases (Schuch et al.,
2008). On the other hand, this exponential growth of complexity with time is seemingly
at odds with the intuition that the system should relax to a statistical ensemble with little
or no entanglement.

The solution of such conundrum is simply that the relaxation is local (Barthel and
Schollwöck, 2008; Cramer et al., 2008; Calabrese et al., 2011) so that we only have to
describe the reduced density matrix ρ of a subsystem and not the entire pure state with
physically irrelevant correlations. This motivates the introduction of the following tripar-
tition A1 ∪A2 ∪B for a 1D system on an infinite line, see the upper inset in Fig. 4.2:

B = (−∞, 0) ∪ (LA,+∞), A1 = [0, x), B = [x, LA). (4.5)

The idea is the following: we focus on the finite subsytem A = A1 ∪A2, with the reduced
density matrix

ρA(t) = trB[eiHt |ψ0⟩ ⟨ψ0| e−iHt]. (4.6)

Initially, it is clear that the reduced density matrix can be well approximated by a MPO,
because the initial state |ψ0⟩ can be approximated by an MPS. At late times, since ρA(t)
is expected to go to a simple statistical ensemble (a simple thermal state if the system
is chaotic, or a Generalized Gibbs Ensemble if the system is integrable), it can also be
approximated by an MPO with small bond dimension. The question is then: Can the
reduced density matrix ρA(t) be approximated by an MPO at intermediate times? To
answer that question, it is natural to cut the subsystem A into two intervals A1 and A2,
and to study the OE of ρA(t) for the bipartition HA1 ⊗HA2 .
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Figure 4.2: [From (Dubail, 2017)] OE of the reduced density matrix ρA(t), for a bipartition
A = A1 ∪ A2, where A1 and A2 are of lengths x and LA − x respectively (here with
x = LA/2). The numerical results are obtained for a quench in the XX chain from the Néel
state (the calculation is performed in a finite periodic chain of total size 8 × LA; at larger
times the system exhibits revivals that are not shown here). The inset shows the rescaled
OE, compared to the result of the CFT calculation. The deviations from the CFT result
are quite large (due to dispersion effects absent from the CFT description), however the
blow-up of the OE, which is the main message of this section, is well captured by the CFT
calculation.
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The typical result is shown in Fig. 4.2: at intermediate times, the OE exhibits an
entanglement barrier. The OE of the reduced density matrix initially grows linearly and
then decays at longer times, thus displaying a barrier-shaped curve. The initial linear
growth is a consequence of the generic linear growth of the (state) entanglement entropy
after a quench, while the decay at later times reflects the convergence of the reduced density
matrix towards a simple stationary state through the mechanism of thermalization.

In Dubail (2017), I found this entanglement barrier from a CFT calculation, but the
result is very general and extends to systems that are not described by CFT. In particular,
this entanglement barrier has also been studied in detail in chaotic quantum systems by
Wang and Zhou (2019) and Reid and Bertini (2021). The main difference between inte-
grable systems whose dynamics is described by quasi-particles and chaotic ones is that, for
x = LA/2 (i.e. for equal-length subsystems A1 and A2), the OE has a ‘pyramid’-shape
for quasi-particle dynamics (as in Fig. 4.2), while it has ‘truncated-pyramid’-shape, with a
central plateau, for chaotic dynamics. Thus, very interestingly, the shape of the entangle-
ment barrier reflects the underlying dynamics of the quantum system. For more details on
this, see (Wang and Zhou, 2019; Reid and Bertini, 2021).

In work currently in preparation with the teams of Pasquale Calabrese in Trieste and
of Benoit Vermersch in Grenoble, we are even able to observe the entanglement barrier
experimentally for a quench in a trapped ion chain, by performing a new data analysis of
the published data of (Brydges et al., 2019).

4.2 Growth of Operator Entanglement of local operators
evolving in Heisenberg picture

Another natural question that comes up when one thinks about the OE and the problem of
approximability of operators by MPOs is the one of local operators that evolve in Heisen-
berg picture. Consider an infinite spin chain, and an operator O that is strictly local, in
the sense that it acts on a finite number of nearby lattice sites only. Such an operator is
obviously an exact MPO with small bond dimension; that bond dimension depends on how
many lattice sites are acted upon by O.

It is natural to ask: Can the time-evolved operator

O(t) = eiHtOe−iHt (4.7)

also be approximated by an MPO with small bond dimension? Or would the bond-
dimension blow up? That question is of course very important for numerical purposes.
If the bond dimension remained small at all times, then it would be numerically efficient
to do ‘Heisenberg-picture Density Matrix Renormalization Group’ (Hartmann et al., 2009;
Muth et al., 2011) to simulate quantum quench dynamics. Indeed, by approximating the
shortly-correlated initial state |ψ0⟩ by an MPS, and the Heisenberg-picture operator O(t)
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by an MPO, both with small bond dimension, one would be able to efficiently study the
relaxation dynamics of the observable ⟨ψ0|O(t) |ψ0⟩.

This motivates the question: How does the OE of a Heisenberg picture operator,
Sα(O(t)), behave as a function of t?

It turns out that the answer depends on whether the underlying dynamics is integrable
or chaotic, as pointed out in early numerical studies by Prosen and Žnidarič (2007) and
Muth et al. (2011). Numerical simulations for this problem are difficult though, and they
are restricted to short times, and it is important to develop an analytical understanding
of this phenomenon. The current understanding is as follows. Jonay et al. (2018) used
a coarse-grained ‘membrane picture’ of entanglement growth to argue that, under chaotic
dynamics, the OE grows linearly in time,

(chaotic dynamics) S1(O(t)) ≃
t→∞

α t (4.8)

with some growth rate α (see also (Kudler-Flam et al., 2021) for related work). This
conjectured linear growth for chaotic dynamics is consistent with closely related results
obtained in holographic CFTs —which have a large central charge, and exhibit chaotic
dynamics— (Caputa et al., 2015), and it is also verified by chaotic dual-unitary circuits
(Bertini et al., 2020a).

On the other hand, for integrable dynamics, numerical results are compatible with a
sublinear growth (Prosen and Žnidarič, 2007; Muth et al., 2011; Dubail, 2017; Alba et al.,
2019), probably logarithmic,

(integrable dynamics) S1(O(t)) ≃
t→∞

γ log t. (4.9)

The prefactor γ is known for free fermion models (for instance, γ = 1/3 for the operator
σ+ in the XX chain), and it has recently been conjectured by Alba (2021) to be equal to
1/2 in several models including the XXZ spin chain, see that reference for details. The
conjectured logarithmic growth is supported by a handful of analytical results:

• (Pižorn and Prosen, n.d.) conjectured the logarithmic growth in free fermion chains,
and I provided a proof in (Dubail, 2017) which uses a mapping to a domain-wall
melting problem, as well as ‘inhomogeneous CFT’ techniques introduced in (Dubail
et al., 2017),

• a proof in the ‘Rule 54 qubit chain’ (Alba et al., 2019) —see (Buča et al., 2021) for
a review of the Rule 54 chain, an important cellular automaton model of classical
and quantum dynamics—, obtained by an explicit construction of O(t) in the form
of an MPO with bond dimension growing as ∼ t2 for all possible single-site operators
O. See Fig. 4.3 for an illustration, and also (Gopalakrishnan et al., 2018; Medenjak,
2022) for related results on operator spreading in cellular automata,
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• exact results in dual unitary circuits supporting soliton dynamics (Bertini et al.,
2020b).

Figure 4.3: [From (Alba et al., 2019).] Operator spreading in the Rule 54 chain. (a)
Dynamics in the Rule 54 qubit chain, here drawn as a staggered lattice: qubits in the state
1 (0) are drawn as black (white) squares. Red lines superimposed on the black squares
show the left and right moving solitons. The dashed box highlights a scattering event,
where two solitons get time delayed. The mapping from qubits to solitons is illustrated
at the bottom: left and right moving solitons correspond to nearest-neighbor black sites,
while a scattering pair corresponds to a single black site surrounded by two white ones.
(b) Spacetime picture of a typical evolution. (c) Spreading of a diagonal operator O =
· · · ⊗ I2 ⊗ · · · ⊗ I2 ⊗ |010⟩ ⟨010| ⊗ I2 ⊗ · · · ⊗ I2 ⊗ . . . . The forward and backward light
cones are present. After folding one is back to the situation (c). The MPO construction
of O(t) is based on the fact that a simple algorithm is able to tell whether a soliton
configuration contributes or not to O(t). (d) Case of the spreading of the off-diagonal
operator O = · · · ⊗ I2 ⊗ · · · ⊗ I2 ⊗ |010⟩ ⟨000| ⊗ I2 ⊗ · · · ⊗ I2 ⊗ . . . . Folding the forward and
backward light cones, one sees that they can be related by a simple transformation; this is
a key observation of (Alba et al., 2019), which allows to construct MPOs for non-diagonal
operators in a similar way as for diagonal ones.

In my opinion, the fact that the OE of local operators in Heisenberg picture clearly
distinguishes chaotic from integrable dynamics is important for at least two reasons.

First, it provides a sharp diagnostic tool, at least in principle —that is, provided one is
able to compute the OE for large systems at sufficiently long times—. This is important
because other quantities that have been proposed as diagnostic tools for quantum chaotic
dynamics, such as OTOCs (Out-of-Time-Ordered Correlators) (Larkin and Ovchinnikov,
1969; Maldacena et al., 2016), are usually plagued by the fact that they are inspired
from semiclassical considerations. In particular, OTOCs cannot really diverge in locally
interacting quantum systems with a finite local Hilbert space dimension, at least not at
the level of local operators (Kukuljan et al., 2017; von Keyserlingk et al., 2018), and many
features of OTOCs that are supposed to be characteristics of chaotic dynamics are actually
found also in integrable systems (see e.g. (Gopalakrishnan et al., 2018; Medenjak, 2022)
for more details). The OE does not suffer from such problems, as it does not rely on any
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notion of a semiclassical limit. So it is, in my opinion, a better quantifier, more meaningful
than OTOCs.

Second, the fact that the OE grows only logarithmically for integrable dynamics implies
that, in principle, numerical methods such as Heisenberg-picture DMRG could actually be
efficient if one restricts to systems with integrable or nearly integrable dynamics. More
generally, this suggests that the computational complexity of the simulation of quantum
dynamics on classical computers is fundamentally different depending on whether the dy-
namics is integrable or chaotic, as already pointed out by Prosen and Žnidarič (2007). So it
might be vain to search for general numerical methods —e.g. Tensor Network methods—
capable of simulating all kinds of quantum dynamics, and it is probably more promising
to try to develop methods specific to integrable (or nearly integrable) dynamics.

4.3 Operator Entanglement of a density matrix under dissi-
pative evolution

S
(⇢

(t
))
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Figure 4.4: [From (Wellnitz et al., 2022).] (Left) Cartoon of a spin chain with nearest-
neighbor coupling J and on-site dephasing γ. (Right) Operator Entanglement of the density
matrix ρ(t) in the XXZ chain after a quantum quench from a product state, as a function
of time. The OE initially rises (a linear growth reminiscent of the one of pure state
entanglement entropy after a quench), then decreases as dephasing destroys entanglement.
The surprising phenomenon found in (Wellnitz et al., 2022) is that the OE rises again at
long times. That ‘rise again’ is much slower though, and the OE goes as S(ρ(t)) ≃ 1

4 log t
at long times, regardless of the ratio γ/J .

Yet another natural problem that arises when one thinks about MPO approximations
of density matrices is the influence of dissipation. Consider an infinite quantum spin chain
undergoing dissipative evolution, modeled by the Lindblad equation

d

dt
ρ = −i[H, ρ] +

∑
a

(
LaρL

†
a −

1

2
{L†

aLa, ρ },
)

(4.10)
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for a Hamiltonian H and some set of dissipators { La}a∈Z. Here we are interested in
dissipators La that are local, and act homogeneously on all the sites, corresponding for
instance to such physical processes as losses or gain, incoherent hopping, or dephasing, see
Fig. 4.4.

Let us assume that the spins are initially in a shortly-correlated state |ψ0⟩, for instance
a product state. We know that, in the absence of dissipation, the entanglement entropy of
the state e−iHt |ψ0⟩ between two half-systems A = (−∞, 0) and B = [0,+∞] would increase
linearly. Consequently, in the absence of dissipation, the OE of ρ(t) = e−iHt |ψ0⟩ ⟨ψ0| eiHt

would also grow linearly in time, as the OE would simply be exactly twice the entanglement
entropy.

What happens in the presence of dissipation?

Clearly, dissipative processes are supposed to destroy entanglement in the system, and
are expected to bring the density matrix to a simple stationary state at long times, for
instance the infinite temperature state, which has vanishing OE. Therefore, the expected
scenario in the presence of dissipation is that of an ‘entanglement barrier’: the OE should
increase at short times because of the coherent part of the dynamics, then reach some
maximum, and then decrease to some small stationary value because of dissipation. This
scenario has been discussed for instance in (Noh et al., 2020) for quantum circuits with
dissipation, in relation with the claims of quantum supremacy by Google (Arute et al., 2019)
(the argument of Noh et al. (2020) is that, since the OE decreases after many quantum
gates have been applied —which corresponds to long time here—, simulating the successive
applications of many quantum gates on a classical computer is actually much easier than
it seems, provided there is a little bit of dissipation in the experiment).

In (Wellnitz et al., 2022), however, we observed that in spin chains with a U(1) con-
servation law (conserved magnetization) and under dephasing, this scenario unexpectedly
breaks down. Under dephasing, after the initial ‘rise and fall’ the OE can rise again, in-
creasing logarithmically at long times, see Fig. 4.4. In the XXZ chain initialized in the
Néel state, we found that the OE at long time behaves as

S(ρ(t)) ≃
t→∞

1

4
log t. (4.11)

The origin of this slow ‘rise again’ can be understood easily in the limit of strong dephas-
ing. In that limit, the Lindblad dynamics (4.10) greatly simplifies, as the density matrix
effectively remains diagonal in the computational basis at all times,

ρ(t) =
∑
σ

pσ(t) |σ⟩ ⟨σ| , (4.12)

so that one is left with the problem of computing the evolution of the classical probability
distribution pσ over classical spin configurations σ. A simple calculation in second-order
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perturbation theory (see (Cai and Barthel, 2013; Bernard et al., 2018) for details) allows
to derive the classical master equation satisfied by pσ(t), which turns out to be the one of
the Symmetric Simple Exclusion Process (SSEP). Therefore, in the strong-dephasing limit,
the problem of computing the OE of the density matrix ρ(t) boils down to understanding
correlations between half-systems A = (−∞, 0) and B = [0,+∞) in the SSEP with a initial
Néel state. It turns out this is a standard problem in the literature, see e.g. (Derrida and
Gerschenfeld, 2009) and references therein. The key point is that the correlations between
parts A and B are dominated by the fluctuations of the particle number in either part. The
difference between the number of particles in A at time t and the one in the initial Néel
state typically fluctuates as

√
∆NA(t)2 ∼ t1/4, and the anomalous exponent 1/4 turns out

to be directly related to the prefactor 1/4 in Eq. 4.11.
For finite dephasing strength, no such simple argument has been uncovered yet, however

numerical simulations clearly show that the OE still behaves as in Eq. (4.11), with the
same prefactor 1/4 (Fig. 4.4). It would be interesting to learn how to derive that result
analytically. I think there is some hope to do that, at least in the XX chain, as the XX
chain with dephasing is a model that is exactly solvable by Bethe Ansatz (Medvedyeva
et al., 2016).
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Chapter 5

Results on 2D chiral topological
phases

‘2D chiral topological phases’ encompass the integer quantum Hall effect, fractional quan-
tum Hall effects (such as the ones described by Laughlin states, hierarchical states or com-
posite fermion constructions, Read-Rezayi states, etc.), px + ipy superconductors, Chern
insulators, as well as some other symmetry classes of topological insulators or supercon-
ductors.

After my Phd in 2010 and until 2016, I have worked on 2D chiral topological phases
from the point of view of their entanglement properties. In this chapter I briefly sketch
the main results I obtained on that topic.

A ‘topological phase’ may be defined as follows. Let H(λ) be the hamiltonian of a
d-dimensional system in the thermodynamic limit, that depends continuously on some pa-
rameter λ (this parameter may be multi-dimensional, λ = (λ1, λ2, λ3 . . . )). By ‘hamiltonian
for a d-dimensional system’, I mean a hamiltonian that is a sum of local terms acting on a
collection of degrees of freedom that live in Rd, or on a d-dimensional lattice. If H(λ) has
an energy gap ∆E > 0 above a finite set of degenerate ground states, then by continuity
there exists an open neighborhood of λ in the space of parameters where the gap stays
non-zero and the number of ground states is constant. One then says that the system is in
a topological phase.

A topological phase may be topologically trivial, in the sense that it can be continuously
deformed into the vacuum (or, more generally, a trivial product state) without closing
the energy gap. It may also be topologically non-trivial. I will give an example of both
situations shortly.

In 2d, there exist topologically non-trivial phases that possess the following property:
when the system has a boundary, there are gapless excitations that are localized along
the one-dimensional boundary. When these excitations propagate in one direction only,
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2d chiral

topological system

vacuum

Figure 5.1: Cartoon of an interface between a 2d chiral topological phase (on the left) and the
vacuum (on the right) with a small deformation of the fluid at the edge. The energy gap is finite
in the bulk, but the edge excitations are gapless and they propagate in one direction only. For
many chiral topological phases (including the case of px + ipy superconductors treated in these two
lectures), the gapless edge excitations are described by a chiral 1 + 1d CFT.

one talks about a 2d chiral topological phase. In such a system, time-reversal and parity
symmetry must be broken.

5.1 Entanglement spectra and (perturbed) conformal field
theory

In an extremely influential paper, Li and Haldane (2008) introduced the idea that the
‘entanglement spectrum’ —the logarithmic spectrum of the reduced density matrix— of a
subsystem A in the bulk of a 2D chiral topological material possesses a universal part which
reflects the physical spectrum of the system in the presence of a real physical edge. They
stressed that the entanglement spectrum, which can be easily extracted in a numerical
simulation, could be used as a ‘fingerprint’ of a topological phase, thereby providing a very
useful new numerical diagnostic tool for the investigation of these systems.

During my postdoctoral years, I worked on these entanglement spectra together with
Nick Read and Ed Rezayi. We obtained a complete analytical understanding of the ‘Li-
Haldane conjecture’ about the correspondence between entanglement spectra and the phys-
ical edge energy spectrum, in the particular class of trial states given by 2D conformal
blocks —which include fractional quantum Hall trial states like the Laughlin state (Laugh-
lin, 1983), the Moore-Read state (Moore and Read, 1991), the Read-Rezayi states (Read
and Rezayi, 1999), but also trial states for px + ipy superconductors (Read and Green,
2000; Dubail and Read, 2011)—.

In (Dubail et al., 2012b), we introduced a new type of bipartition for states of electrons
in the lowest Landau level (the so-called real-space partition, introduced simultaneously by
and ), which emphasized the role of locality in real space (as opposed to orbital space, which
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Figure 5.2: [From (Dubail et al., 2012a)] Real-space entanglement spectrum for a Laughlin
state ofN = 12 electrons at filling fraction ν = 1/3 on a sphere. Here the subsystem A is the
northern hemisphere. The spectrum in red is the exact spectrum exctracted numerically,
while the blue spectrum is the spectrum of the perturbed chiral conformal field theory
predicted by our theory. The theory has a few free parameters, fitted in order to minimize
the total squared distance between the two spectra in the green shaded area. Both spectra
are resolved with respect to momentum and to particle number ∆NA = NA −N/2. Here
we show the entanglement spectrum as a function of the momentum LA

ẑ , in the charge
sector ∆NA = 0. The inset shows the lowest entanglement level in other charge sectors.
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is a mixture of real- and momentum-space in the lowest Landau level). This paved the
way for an analytical understanding of entanglement spectra in these systems, for which we
provide a full theory in (Dubail et al., 2012a). There, we thoroughly analyzed the structure
of the vector space of edge states represented by conformal block wavefunctions, as well as
the inner product between these edge states.

Conceptually, the most important result of (Dubail et al., 2012a) is the emergence
of an isomorphism between the space of physical edge states and the Hilbert space of the
chiral conformal field theory that underlies the construction of the trial wavefunction. This
is a completely general result, which relies solely on the assumption that the CFT trial
wavefunction possesses a finite correlation length in the bulk.

The ‘Li-Haldane conjecture’ is then a simple consequence of that isomorphism. More-
over, our theory shows that the entanglement spectra of trial quantum Hall states are, in
general, given by the spectrum of the Hamiltonian of the chiral CFT perturbed by irrelevant
operators. This is illustrated in Fig. 5.2, where we compare the numerically extracted en-
tanglement spectrum for a Laughlin state to the analytical spectrum of our theory, which
has a few free parameters (see (Dubail et al., 2012a) for more details). Such analytical
understanding of the spectrum was completely new in 2012, as all previous works on en-
tanglement spectra since (Li and Haldane, 2008) had focused on level-counting and on the
combinatorics of conformal towers, as opposed to the entanglement levels themselves.

5.2 No-Go theorem for chiral tensor networks

It turns out our 2012 theory of edges states and entanglement spectra in trial states for
2D chiral topological phases (Dubail et al., 2012a) is extremely close to similar results pre-
viously obtained by Cirac et al. (2011) about 2D Tensor Networks —also called Projected
Entangled Paired States (PEPS)—. This suggests that trial wavefunctions constructed
as field theory correlators should be regarded as the continuous limit of Tensor Networks
—for discussions and extensions of this idea, see e.g. (Dubail et al., 2012a; Jennings et al.,
2015; Tilloy and Cirac, 2019)—.

This observation also suggests a possible route towards constructing a 2D Tensor Net-
work state (or PEPS) in a chiral topological phase of matter. Indeed, one can start from a
trial state for a chiral topological phase given by a correlator in a chiral CFT, and replace
the continuous CFT by one of its lattice discretizations. This idea led me to the construc-
tion of chiral Tensor Networks for px + ipy superfluids and for Chern insulators in 2013,
however these states all have power-law correlations in the bulk. (These states were later
published in (Dubail and Read, 2015); similar states were independently constructed by
Wahl et al. (2013).) The observation that all the states we could construct at that time
unavoidably came with power-law decaying correlations suggested that truly gapped Ten-
sor Network states (with exponentially decaying bulk correlations) in a chiral topological
phase could not exist at all.
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With Nick Read, we obtained the following No-Go theorem for Tensor Network states
of non-interacting fermions, also called Gaussian fermionic Tensor Networks or Gaussian
fermionic PEPS.

Theorem (Dubail and Read, 2015) —physics formulation—. A translation-invariant
state of non-interacting fermions cannot simultaneously:

1. be the ground state of a gapped, local, translation-invariant quadratic fermion Hamil-
tonian,

2. be expressible as a 2D Tensor Network with finite bond dimension,

3. be in a non-trivial chiral topological phase.

A significant part of our work on that No-Go theorem consists in reformulating it in
precise mathematical terms. It is very well known since Kitaev’s work (Kitaev, 2009) that,
for classification purposes, translation-invariant states of non-interacting fermions should
be regarded mathematically as vector bundles over the Brillouin zone, which is the d-
dimensional torus T d for a d-dimensional physical system. Therefore, mathematically, our
No-Go theorem is expressed as follows:

Theorem (Dubail and Read, 2015) —mathematical formulation—. Consider the trivial
complex bundle T d ×Cn, and let (k1, k2, . . . , kd) ∈ (R/Z)d be the coordinates on the torus.
A sub-bundle of that trivial bundle cannot simultaneously:

1. be an analytic sub-bundle (i.e. a sub-bundle whose components are all real-analytic
functions of the coordinates ka, a = 1, . . . , d)

2. be a polynomial sub-bundle (i.e. a sub-bundle whose components are rational func-
tions of sin(ka) and cos(ka), a = 1, . . . , d)

3. have a non-zero Chern number.

These three properties are in one-to-one correspondance with the three points above.
The fact that the state is the ground state of a gapped local Hamiltonian translates into the
property that the sub-bundle over the Brioullin is analytic (this essentially the statement of
the Payley-Wiener theorem in Fourier analysis). The fact that the state is a Tensor Network
with finite bond dimension translates into the fact that its components are expressible as
polynomials (this point is non-standard and is a key result of (Dubail and Read, 2015)).
Finally, ‘topologically non-trivial’ translates into ‘non-zero Chern number’ for the sub-
bundle (this is a standard statement in topological band theory).

As of 2022, this No-Go theorem is still the best result available on the question of
Tensor Networks for chiral topological phases. Interestingly, its mathematical proof relies
on algebraic geometry methods —in particular, on the Hilbert Syzygy theorem (for de-
tails, see the published paper reproduced below)— which have so far been remained very
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uncommon in theoretical condensed matter physics. Nick Read later extended our results
to all symmetry classes of the Altland-Zirnbauer classification (Read, 2017).
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Part III

Perspectives
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In this Part, I briefly sketch my viewpoint on the future of my research field, and I
present some research directions I would like to investigate next.

I believe that, to assist in the fast developments of ‘programmable quantum systems’,
new theoretical tools for precision many-body quantum physics are needed. In the next
decade, the design and analysis of the new generation of quantum experiments will rely
heavily on benchmarks against theory and simulations made on classical computers. Thus,
many-body quantum theorists in the emerging era of programmable quantum systems need
to learn how to make precise, reliable, calculations for quantum systems made of N∼100 or
1000 constituents, on currently available classical computers. Obviously this goal cannot
be achieved in full generality, but I believe that it can be done for the special class of
quantum many-body systems that are ‘nearly integrable’, meaning that their dynamics on
experimental time scales is non-chaotic and is governed by a proximate integrable model.
Nearly integrable systems are becoming more and more prominent on the experimental
scene, and I believe they will play a key role in many-body quantum science in the next
decade, as they will be used as benchmarks for quantum simulators, in addition to raising
fascinating fundamental questions.

Some recent exciting questions that have emerged from the interplay between theory
and experiments in nearly integrable quantum systems include, for instance, the observation
of (Malvania et al., 2020) that GHD is able to reproduce the experimental data for very
small atom clouds, containing as few as N=12 atoms, which is clearly at odds with the
hydrodynamic approximation that treats the gas as a continuous medium. Is this a mere
coincidence, or is there something fundamental, unforeseen, about the GHD framework?
Other very recent experiments in spin chains (Wei et al., 2021) raise fundamental questions
about charge fluctuations in the 1D Heisenberg magnet (Krajnik et al., 2021), or about
new classes of peculiar spin-helix eigenstates in the anisotropic Heisenberg magnet (Jepsen
et al., 2021). Theory developments have also triggered outstanding problems: Are there
fundamental differences in the entanglement properties of integrable and non-integrable
systems? Indeed, indicators of complexity such as the operator entanglement behave very
differently (Alba et al., 2019; Bertini et al., 2020a,b) in both cases; also, the entanglement
entropy of high-energy eigenstates seems to follow a different volume law  Lydżba et al.
(2020). The crucial question is then: Can these special entanglement properties of (nearly)
integrable systems lead to their more efficient simulation with Tensor Network methods?
Lastly, another exciting perspective is that the newly emerging ideas could finally help
us solve fundamental problems that have remained in the theory of quantum integrable
systems. For instance (see e.g. (Brandino et al., 2015; Buijsman et al., 2017; Kurlov et al.,
2021)): Is there a quantum analog of the famous Kolmogorov-Arnold-Moser theorem for
classical dynamical systems, that would govern how quantum integrable dynamics remains
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stable to perturbations?

6.1 Momentum distribution of the 1D Bose gas from ‘quan-
tum GHD’

A first direction I would like to explore, which is strongly motivated by experiments, is the
possibility to compute the momentum distribution of strongly out-of-equilibrium 1D Bose
gases,

⟨ψ(t)|n(p) |ψ(t)⟩ =

∫
dx

∫
dy eipy ⟨ψ(t)|Ψ†(x+ y/2)Ψ(x− y/2) |ψ(t)⟩ (6.1)

This is a quantity which is crucial to interpret time-of-flight measurements in experiments,
and which is beyond the reach of any existing computational method (it is accessible in
quantum Monte Carlo, but only at equilibrium). I believe the theory of quantum fluctua-
tions on top of Generalized Hydrodynamics, which we have started to develop (discussed
in Part I of this manuscript) should enable precise calculations if the momentum distri-
bution out of equilibrium. It should also give us access to higher-point correlations, and
therefore to higher cumulants of the momentum distribution, e.g. ⟨n(p1)n(p2)⟩, which are
also accessible in atom chip experiments (Fang et al., 2016).

To further establish the relevance of this approach, I would also like to provide a
‘smoking-gun’ evidence that ‘quantum GHD’ is necessary to capture true quantum effects.
I think this could be done by revisiting the Quantum Newton’s Cradle setup, where two
atomic clouds periodically collide inside a harmonic trap. I would like to compute the
entanglement generated between the two clouds during the collisions. Such entanglement
is simply absent from standard GHD, and only ‘quantum GHD’ should be able to capture
it. Although the von Neumann entanglement entropy of one of the two clouds is not an
observable that could be easily measured in an experiment, correlations between phase-
and density-fluctuations in the two clouds could be measured, and on the theory side we
could have access to these as well.

6.2 Weak integrability breaking

I would like to investigate aspects of the dynamics of systems that are not integrable, but
whose dynamics is nevertheless governed by their proximity to an integrable model.

I think it should be possible to extend the approach I used recently together with
Isabelle Bouchoule and Benjamin Doyon while working on atom losses in the 1D Bose
gas Bouchoule et al. (2020); Bouchoule and Dubail (2021), and to turn it into a general
method for other problems of nearly integrable dynamics. The basic idea is that when a
thermodynamically large integrable system with conserved charges Qj , j = 1, 2, 3, . . . is
perturbed, its conserved charges are no longer constants of motion, however they evolve
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adiabatically if the perturbation is small: the system remains in a local quasi-stationary
state at all times, with a density matrix ρ = ρ({⟨Qi⟩}) parameterized by the expectation
values of the charges. This gives a closed set of evolution equations for the slow dynamics
of the expectation values ⟨Qj⟩ = tr [Qj ρ({⟨Qi⟩}i=1,2,...)], in the form

d

dt
⟨Qj⟩ = Fj({⟨Qi⟩}i=1,2,...). (6.2)

The functions Fj depend on the perturbation. Formal expressions are known both for
dissipative perturbations (e.g. losses, dephasing) (Bouchoule et al., 2020) and Hamiltonian
perturbations (Durnin et al., 2021). These formal expressions are typically given by the
expectation value of the commutator of Qj with the operator O generating the perturba-
tion, e.g. Fj ∝

〈
O†[Qj , O]

〉
(Bouchoule et al., 2020) and the main challenge here is to

develop methods, either numerical or analytical, to evaluate such expectation values and to
turn this approach into a useful tool to describe the dynamics of nearly integrable systems.
It should be possible to implement a tree exploration of the space of eigenstates of the
integrable system, based on the weight of their contribution to Fj , which will be evaluated
using the machinery of Bethe Ansatz form factors (Slavnov, 1989; Kitanine et al., 1999).
The idea is that only a few eigenstates with specific properties (e.g. with a small number
of particle-hole excitations compared to a certain reference state) contribute significantly
to Fj , so that the Fj ’s can be evaluated with great accuracy by keeping only the most
relevant terms. It should also be possible to develop analytical approximations, whose va-
lidity can checked against this numerical method. It would then become possible to apply
this toolbox to experimental setups, to model e.g. weak tunneling between 1D tubes in
experiments with 3D optical lattices, or dipolar interactions between the atoms.

Another related problem that has prevented analytical progress on the dynamics of
the 1D Bose gas with weak integrability breaking is that there is no known ‘Wigner op-
erator’ whose expectation value gives the spatially-dependent distribution of rapidities.
In non-interacting systems such as the XY spin chain or the Tonks-Girardeau gas, it is
well known that the distribution of rapidities is obtained from the Wigner function of
the underlying non-interacting fermions (Doyon et al., 2017), but no such construction
is known for the interacting 1D Bose gas. This has been a major obstacle for analytical
approaches to the dynamics of quasi-particles when the system is perturbed away from
integrability (Hutsalyuk and Pozsgay, 2021). This seems to be a very difficult problem,
but I think there exist at least three ways in which one could attack it. First, one could de-
velop an effective construction of the Wigner operator at low energies, where the Luttinger
liquid approach can be used. There, I expect that the quasi-particles should correspond
to the refermionization of elementary excitations in the Luttinger liquid, sometimes called
‘Rozhkov fermions’ (Rozhkov, 2005), which play a central role in the ‘non-linear Luttinger
liquid’ (Imambekov and Glazman, 2009). Writing the Wigner operator in this effective
low-energy description is easy, and it gives access to the distribution of rapidities in in-
teracting systems at low energies (Bouchoule et al., 2022). Second, one could try a naive
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‘few-to-many approach’, namely start by constructing the Wigner operator for small sys-
tems, for instance in the 1D Bose gas with contact repulsion with N = 2 particles (which
is very easy), for N = 3 (less easy but still doable), etc. The hope there is to be able to
identify a general structure that will give the Wigner operator for arbitrary N . Third, one
could use to 1/c approaches Granet and Essler (2021); Bertini et al. (2022) —where c is
the interaction strength between particles—. If successful, the construction of a Wigner
operator for the interacting 1D Bose gas would open many new analytical possibilites, for
instance it could lead to closed analytic expressions for the functions Fj above, or it could
allow to investigate finite-N effects or Moyal-expansion-type corrections to the equations
of Generalized Hydrodynamics Fagotti (2020), etc.

6.3 Dynamics of spins in a cavity

Figure 6.3: [From (Dubail et al., 2022)] Left: cartoon of a spin chain (or other two-level
systems) coupled to a cavity field. Right: when the spins are coupled to a single cavity
mode, then the system takes the form of a ‘spin-central’ model, where all the spins are
coupled to the bosonic degree of freedom in the center.

Another direction I would like to explore is the dynamics of systems of N quantum
spins in a cavity (Fig. 6.3), e.g. the Tavis-Cummings (Tavis and Cummings, 1968) or
Dicke models (Garraway, 2011) (see the frame below for definitions). In their ‘clean’
versions —i.e. when the Zeeman energies ωj of all spins are identical—, these models
become semi-classical in the large N limit, and their integrable and chaotic dynamics is
relatively well understood using tools of classical dynamical systems (Emary and Brandes,
2003; Altland and Haake, 2012). However, for finite N , or in the presence of disorder (i.e.
non-identical ωj ’s), no such tools exist, and the influence of integrability on the dynamics
of these systems is mysterious to me. The Hamiltonian of these models is, with g = g′ (for
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the Dicke model) or g′ = 0 (Tavis-Cummings model),

H = ωca
†a+

N∑
j=1

ωjσ
z
j +

g√
N

N∑
j=1

(aσ+j + a†σ−j ) +
g′√
N

N∑
j=1

(aσ−j + a†σ+j ), (6.3)

where a, a† is the boson creation/annihilation operator, and σ±,z
j are the Pauli matrices.

The disorder prevents the simplification of replacing individual spins by a collective spin
operator, hence the need for efficient numerical methods to explore these models. At the
Tavis-Cummings point g′ = 0, the model commutes with the extensive set of (mutually
commuting) conserved charges (Faribault et al., 2011; Claeys et al., 2019)

Qj = (ωj − ωc)σ
z
j +

g√
N

(aσ+j + a†σ−j ) +
N∑
j ̸=i

2g2

N(ωi − ωj)
σi · σj . (6.4)

How do the Qj ’s affect the dynamics? Does the system relax to a GGE, of the form
exp(−∑j βjQj)? Or does it relax to something else, as the charges Qj are not local?
When g′ ̸= 0, the model is not integrable, but is there a pre-thermalization effect, so that
the dynamis on intermediated time scales is still affected by the Qj ’s? It seems that not
so much is known about such fundamental questions.

These models are used in a variety of contexts (including dynamical superradiance (Tem-
nov and Woggon, 2005), microcavity polaritons (Szymańska et al., 2006), solid state quan-
tum memories (Diniz et al., 2011), or cold atom in optical cavities with spatial variation
of the cavity modes (Zhang et al., 2018)), so I believe there is room for plenty of nice
contributions on this topic.

More precisely, I believe it should be possible to investigate the validity of a ‘Generalized
Eigenstate Thermalization Hypothesis’ (‘GETH’) (Cassidy et al., 2011) in the disordered
Tavis-Cummings model. It is not quite clear what locality means when the spins are all
coupled through the cavity, but probably the concept of ‘local charges’ in spin chains
should now be replaced by ‘few-body charges’. Then ‘GETH’ may be reformulated as the
hypothesis that, in any given eigenstate, the expectation value ⟨A⟩ of a few-body observable
A (i.e. involving a finite number of spins, e.g. σa1j1 σ

a2
j2

or σa1j1 σ
a2
j2
σa3j3 ), should be a smooth

function fA of the expectation values of the conserved charges for large N ,

⟨A⟩ ≃
N→∞

fA(⟨Q1⟩ , . . . , ⟨QN ⟩). (6.5)

If this holds, then it should be possible to develop an efficient coarse-grained description
of the eigenstates in the thermodynamic limit N → ∞. The idea would be to average over
eigenstates and over a few charges Qj corresponding to Zeeman energies ωj in the same
energy shell ωj ∈ [ω−δω, ω+ δω], so that they become a smooth function Q(ω) = Q(ωj) =
⟨Qj⟩. This would provide an efficient simplified description of the thermodynamics in the
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disordered Tavis-Cummings model, analogously to what is achieved by the thermodynamic
Bethe Ansatz in 1D systems (Zamolodchikov, 1990).

Then one could study the influence of the integrability-breaking terms in (6.4) when g′ ̸=
0 on the dynamics. For small g′, the resulting framework would be an evolution equation
for the slow dynamics of the expectation values of the charges ⟨Qj⟩. It would also be
interesting to shed light on the transition between nearly-integrable dynamics and chaotic
dynamics expected in the clean Dicke model (Buijsman et al., 2017), and to understand
whether the effective slow dynamics of the charges is compatible with their relaxation to
a thermal state, or if some ‘hidden’ conserved quantities remain, which could give hints
about the form that a quantum analog of the Kolmogoroff-Arnold-Moser theorem should
take in these systems.

6.4 Tensor Network methods exploiting the specific features
of nearly integrable dynamics

The fundamental obstacle to simulating quantum many-body dynamics on classical com-
puters is the generic linear growth of entanglement, which implies that, when one tries
to approximate them with Matrix Product States or Tensor Networks, the required bond
dimension blows up as O(exp(t)). The entanglement growth is linear under integrable and
chaotic dynamics alike, however the mechanisms at play are different: in integrable systems,
entanglement is propagated by quasi-particles (Calabrese and Cardy, 2009; Alba and Cal-
abrese, 2018), while in chaotic systems entanglement follows from a “minimal membrane”
in spacetime (Jonay et al., 2018) reminiscent of the Ryu-Takayanagi formula in holog-
raphy (Ryu and Takayanagi, 2006). I believe it should be possible to exploit that key
difference to design novel entanglement quantifiers that distinguish integrable from chaotic
dynamics, and use it to design new Tensor Network methods that will be efficient for nearly
integrable sytems. One basic idea along these lines is sketched in Fig. 6.4: in an infinite
1D system where entanglement growth is due to pairs of quasi-particles propagating at a
velocity v, the reduced density matrix ρA of a subsystem A made of n intervals of equal
length ℓ (ℓ < 2vt)

A = [0, ℓ] ∪ [2vt, 2vt+ ℓ] ∪ [4vt, 4vt+ ℓ] ∪ · · · ∪ [2nvt, 2nvt+ ℓ] (6.6)

should have an entanglement entropy SA(n, t) = −trρA log ρA satisfying an area law,

SA = C1 n+ C2 t (6.7)

for two numerical constants C1, C2, as opposed to a volume law SA ∝ nt. The reason is that
the bipartition consists of intervals that contain both members of a pair of quasi-particles
emitted by the initial state, except the first and last intervals (see the figure in the frame).
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location of entangled

degrees of freedom at time t

time t

t=0

2 v t

entanglement generation by entangled pairs of quasi-particles moving at speed v


2 v t

2 v t

Figure 6.4: Left top: cartoon of quasi-particle dynamics. At time t after a quench from
a shortly-correlated state, the degrees of freedom that are entangled are separated by a
distance 2vt, where v is the quasi-particle velocity. Left bottom: consequently, the entan-
glement structure of the state consists of bonds of length 2vt. Right: by unraveling that
structure, one gets a 2D square lattice network with periodic boundary conditions (right
figure). Proving that this is indeed correct will be possible by computing the entanglement
entropy of a subsystem corresponding to a connected region in that geometry (dashed green
in the figure), which should satisfy an area law.

On the other hand, it is clear that the ”minimal membrane” picture of (Jonay et al., 2018)
will give a volume law for systems with chaotic dynamics. Therefore, this quantity should
somehow measure the amount of entanglement not generated by quasi-particles, and should
be able to distinguish quasi-particle from chaotic dynamics. It should be possible to start
by investigating this quantity in free fermion chains and in cellular automata models like
the Rule 54 qubit chain (Buča et al., 2021). It could lead to new ideas for designing Tensor
Network methods that are specific to (nearly) integrable dynamics. The conjectured area
law (6.7) would imply that it is possible to approximate the state of a 1D integrable system
after a quench by a 2D Tensor Network, see Fig. 6.4. Other similar ideas could be explored,
for instance one could search for efficient encoding of the evolution operator U(t) = e−iHt

of systems with quasi-particle dynamics.
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