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Genoni, Prof. Özkan Danış, Prof. F. Aylin Sungur and Assist. Prof. Helène Jamet, thank you
for your time, scientific guidance and helpful suggestions. This dissertation is a “cotutelle”
thesis between Lorraine University and Marmara University based on a collaborative project
in French-Turkish PHC Bosphorous program, supported by Project number 44738WL and
TUBITAK-PIA Project no: 119N133. The numerical calculations reported here were partially
performed at TUBITAK ULAKBIM, High Performance and Grid Computing Center (TRUBA
resources). I would like to thank the French Embassy in Ankara, Turkey for “cotutelle PhD
scholarship” and TUBITAK for the project scholarship.

I wish to thank all the members of Chemistry Department in Marmara University, who have
been with me since the day I started working as a research assistant, for accompanying me on
this PhD journey. I would especially like to thank Assoc. Prof. Burcu Oktay, Prof. Emrah
Çakmakçı, Assist. Prof. Hatice Birtane and Assist. Prof. Efe Baturhan Orman for making
the coffee breaks more enjoyable. I would like to thank the members of the Laboratoire de
Physique and Chimie Théoriques at Université de Lorraine for the warm atmosphere. I wish to
thank Dr. Marilia Martins-Costa for her endless patience and friendship. Moreover, I would like
to thank Prof. Antonio Monari and my office mate Dr. Raul Losantos for scientific discussions,
friendship and making our days enjoyable in quarantine in Nancy due to the pandemic. I would
also like to thank my beloved office mate Mohamed Houssein for his friendship.

I express my gratitude to my beloved mentor Prof. Viktorya Aviyente, who has supported
me throughout my academic life until today and whose support I have always felt behind me.
Moreover, I would like to thank Dr. Gamze Tanrıver, Dr. Deniz Akgül, Dr. Z. Pinar Haşlak
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Résumé

Contexte et Objectifs

Les inhibiteurs covalents ciblés (ou TCI de l’anglais Targeted Covalent Inhibitors) sont très
prometteurs pour la recherche de nouveaux médicaments. Les inhibiteurs de kinases sont les
exemples les plus courants de TCI. Les enzymes kinases catalysent le transfert d’un groupe
phosphate de l’ATP à leurs substrats. Elles fonctionnent comme des biomolécules de sig-
nalisation et sont impliquées dans une grande variété de maladies telles que le cancer et les
maladies dégénératives, cardiovasculaires, immunologiques, métaboliques, inflammatoires ou
infectieuses.[1] Ainsi, la modulation des fonctions des kinases offre de larges opportunités
thérapeutiques.

Ces inhibiteurs offrent un certain nombre d’avantages potentiels par rapport aux inhibiteurs
réversibles traditionnels, tels qu’un temps de résidence prolongé, une puissance accrue et la pos-
sibilité d’effectuer des modifications pour un design efficace.[1, 2] La plupart des études ciblent
généralement les résidus cystéine (Cys) en formant un adduit covalent qui rend l’enzyme inac-
tive. [3] Cependant, les mutations des chaînes latérales Cys sont un mécanisme de résistance
courant dans le cancer. C’est pourquoi, au cours des dernières années, les résidus lysine (Lys)
ont suscité un intérêt croissant en tant qu’alternative pour l’inhibition covalente ciblée.[4, 5] La
Lys est largement présente dans de nombreux sites fonctionnels, notamment les sites actifs des
enzymes et les interfaces protéine-protéine.[1, 2, 5] Elle offre donc la diversité qui fait défaut à
la Cys. En outre, une mutation ponctuelle ne peut pas se produire sur un résidu Lys fonctionnel.
Cependant, la formation d’une liaison covalente avec la Lys est en principe peu favorable du fait
qu’elle est protonée et chargée donc positivement à un pH physiologique de 7.4. Récemment,
Liu et al. (2019)[6] ont cherché à savoir si les lysines catalytiques nucléophiles sont com-
munes dans le kinome humain. Ils ont effectué des simulations de dynamique moléculaire à pH
constant continu (CpHMD) pour calculer les valeurs de pKa et ont identifié plusieurs lysines
catalytiques réactives dans les kinases humaines. Les lysines catalytiques des kinases sont con-
nues pour stabiliser les groupes phosphates chargés négativement de l’ATP[7] et les inhibiteurs
de kinases entrent généralement en compétition avec l’ATP pour se lier au site actif.[8]

Les enzymes phosphoinositide 3-kinase (PI3K) sont des cibles importantes pour les médica-
ments en oncologie car elles sont impliquées dans la voie de signalisation pour de nombreuses
fonctions cellulaires telles que le contrôle de la croissance, le métabolisme et l’initiation de la
traduction. L’inhibition de différentes isoformes de PI3K telles que α , β , γ et δ par de petites
molécules est un domaine de recherche actif pour le traitement de divers cancers. Plusieurs
inhibiteurs de la PI3K font actuellement l’objet d’essais cliniques pour le traitement de la
leucémie lymphocytaire, du lymphome folliculaire, du cancer du sein, de la thyroïde, du can-
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cer colorectal et du cancer du poumon[9, 10, 11] ainsi que pour le traitement d’affections
inflammatoires telles que l’asthme, la bronchopneumopathie chronique obstructive et la pol-
yarthrite rhumatoïde.[1, 12] L’antibiotique fongique wortmannine, ses dérivés[13] et plusieurs
autres composés sont connus pour former des adduits covalents avec les lysines catalytiques
des enzymes PI3K, mais ils sont peu sélectifs.[14] Récemment, Dalton et al.[12] ont développé
les premiers inhibiteurs sélectifs et irréversibles de l’enzyme phosphoinositide 3-kinase delta
(PI3Kδ ) qui ciblent la Lys catalytique (Figure 1). En substituant le groupe sulfonamide dans la
structure d’un médicament clinique connu 1 (GSK2292767), ils ont conçu de nouveaux inhib-
iteurs de PI3Kδ ayant des groupes esters comme tête électrophile (Figure 1) qui ciblent la Lys
catalytique conservée Lys779. L’analyse par chromatographie liquide-spectrométrie de masse
(LCMS) a révélé que les composés 2-7 inactiveraient PI3Kδ de manière covalente par la forma-
tion d’une liaison amide avec Lys779. De plus, la structure cristalline de PI3Kδ inhibée par le
dérivé p-F 4 obtenue par rayons X a clairement confirmé la présence d’un adduit lié de manière
covalente. En revanche, un complexe non-covalent enzyme-inhibiteur a été observé par rayons
X pour l’ester méthylique 8. D’autres travaux de Fournier et al.[15] ont confirmé que la simple
acétylation de Lys779 peut inhiber sélectivement l’activité de PI3Kδ .

Figure 1: Inhibiteurs covalents de l’enzyme PI3Kδ proposés dans la litérature.[12]

Les mesures cinétiques des vitesses d’inactivation (kinact) des inhibiteurs covalents 2-7 (Fig-
ure 1) suggérent que les propriétés électroniques et les réactivités chimiques attendues des esters
électrophiles n’ont presque aucun effet sur la vitesse de formation des liaisons covalentes.[12]
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L’efficacité relative observée de ces esters envers PI3Kδ a donc été attribuée aux étapes initiales
de la formation de la liaison réversible des inhibiteurs. Puisque kinact était presque constant et
indépendant de l’électrophilie de l’ester, on a supposé que l’étape déterminante de la vitesse
n’était pas la première, l’attaque nucléophile au groupe amino de Lys779 (formation d’un zwit-
térion), mais qu’il pouvait y avoir une autre étape dans le mécanisme. Ainsi, le mécanisme
montré dans la Figure 2 a été proposé en supposant que l’étape déterminante de la vitesse est la
perte de proton du zwittérion tétraédrique, produisant un intermédiaire anionique. Néanmoins,
le mécanisme exact nécessite une clarification car de nombreuses questions se posent : Com-
ment le proton est-il transféré dans l’intermédiaire zwittérionique ? Y a-t-il un résidu basique
impliqué dans la perte du proton du zwittérion ? Quels sont les rôles des résidus du site actif ?
La formation d’un intermédiaire neutre tétraédrique est-elle également possible ? Les molécules
d’eau du site actif sont-elles impliquées à un stade quelconque ? Une question cruciale est de
savoir pourquoi le composé 4 (ainsi que les composés 2-7) forment une liaison covalente avec
Lys779 alors que le composé 8 ne le fait pas. Aussi, comment la stabilité des intermédiaires
tétraédriques ou les énergies d’activation avant/arrière influencent-elles le devenir du ligand (li-
aison covalente/non-covalente)? En fin, la Lys779 est-elle suffisamment nucléophile pour réagir
avec le groupe ester de l’inhibiteur ?

Figure 2: Mécanisme proposé par Dalton et al.[12] pour l’inhibition covalente de PI3Kδ .

A notre connaissance, il n’existe pas dans la littérature d’étude théorique sur le mécanisme
de l’inactivation covalente des enzymes PI3K. Plusieurs études in silico dans la littérature ne
couvrent que des études de docking moléculaire, des relations structure-activité (QSAR) et de
criblage virtuel,[14, 16, 17] et des simulations de dynamique moléculaire (MD) de PI3Kα et
des isoformes de PI3Kγ ,[18, 19] ainsi que du domaine catalytique de PI3Kδ .[20] D’autre part,
plusieurs travaux théoriques se sont concentrés sur le mécanisme des réactions de formation
d’amide entre les esters et les amines,[21, 22, 23, 24, 25, 26] ou sur la réaction d’hydrolyse
des amides, qui y est étroitement liée.[21, 22, 23] Certaines études étaient motivées par la com-
préhension de la formation de la liaison peptidique dans des conditions prébiotiques,[21] mais
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d’autres étaient liées à des processus synthétiques organiques[27, 28] ou enzymatiques.[29, 30,
31] Tous ces travaux ont contribué à la compréhension du mécanisme de formation de la liaison
amide et de la cinétique associée, qui peut changer de manière significative en fonction des
dérivés spécifiques et de l’environnement moléculaire.

L’objectif de cette thèse est de déterminer le mécanisme d’inhibition covalente ciblée de
PI3Kδ visant la lysine. Nous chercherons à apporter des réponses aux questions mentionnées
ci-dessus, et à approfondir les connaissances de cette chimie dans le but d’aider à la conception
d’inhibiteurs covalents plus efficaces.

Résultats
Dans un premier temps, pour clarifier le mécanisme réactionnel, nous avons effectué une étude
computationnelle de la réaction modèle entre la méthylamine et les acétates de méthyle, de
phényle et de p-NO2 phényle en solution aqueuse. Notre étude a mis l’accent sur le rôle des
groupes aromatiques et aliphatiques partants et sur l’effet de leur capacité à accepter ou donner
des électrons.[32] D’abord, des calculs ab initio et DFT ont été menés en utilisant un mod-
èle statique du milieu aqueux. Concrètement, nous avons utilisé un modèle discret-continu
avec 5 molécules d’eau dans lequel l’ensemble de molécules est entouré d’un environnement
diélectrique continu (modèle PCM : Polarizable Continuum Model). Ces mêmes systèmes
modèles ont ensuite été étudiés par une approche de dynamique moléculaire. Dans ce cas,
nous avons opté pour une approche QM/MM dans laquelle les réactifs sont décrits par une
approche quantique (QM) et l’environnement aqueux est décrit par des molécules d’eau ex-
plicites traitées par un champ de force de mécanique moléculaire (MM). Pour réduire le coût
de calcul, nous avons choisi la technique dite de « dual-level » développée à Nancy. Dans cette
approche, l’échantillonnage est obtenu par une méthode QM/MM avec un niveau QM simple
(low-level). Les structures obtenues sont ensuite utilisées pour obtenir des corrections perturba-
tives à l’énergie libre, cette fois avec une approche QM/MM de haut-niveau (high-level). Après
quelques tests préliminaires, notre choix s’est porté sur une méthode semiempirique pour le bas
niveau (PM3) et une méthode DFT pour le haut niveau (M062X/6-311+G(d,p)).

L’ensemble des travaux sur les systèmes modèles a permis de mettre en évidence les points
suivants. Nos calculs indiquent que pour des dérivés suffisamment électrophiles, comme le
dérivé p-NO2, la chemin de réaction le plus favorable après la formation de l’intermédiaire
tétraédrique zwitterionique n’est pas le transfert de proton, comme proposé pour les inhibiteurs
de PI3Kα dans la littérature (Figure 2), mais la dissociation de la liaison C-OR, conduisant
à la formation d’une paire d’ions. L’apparition d’une importante séparation de charge fournit
alors la force motrice pour le transfert de proton et la formation des produits finaux, qui a lieu
ensuite, le long d’une surface d’énergie libre plutôt plate. Notre étude indique également que
l’efficacité des inhibiteurs ayant des groupes partants phénoliques devrait augmenter lorsque les
dérivés ont des substituants attracteurs d’électrons, qui activent l’ester favorisant la formation de
l’intermédiaire zwittérionique initial et facilitant les étapes de réaction suivantes. Nous trouvons
que l’efficacité de l’inhibiteur observée expérimentalement est bien corrélée avec l’électrophilie
calculée de l’ester, et avec la stabilité du zwittérion correspondant. Par conséquent, le calcul de
ces propriétés semble être un outil intéressant pour évaluer a priori l’efficacité d’autres candidats
inhibiteurs.
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Évidemment, les interactions avec l’environnement enzymatique peuvent modifier les mé-
canismes décrits pour les systèmes modèles en solution aqueuse. Dans la suite de nos travaux,
on s’est donc intéressé à ce problème en regardant les aspects mécanistiques dans différents
modèles de l’enzyme. Comme pour les systèmes en solution aqueuse, nous avons d’abord
réalisé une étude statique.[33] Nous avons construit un modèle du site actif grâce à des simu-
lations de dynamique moléculaire classique et une analyse des trajectoires obtenues. La Figure
3 montre le modèle utilisé pour le site actif de l’enzyme, qui est constitué de quelques résidus
de la protéine, plusieurs molécules d’eau et l’inhibiteur. La méthode de calcul dans ce cas est
une méthode QM/QM de type ONIOM (M062X/6-311+G(d,p)/PM6). Ces calculs ont permis
d’affiner les mécanismes de réaction, qui globalement confirment les étapes obtenues pour les
systèmes en solution. Nous avons enfin utilisé ces informations pour aborder une étude dy-
namique de type QM/MM sur un modèle élaboré de l’enzyme présenté dans la Figure 4. Une
approche QM/MM dual-level a également été utilisée au niveau PM3 (bas niveau) et (M062X/6-
311+G(d,p)) (haut niveau). Ces calculs nous ont permis d’obtenir le profil d’énergie libre de
la réaction d’inhibition pour le composé 2 (dérivé p-NO2). La barrière calculéé est en bon
accord avec les données cinétiques expérimentales disponibles ce qui nous permet de valider
l’approche théorique proposée et les mécanismes obtenus.

Figure 3: Modèle ONIOM utilisé dans cette étude pour la réaction entre l’enzyme PI3Kδ et
l’inhibiteur. Les parties rouges représentent le sous-système haut-niveau (M062X/6-31+G(d,p))
et les parties noires le bas niveau (PM6). Les atomes indiqués par un astérisque sont fixés dans
l’espace dans la procédure d’optimisation des géométries.
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Figure 4: Exemples de structures du complexe réactif (a), de l’état transition state (b) et
de l’intermédiaire zwittérionique (c) obtenus dans les simulations de dynamique moléculaire
QM/MM de l’enzyme PI3Kδ et de l’inhibiteur 2 (dérivé p-NO2).

Conclusions
En résumé, l’ensemble des calculs réalisés pendant cette thèse montrent un mécanisme d’inhibition
de l’enzyme PI3Kδ qui est un peu plus complexe que celui proposé dans la littérature à partir
des données cinétiques expérimentales. Pour l’ensemble d’inhibiteurs étudiés, la réaction com-
mence par une activation du site actif, après la formation du complexe enzyme-substrat, qui se
produit par le transfert de proton de la Lys catalytique protonée vers un résidu Asp non-protoné
proche. La Lys ainsi activée réagit avec le groupe ester de l’inhibiteur formant un intermédiaire
zwittérionique. La suite du mécanisme est cependant très dépendante des propriétés électron-
iques de l’inhibiteur. Pour les inhibiteurs suffisamment électrophiles, comme le dérivé p-NO2,
qui présentent la meilleure activité, la réaction se poursuit par une dissociation du zwittérion
en forme de pair d’ions, puis par un transfert de proton qui conduit à la formation des produits
attendus (formation d’une liaison amide dans l’enzyme, puis un alcool partant). Les calculs
montrent aussi que les intermédiaires zwittérioniques n’ont par une grande stabilité (dissocia-
tion en arrière vers de formes neutres rapide) et que l’étape limitante du processus d’inhibition
est celle qui conduit à la dissociation ionique de ces intermédiaires. Ces résultats expliquent
enfin l’apparente indépendance des données expérimentales de l’étape d’inactivation (kinact)
avec l’électrophilie de l’inhibiteur, qui peut s’expliquer par la présence d’un mécanisme plus
complexe que le mécanisme traditionnel d’inactivation en deux étapes. En outre, ils ouvrent de
nouvelles perspectives pour le développement d’inhibiteurs plus efficaces.
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Chapter 1

Introduction

This work deals with the irreversible inhibition of the enzyme phosphoinositide 3-kinase delta
(PI3Kδ ) by activated esters. The process is relevant for the treatment of various diseases and is
especially interesting in oncology. From the chemical point of view, it consists in the formation
of a covalent bond between the ester inhibitor and the targeted lysine. It is therefore an ester
aminolysis, a process which is well-known in organic chemistry. Amine acetylation reactions
are a special case of ester aminolysis and they are frequently used in general organic chemistry
to create an amide bond. Numerous uses of the acetyl functional group are found in drug
development, pharmaceutical production, polymer chemistry, and naturally occurring reactions
within the human body. It can be used in various chemical processes as a protecting group and
in the synthesis of peptides.[34, 35, 36, 37, 38] For this reason, in this introduction, the amine
acetylation and ester aminolysis reactions will be briefly explained in the first sections in terms
of organic chemistry and biochemistry. Then, the enzyme inhibition process will be discussed.

1.1 Amine Acetylation and Ester Aminolysis Reactions from
Organic Chemistry Perspective

In organic chemistry, the ester aminolysis reaction is the process in which an ester reacts with
a primary or secondary amine to give an amide. When the ester derivative is an acetate, the
reaction is also called amine acetylation (the acetyl group CH3CO is transferred to the amine).
An example of ester aminolysis is given in Figure 1.1. In a general overview, this reaction
involves nucleophilic addition and elimination steps, occurring at the carbonyl carbon atom
where the substitution takes place. Before the elimination reaction, a tetrahedral intermediate
forms, and later it transforms into an amide. As shown, the leaving group of the ester (R3O- in
the Figure 1.1) abstracts one of the protons on the nitrogen atom. Hence, the pKa of the formed
alcohol is a property playing an important role in the process. For instance, it is known that
the pKa of the phenol (10.0) is significantly lower than that of methanol (15.5), and therefore,
the phenolate ion is a much weaker base than the methoxide ion. So, the reactivity of the
corresponding esters is expected to present notable differences, as we will discuss in the chapters
below.

The mechanism of amide bond formation through ester aminolysis has been the subject
of many theoretical studies in the past using different models and approaches, and possible
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Figure 1.1: Amide formation through a reaction of an amine with an ester.

pathways have been analyzed.[25, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51] However
despite some experimental studies [52, 53, 54, 55, 56, 57], the mechanism of the aminolysis of
activated esters in aqueous solution is not yet fully understood. Some theoretical calculations are
available in acetonitrile solution,[42, 47, 48] but the reaction mechanism is arguably different in
this case since the formation of zwitterionic intermediates was ruled out under these conditions,
whereas it is expected to play a central role in aqueous solution. However, modeling zwitterionic
and ion-pair species in aqueous environments is quite more challenging because of technical
difficulties in their theoretical characterization.

1.2 Amine Acetylation and Ester Aminolysis Reactions in Bio-
chemistry

In biological systems, the acetylation of primary amines in proteins, widely known as N-
acetylation reactions (also N-acetylation of glucosamine), has a considerable impact on gene
expression and metabolism. It can be observed in two different ways.[58] One of the routes is
the acetylation at the alpha-amino group of N-terminal amino acids, catalyzed by the N-terminal
acetyltransferase (NAT) enzymes.[59] In this route, the acetyl group of acetyl-coenzyme A (Ac-
CoA) is transferred to the α-amino group of the first amino acid residue of the peptide chain.
Note that, acetylation of the N-terminal is a major covalent modification (Figure 1.2).

The other route is the acetylation of ε-amino group of lysine residues, this is also known
as lysine-acetylation. It can occur both enzymatically or non-enzymatically, and for instance,
lysine residues are spontaneously acetylated in mitochondria,[60] as illustrated in Figure 1.3.

On the other hand, enzymatically occurring lysine acetylation reactions are catalyzed by
Lysine Acetyl Transferases (KATs). They have a similar mechanism to the first aforementioned
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Figure 1.2: Representative scheme of N- terminal acetylation catalyzed by NAT enzymes.[59]

Figure 1.3: Representative scheme of non-enzymatic lysine acetylation mechanism occurring
in mitochondria.[60]

reaction, in which, the lysine amino group is deprotonated and an acetyl group is transferred
from Ac-CoA. However, in this case, the acetylation is reversible.[61] Up to date, most of the
KAT studies are based on the Histone Acetyl Transferases (HATs) catalyzing the same reaction
at the N-terminal tail of histone proteins.[62] Note that, this terminal is very important in DNA-
templated epigenetic processes.

Histones have positively charged terminal lysine. Therefore, they are wrapped around the
DNA which has negatively charged phosphate groups within its backbone. As a result of the
acetylation of histones terminal lysine, the condensed chromatin undergoes a structural change
into a more relaxed state and DNA binding proteins can engage with exposed regions to stim-
ulate gene transcription. KAT (HAT) activity has been found to be disrupted in a variety of
cancers. Deacetylation performed by Lysine Deacetylase (KDAC) enzymes has the opposite
effect (Figure 1.4).[63]

DNA is tighten on the deacetylated histone cores, which makes it more difficult for tran-
scription factors to attach to DNA. As a result, the levels of gene expression is suppressed,
which is known as gene silencing. This is used to produce therapeutics to combat cancer and
other diseases.

Amine acetylation reactions are also employed as a covalent modification for pharmaceu-
tical purposes, such as interruption of enzyme activity. As an example, last year, Fournier et
al.[15] proposed a series of modified dihydroisobenzofuran (DHB) ester molecules that selec-
tively lead to lysine acetylation resulting in kinase inactivation. Protein liquid chromatography-
mass spectrometry (LCMS) experiments confirmed the covalent modification of the catalytic
lysine. Likewise, Dalton et al. proposed new ester derivatives by modifying the structure of
a clinical drug (GSK2292767). They designed new PI3Kδ inhibitors constituting ester groups
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Figure 1.4: Lysine acetylation and deacetylation catalyzed by KAT and KDAC enzymes.[63]

as electrophilic warheads to target the conserved catalytic Lys779 (Figure 1.5) The covalent
inhibition approach for rational drug design will be explained in detail, in the following section.

In summary, understanding the details of the chemical mechanisms of amine acetylation
appears as a crucial goal for the rational design of new therapeutics, since these reactions are
involved in gene expression and metabolic processes.

1.3 Targeting Covalent Inhibitors (TCIs)
Over the last 100 years, covalent targeting of biological structures has drawn attention in drug
discovery. As is evident from its name, these drugs attach covalently to their target and they are
conceptually different from conventional non-covalent drugs. The first covalent inhibitor is a
widely known drug, aspirin, having an acetylsalicylic acid structure, and has been on the shelves
of pharmacies since the late 1800s. The acetyl group of aspirin inactivates the cyclooxygenase
activity of the enzyme.[64]

According to a survey on the covalent drugs approved by the US Food and Drug Admin-
istration (FDA), covalent drugs are mainly used in infections, cancer diseases, gastrointestinal
disorders, and cardiovascular indications. The majority of these drugs generally target the en-
zymes to interrupt their activities. For example, penicillin antibiotics inhibit D-alanyl-D-alanine
carboxypeptidase to catalyze a key step in cell-wall synthesis by binding the active site serine
of bacterial DD-transpeptidase. Moreover, proton pump inhibitors (PPI) are widely used by
millions of patients of reflux disease. Acidic environment of the stomach activates the PPI drug
which becomes a covalent modifier of the proton pump and this action minimizes the exposure
to acidic reflux.[65]

In the covalent inhibition approach, the regulation of the biological system, such as enzymes,
takes place in two steps. [12] It starts with the attachment of a high-affinity ligand (inhibitor (I))
to enzyme target (E) forming a reversible E·I complex. The binding constant, KI, defines the
potency of this complex. The covalent bond formation occurs in the second step, as illustrated
in Figure 1.6. The rate of the second step, also known as the rate of inactivation kinact, depends
on the concentration of E·I complex. The overall inhibition kinetics is defined by the ratio
kinact/KI. This action results in a chemical modification causing a change in the activity or in
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Figure 1.5: Lysine-targeted covalent inhibitors of PI3Kδ forming an amide bond.[12]

the structure.[66]

Figure 1.6: Two step binding mechanism between inhibitor and enzyme.

During the last decade, the term "targeting covalent inhibitors (TCIs)" has been introduced
since they provide specificity in targeting non-catalytic nucleophiles using structure-based de-
sign. They are discrete from traditional reversible inhibitors which are in equilibrium with the
target. TCI drugs have several advantages over conventional reversible drugs. These drugs are
equipped with electrophilic functionality which provides specificity. The frequency of dosage
used in the treatment is much lower than the conventional ones, because of the prolongation of
the course of action. Also, they provide increased potency and enable modifications for rational
design.[1] They can be used in cancer treatment and other serious diseases because they succeed
in targeting protein-protein interactions, signaling pathways, and other biochemical networks.
Additionally, kinase inhibitors, which are responsible for signaling biomolecules, are the most
common examples of TCIs.

Unlike the conventional ones, TCIs provide irreversible and specific binding to the target
resulting in a permanent bond. As aforementioned, these drugs involves electrophilic functional
groups, called warhead, which are able to form a covalent bond with the target. Nonetheless,
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TCIs are mostly designed based on the traditional reversible drugs, attaching the warheads
providing them being a covalent irreversible drugs.[67] The difference in their course of action
is illustrated in Figure 1.7. First, the reversible drug-protein complex forms which is represented
in the first step of Figure 1.6. In the second step, reaction between the functional group on the
drug and the targeted residue spontaneously occurs, which results in a covalent modification of
the residue.[66]

Figure 1.7: Schematic representation of the difference between traditional reversible inhibitors
and TCIs.

There are a variety of chemical reactions, such as alkylations, and Michael addition reac-
tions, which result in acylation, hemiacetal formation, and disulfide formation, to inactivate
the enzymes irreversibly.[68, 69] Therefore, the choice of reacting functionalities, or in other
words, the choice of warhead and design of the inhibitor structure should be considered care-
fully, in order to design a successful TCI.[70] In the enzyme environment, the solvent is highly
effective in determining the residue pKa. Non-conserved residues are exposed to the highly
polar environment, which enables species to be charged, while the conserved residues are in a
hydrophobic environment, which stabilizes the neutral side chains. Therefore, it is important to
take into consideration the local environment when designing a warhead for a specific residue.
In the literature, there are several types of warheads specific to targeted amino acid residues
such as cysteine,[71] serine,[72] tyrosine[73] and lysine.[12]; they are summarized in Table
1.1.

Cysteine residues are most commonly targeted for TCIs because they bring forth natural
selectivity thanks to their high nucleophilicity, exposed location and noncatalytic activity.[6]
They can also mediate redox reactions thanks to different oxidization states of the sulfur atom.
Especially, an oxidation state having the sulfenic acid functionality figures into the cellular
signaling.[71] Acrylamide functionality is known to be the gold standard for warheads on cova-
lent inhibitors. In particular, one of the successful irreversible covalent kinase inhibitors, ibru-
tinib, has an acrylamide group as a warhead to covalently bond the Cys481 on the BTK.[15]
However, a limited number of cysteine residues have been located in the binding pocket of
human kinases. In addition to this, the point mutation of the modified cysteine appears as a
common resistance mechanism to cancer.[94]

In recent days, lysine residues attracted attention as an alternative approach to cysteine. In
contrast to cysteine, lysine is abundant and widely distributed in many functional sites including
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Table 1.1: Different types of warhead examples

Name Electrophile Lysine Adduct Nucleophile

Aryl
sulfonyl fluoride
[8, 74, 75, 76]

Lysine
Tyrosine
Serine

Aryl
fluorosulfate

[77, 78]

Lysine
Tyrosine
Serine

Vinyl
sulfone/sulfonamide

[79, 80]

Lysine
Cysteine

Methyl
fumaramide

[81]

Lysine
Cysteine

Acrylate[82]
Lysine

Cysteine

Dichlorotriazine[83] Lysine
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Table 1.1: Different types of warhead examples

Name Electrophile Lysine Adduct Nucleophile

Activated
ester/amide

[5, 12, 84, 85, 86, 87, 88]
Lysine

Salicylaldehyde
[89, 90, 91]

Lysine (N terminus)

2-Formyl phenyl
boronic acid

[92, 93]
Lysine
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enzyme active sites and protein-protein interfaces.[1, 5] The pKa of the ε-amino group of Lys
located on the exposed location of the protein, is around 10.0-10.5 at physiologic pH. In these
conditions, the amino group is entirely in the protonated state, which makes the Lys residue
non-nucleophilic. It has been shown that the pKa value of lysines buried inside the protein is
however around 5.0. Hence, lysine can adopt the neutral state when the environment is less
polar than water.[95]

Targeting lysine has some advantages over cysteine, because of the diversity and lack of
point mutation. Aryl sulfonyl fluorides, aryl fluorosulfates, Michael acceptors, dichlorotri-
azines, activated esters/amines, and aryl aldehydes are functional groups able to form covalent
adducts with lysine residues. However, up to date, the covalent modification of lysine residue
is a less common strategy, possibly because this residue is often protonated at physiological
pH. In 2019, Liu et al.[6] inquired if nucleophilic catalytic lysines are common in the X-Ray
structures of the human kinome. They performed continuous constant pH molecular dynamics
simulations to calculate pKa values and identified reactive catalytic lysines in human kinases.
Catalytic lysines in kinases are known to stabilize the negatively charged phosphate groups of
ATP[7] and kinase inhibitors usually compete with ATP for binding to the active site.[8]

1.4 Phosphoinositide 3-Kinase (PI3K) Enzyme
In biochemistry, a kinase is an enzyme that catalyzes the modification of the substrate by co-
valently adding phosphate, which is known as phosphorylation. The kinase enzymes abstract
phosphate from ATP and transfer it to the hydroxyl group of the substrate. They are mainly clas-
sified into 3 main groups, namely protein kinases, lipid kinases, and carbohydrate kinases.[96]
The human genome contains about 500 protein kinase genes and about 2% of all human genes
are composed of them.[97]

Phosphoinositide 3-Kinase (PI3K) enzyme is a plasma membrane-associated lipid kinase
contributing to several vital events in cells such as cycle regulation, cell growth, proliferation,
cellular metabolism, survival, and angiogenesis.[98] They play an important role in the signal-
ing pathway through the Protein kinase B, also known as AKT. The activation of this pathway
leads to the neoplasm progression and resistance to anticancer therapies,[99] and based on the
conducted research over years, the dysregulation of this signaling pathway has been shown in
almost all human cancers. Therefore, it can be said that targeting this pathway, more specifically
the PI3K enzyme is crucial for cancer treatment (Figure 1.8).

PI3K involves three subunits, p85 and p55 as regulatory subunits and p110 as catalytic
subunit.[100] Moreover, in human cells, PI3K has 3 main classes: Class I, Class II, and Class
III. They are different from each other, regarding their structural characteristics and substrate
specificities. Among these, Class I is divided into two subclasses: Class IA and Class IB. Class
IA PI3K is a frequently encountered and studied type involved in cancer diseases.[101, 102]

Class IA involves p110α , p110β and p110δ . Whilst p110α and p110β are present ubiq-
uitously almost in all tissues, p110δ is restricted to hematopoietic cells in which it has an
important role in B-cell homeostasis and functioning. These three incorporate the inputs from
activated receptor tyrosine kinases (RTKs) and G-protein coupled receptors (GPCRs) into the
signaling pathway.

PI3Kδ enzyme consists of several domains as reported in Figure 1.9. As seen, the receptor
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Figure 1.8: The overview of the signaling pathway of PI3K/AKT.

binding domain (RBD) lies between residues 189 and 278, and the C2 domain, responsible
for phospholipid binding, lies in the region between residues 324-474. The kinase domain has
two parts as N-Lobe (675-830) and C-Lobe (830-1044), which is the catalytic function of the
enzyme. Moreover, the kinase and helical domains (in between 500-675 residues) have a broad
and tightly packed interface between each other.[20]

More specifically, the transducing signals start from the cell membrane receptors, RTK
and GPCR, through the cytoplasm, and meanwhile, PI3K is activated. Upon activation, phos-
phatidylinositol - 4, 5 - bisphosphate (PIP2) is phosphorylated to produce phosphatidylinositol
-3, 4, 5- triphosphate (PIP3), which is catalyzed by PI3K. (Figure 1.10). Note that, Phosphatase
and tensin homolog (PTEN) catalyzes the reverse path which is the dephosphorylation of PIP3
to PIP2, and it is responsible for helping suppress the growth of tumor cells. However, in tumor
cells, it is seen that PTEN is mostly mutated.[103] Subsequently, a series of vital events is ac-
tivated when the signaling proteins, such as Pyruvate dehydrogenase lipoamide kinase isozyme
1 (PDK1) and AKT, are bound to lipid products of PI3K. An overview of the signaling pathway
is summarized in Figure 1.8. Therefore, it is not surprising that the activity of PI3K signal-
ing is strongly related to malignant cell progression. In light of this information, it is believed
that the PI3K enzyme is the key target for cancer treatment and there has been a tremendous
effort for the development of drugs targeting PI3K signaling. In July 2014, Idelalisib (the com-
mercial name is Zydelig) was approved by US FDA for patients with Indolent Non-Hodgkin
Lymphoma.[104] Idelalisib is a reversible PI3Kδ inhibitor. Moreover, Wortmannin, an irre-
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Figure 1.9: Domains of PI3Kδ enzyme from crystal structure (PDB ID: 6ez6).[20]

versible covalent inhibitor for PI3K/AKT pathway has been investigated, though it suffers from
poor selectivity.[105]

As explained in Section 1.2, in 2018, Dalton et al. firstly developed irreversible PI3Kδ

inhibitors which can selectively react with buried Lys residue (Lys 779 in PI3Kδ numbering
system), located in the catalytic domain. Their work has prompted us to carry out a theoretical
study on these systems, which constitute the central subject of this PhD thesis.

Figure 1.10: The production of PIP3 from PIP2 by phosphorylation catalyzed by PI3K enzyme.
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Chapter 2

Objective and scope

Obtaining a more in-depth understanding of the underlying biochemical mechanism in PI3Kδ

covalent inhibition is an important goal that can help optimize inhibitor efficiency. In this re-
spect, advanced molecular modeling techniques represent a unique tool to elucidate the micro-
scopic details of the reaction mechanism, and the combination of theoretical calculations with
experimental kinetic data should certainly be key for rapid progress in the field.

Protein liquid chromatography mass spectrometry (LCMS) analysis revealed that the de-
signed compounds proposed by Dalton et al.[12] covalently inactivate PI3Kδ by amide bond
formation at Lys779. Furthermore, X-Ray crystal structure of PI3Kδ inhibited by p-F deriva-
tive clearly confirmed a covalently bound adduct, but a noncovalent enzyme-inhibitor complex
was observed in the X-Ray structure of methyl ester. Further work by Fournier et al.[15] has
confirmed that simple acetylation of Lys779 can selectively inhibit PI3Kδ activity.

Additionally, the multi-step mechanism indicated in Figure 2.1 has been proposed,[12]
which is slightly more complicated than the traditional two-step mechanism for targeted cova-
lent inhibitors (TCI). More specifically, the first step consists of the usual reversible, non–covalent
binding of the inhibitor to the enzyme active site. Then, the ester adds to the kinase Lys779
forming a covalent tetrahedral zwitterionic intermediate. This reaction step, assumed also to be
reversible, is expected to be affected by the nature (e.g. pKa) of the leaving phenolic alcohol.
The subsequent two steps involve (1) proton loss to form an anionic unstable intermediate, as-
sumed to be the rate-determining step, and (2) irreversible, fast breakdown of this intermediate
to form the products. The authors concluded that KI encompasses the first two steps, while kinact
combines the last two. The measured KI has been found to depend on the leaving group, while
the measured kinact has been shown to be little affected by the nature of the ester. Nevertheless,
the exact mechanism requires clarification since many questions await answering:

• How is the proton removed from the zwitterionic intermediate?

• Is there any basic residue involved in the proton loss from the zwitterion?

• What are the roles of active site residues? Is the formation of a tetrahedral neutral inter-
mediate possible as well?

• Are the active site water molecules involved at any stage?
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• Why does compound 4 (as well as compounds 2-7) form a covalent bond with Lys779
while compound 8 does not? How does the stability of tetrahedral intermediates or the
forward/reverse activation energies influence the fate (covalent/noncovalent binding) of
the ligand?

• Is Lys779 nucleophilic enough to attack the ester group of the inhibitor?

Figure 2.1: The mechanism proposed by Dalton et al.[12] for lysine-targeted covalent inhibition
of PI3Kδ .

Because of the significance of ester aminolysis in biological processes as well as in design-
ing targeted covalent inhibitors for potential therapeutics, the goal of this study is to enlighten
the mechanisms of ester aminolysis reactions via multi-scale computational techniques. For this
aim, the overall study has been divided into two major parts involving calculations of simple
model systems and the calculations within the enzyme system (Figure 2.2). The model system
is used to scrutinize the possible reaction mechanisms and energy profiles of phenolic ester
derivatives (Figure 2.3), corresponding to the inhibitors proposed by Dalton et. al, with methyl
amine, representing Lys 779.

The information gathered from the model system should shed light on the complex system
involving the enzyme. Therefore the main objectives are two-fold:

• The first main objective is to determine with high precision the reaction mechanisms and
free energy profiles of the model system in aqueous media.

• The second is to enlighten ester aminolysis involving the catalytic lysine residue within
the PI3Kδ enzyme for the purpose of targeted covalent inhibitor design.

In the next chapter, the theories behind the computational techniques used within this thesis
are explained. Specific details on the methodology can also be found in the corresponding
chapters.
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Figure 2.2: Schematic scope of the thesis.

Figure 2.3: Ester derivatives considered for model system calculations.

The results are described in the following five chapters. In Chapter 4 and Chapter 5, the
model system is considered. Quantum mechanical results are presented in Chapter 4 using sim-
ple dielectric models. They are then used in Chapter 5, in which the most plausible mechanisms
are studied with QM/MM MD simulations to get accurate free energy profiles.

In chapter 6, 7 and 8, similar reaction mechanisms are studied in the PI3Kδ enzyme envi-
ronment with Classical MD, ONIOM and QM/MM MD methodologies, respectively. Finally,
some concluding remarks will be presented.
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Chapter 3

Theoretical Background

3.1 Quantum Chemical Methods

3.1.1 The Schrödinger Equation
Quantum mechanics was developed at the beginning of the 20th century to explain the behavior
of particles at the atomic scale, such as electrons, because classical mechanics was inadequate
to describe them. Quantum mechanics assumes the wave-particle duality of matter, and the
classical concept of trajectory is replaced by that of a wave function (ψ). The wave function
contains all the information about the properties of a particle. In 1926, Schrodinger, published
the fundamental equation of quantum mechanics, known as the time-dependent Schrodinger
equation, which allows to find the future state of a quantum mechanical system if the wave
function at time t0 is known. In the case of conservative systems for which the potential energy
is time-independent, the time-dependent Schrodinger equation simplifies, and it is possible to
write a time-independent form of this equation that can be used to obtain the energy of atoms
and molecules. (Equation 3.1)

Hψ = Eψ (3.1)

H in the Equation 3.1 is the Hamiltonian operator, which corresponds to the sum of the
kinetic and potential energy operators of the system. ψ represents the wave function describing
the system and E stands for the energy of the system. Although Equation 3.1 may seem only
as an eigenvalue-eigenvector problem, it can only be solved exactly for the hydrogen atom. For
multielectron atoms and molecules this equation becomes too complicated and cannot be solved
analytically.

An estimation of E can be done using the variation principle. According to this principle,
the computed E value with an approximated wave function, Equation 3.2 can only be higher
than or equal to the exact ground-state energy (E0).

E =

∫
ψ∗Ĥψdτ∫
ψ∗ψdτ

(3.2)

Moreover, several approximations can be employed to simplify the solution of Schrödinger
equation. The first one is known as the Born-Oppenheimer approximation, which separates
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the motion of electrons and nuclei, since the latter move much slower than the former. For
this reason, the kinetic energy of the nuclei is ignored and only the potential energy term is
considered in the equation. The total energy operator for a diatomic molecule in the Born-
Oppenheimer approximation can be written as in equation 3.3

Ĥ =−1
2

elec

∑
i
(

∂ 2

δx2
i
+

∂ 2

∂y2
i
+

∂ 2

∂ z2
i
)−

elec

∑
i

nuc

∑
s
(

Zs

ris
)+

elec

∑
i

elec

∑
j
(

1
ri j

)+
nuc

∑
s

nuc

∑
t
(
ZsZt

Rst
) (3.3)

where the first term is the kinetic energy of the electrons (elec). The following terms are
potential energies, namely Coulombic attraction between the electrons and nuclei (nuc) (2nd

term), the electron-electron repulsion (3rd term) and the nuclear-nuclear repulsion (last term),
which is a constant due to the assumption of fixed positions of nuclei.

The Schrödinger equation can be solved for H2
+ within the Born-Oppenheimer approxi-

mation, but for more complex systems, other approximations are required. The Hartree-Fock
self-consistent field (HF-SCF) approach described hereafter is the main technique used to study
molecular systems.

3.1.2 Hartree-Fock Theory
The Hartree-Fock (HF) method is based on the treatment of electrons as independent particles
moving in the average field created by the other electrons and the nuclei, and serves as the
foundation for all ab initio quantum chemistry methods. The wave function is approximated by
a single Slater determinant:

ψSD =
1√
N!

∣∣∣∣∣∣∣∣∣∣∣∣

χ1(1) χ2(1) ... χN−1(1) χN(1)
χ1(2) χ2(2) ... χN−1(2) χN(2)
... ... ... ... ...

χ1(N −1) χ2(N −1) ... χN−1(N −1) χN(N −1)
χ1(N) χ2(N) ... χN−1(N) χN(N)

∣∣∣∣∣∣∣∣∣∣∣∣
(3.4)

which is constructed from a set of N single-electron wave functions (N being the total number
of electrons in the molecule and χ a spin-orbital equal to the spin function multiplied by the
spatial wave function).

Using the variational principle, it is possible to determine the optimal spin orbitals as those
minimizing the energy E of the system. The resulting equations are known as Hartree-Fock
equations,

fiχi = εiχi (3.5)

where fi is the Fock operator, χ i is an eigenfunction and ε i the corresponding orbital energy
(eigenvalue). The one electron Fock-operator is defined as

fi =−1
2

∇
2
i −

nuclei

∑
k

Zk

rik
+VH F(i) (3.6)

where the Hartree-Fock potential VH F(i) represents a measure of the average repulsive potential
that each electron experiences in presence of the other electrons, and therefore depends on the
molecular orbitals (for a precise definition of this operator, see for instance Ref [106]).
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The Hartree-Fock approach, which is an example of the self-consistent field (SCF) method,
involves an iterative process. It begins with an initial assumption regarding the molecular or-
bitals for a specific molecular geometry, which allows obtaining a first approximation for the
HF potential. Then, the eigenvalue problem is solved and a new set of spin-orbitals are calcu-
lated leading to a new approximation for the HF potential. The cycle is continued in this manner
until energy convergence is obtained.

The weakest point of HF theory is its insufficient description of electron-electron correla-
tions, which may cause significant errors in chemical information. More elaborated methods
have been developed to account for electron correlation effects in different ways, although such
techniques are in general much more computationally expensive. We briefly describe below the
so-called post-HF methods.

3.1.3 The Post-HF Methods
They are aimed to overcome the limitations of the HF method in which the wavefunction is
described as a single Slater determinant. The starting point is the HF solutions, and the exact
energy is written as:

Eexact = EHartree−Fock +Ecorrelation (3.7)

The correlation energy can be computed in different ways. The Configuration Interaction
(CI) approach is based on the variational principle assuming that the wave function is described
as a linear combination of Slater determinants. The approach is quite expensive and most post-
HF calculations are based on perturbation theory, namely the Moller-Plesset theory[107]. In
this case, the Hamiltonian of the system is written as the sum of the Fock Hamiltonian (F̂)
(coming from the HF method) and a perturbation operator (V̂ ) which contains the correlation
information:

Ĥ = F̂ +V̂ (3.8)

In general, the perturbation is limited to the second order and the method is known as
MP2,[108] though methods up to the fourth order, namely MP4,[109] have been developed.

3.1.4 Semi Empirical Quantum Mechanics
To reduce the computation time needed to calculating and manipulating integrals in ab ini-
tio procedures, semiempirical methods were developed. In this approach, only the valence
electrons are treated explicitly, as they are the only electrons involved in chemical properties;
the core electrons are merged with the nuclear charge. In addition, simplifications lead to the
neglection of some integrals and their compensation by empirical parameters, which directly
influences the accuracy of the methods. Several semi-empirical techniques are available.[110,
111, 112, 113, 114, 115, 116, 117, 118, 119]

Pople and colleagues introduced the first methods: complete neglect of differential over-
lap (CNDO),[110] intermediate neglect of differential overlap (INDO),[111] and neglect of
diatomic differential overlap (NDDO).[112] Although these methods are not commonly used
in modern computational chemistry,they constituted the groundwork for other semiempirical
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approaches. Dewar et al. developed the modified neglect of differential overlap in 1977
(MNDO).[115] As a result of this achievement, all modern semiempirical methods are derived
from MNDO. The most popular semiempirical methods in contemporary computational studies
are AM1,[116], PM3,[117] and PM6.[119]

3.1.5 Density Functional Theory
Density functional theory (DFT)[120] was built based on a theorem proven by Hohenberg and
Kohn[121], and states that the energy of a system can be calculated if the electronic density
of the system is known. From the original theorems, a variational principle can be established
since the ground state density minimizes the total energy.

The electron density is defined as shown in Equation 3.9 where ri corresponds the coordi-
nates of the electrons.

ρ(r) = N
∫
...

∫
|Ψ(r1,r2, ...rn)|2dr1dr2...drn (3.9)

The electronic energy as a function of the electron density is:

E[ρ(r)] =
∫

V (r)ρ(r)dr+T [ρ(r)]+Vee[ρ(r)] (3.10)

Equation 3.10 can be rewritten following the approach developed by Kohn and Sham[122]
for a system of non-interacting electrons generating the same total density as the real system.
The electronic energy is obtained as

E[ρ(r)] =
∫

V (r)ρ(r)d(r)+Tni[ρ(r)]+ J[ρ(r)]+EXC[ρ(r)] (3.11)

in which (J[ρ]) is the coulomb energy, (Tni[ρ]) is the kinetic energy of the non-interacting
electrons, and (EX[ρ]) is the exchange-correlation energy functional, which accounts for the
remaining energy terms (those not included in the non-interacting kinetic and electrostatic
terms)[123]. The exchange-correlation energy is written:

EXC[ρ(r)] =
∫

ρ(r)εXC(ρ(r))dr (3.12)

The Kohn-Sham orbitals ψi are established by solving the Kohn-Sham equations in which
hKS is the hamiltonian operator

hKS =−∇2

2
−

N

∑
A=1

ZA

| r−RA |
+

∫
ρ(r1)ρ(r2)

| r1 − r2 | dr1dr2
+VXC[ρ(r)] (3.13)

where VXC[ρ(r)] is the exchange-correlation potential associated to the exchange-correlation
energy. The exact form of the exchange-correlation functional is not known and approximated
functionals have to be used.

The Local Density Approximation (LDA) is the groundwork for approximating exchange-
correlation functionals. In this approach it is assumed that the exchange-correlation energy
depends only on the electron density at each point in space (the local density). Further improve-
ments are obtained by considering the Generalized gradient approximation (GGA)[124], which
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takes into account the inhomogeneous nature of electron density by considering the exchange
and correlation energies dependance on the density and its gradient. An alternative approach
is the combination of GGA with exact HF exchange, which leads to functionals known as hy-
brid functionals. Among those functionals, B3LYP [125, 126, 127] is one of the most popular
ones. Another widely used functional is M062X, developed by Zhao et al.[128] and based on
meta-GGA, the more accurate version of GGA.

3.1.6 Basis Sets
In quantum chemical calculations, the molecular orbitals within a system are expanded as a
combination of functions called the basis set.[129] The basis set is usually constituted by
an ensemble of atomic orbitals, which can be defined through Slater-type orbitals (STOs) or
Gaussian-type orbitals (GTOs),[130] though the latter type is more broadly used in modern ab
initio and DFT calculations.

The basis sets are hierarchically ordered according to their size, which provides a controlled
way to obtain more accurate solutions, while resulting in higher computational time. For a
minimal basis set, only one basis function is used to describe each atomic orbital, while several
functions are used in extended basis sets called double-zeta, triple-zeta, quadruple-zeta, etc.

Split-valence basis sets developed by Pople et al. treat differently the core and valence
orbitals. Only one basis function is applied to core atomic orbitals, while several functions
are used for the valence atomic orbitals (eg: 3-21G, 6-31G, 6-31+G, 6-311G). Moreover, it
is possible to modify the basis sets with the addition of polarization and/or diffuse functions,
which provide higher flexibility to describe the electronic cloud, especially in polarizable and
charged systems, and leads to a huge improvement in the electronic energy calculation.

Another type of basis functions is the so-called correlation consistent basis sets. They are
constructed by adding shells of functions to a core set of atomic Hartree-Fock functions,[131]
each function providing a similar contribution to the correlation energy.

3.2 Solvation Models
A solvent model is a technique used in computational chemistry to take into consideration the
behavior of molecules in solution.[132] By using appropriate solvation models, thermodynamic
calculations of reactions that take place in solution are possible.

The effect of the solvent can be taken into consideration using implicit or explicit solvent
models. In explicit solvation, the molecular details of each solvent molecule are included. They
are explicitly added to the system as discrete molecules. Nevertheless, in quantum chemical
calculations, including many solvent molecules explicitly is a challenging task due to the high
computational cost and the difficulties to deal with a high number of degrees of freedom.

Implicit solvent models were developed in order to avoid costly computations. They rep-
resent the most cost-effective way to include condensed-phase effects into quantum chemical
calculations. They are also known as “continuum solvation models” since in general the solvent
is described as a polarizable dielectric continuum medium around a cavity occupied by the so-
lute molecule. Implicit models include different physical effects which contribute to the overall
solvation process. The total solvation free energy is expressed as
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∆Gsolvation = ∆Gcavity +∆Gdispersion +∆Gelectrostatic +∆Grepulsion (3.14)

In this equation, ∆Gcavity is a positive energy required to create the cavity in the medium,
and the other terms represent the different types of interaction between the solute and the sol-
vent. The cavity is generally defined by interlocking van der Waals spheres centered at atomic
positions, possibly with corrected atomic radii.

The original method was developed in Nancy,[133, 134, 135] but the Polarizable Continuum
Model (PCM) developed by Tomasi et al.,[136] is the most popular one nowadays, using either
the Conductor-like approach (C-PCM), or the Integral Equation Formalism (IEF-PCM).[137]

For moderate size molecules, it is also possible to employ explicit and implicit solvation
approaches together (discrete-continuum solvation models). In this case, a number of solvent
molecules are placed around the solute molecule (which is usually kept at a minimum to min-
imize the computational cost) and a dielectric continuum is assumed to surround the solute-
solvent molecular cluster.

The study of solutes in solution can also be done using explicit models in the framework
of molecular mechanics,[138] and the combination of models in which part of the system is
described quantum mechanically and the other part is described with molecular mechanics leads
to the combined QM/MM methods. We briefly describe these techniques hereafter.

3.3 Molecular Mechanics
Molecular Mechanics (MM) utilizes classical mechanics to describe complex molecular sys-
tems such as systems in solution or biomolecules. Chemical bonds between atoms are treated
as springs and are typically described as harmonic oscillators. The other interactions are also
simplified using the concept of force field.[139]

In a force-field, the total potential energy of the system is divided into bonded and non-
bonded interactions (Figure 3.1, Equation 3.15). Bonded interactions include bond stretching,
angle bending and torsions. Non-bonded interactions are present for every pair of atoms in the
system and include electrostatic and non-electrostatic (dispersion and short-range repulsion)
terms. The latter are usually treated by a Lennard-Jones potential.

Figure 3.1: Intramolecular terms of force-fields.

VTotal = ∑Vbonded +∑Vangle +∑Vtorsion +∑Vimproper +∑Vel +∑VvdW (3.15)
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Bond stretching and angle bending can be expressed using simple harmonic motion:

Vbonded = ∑
bond

1
2

kbond(l0 − l)2 (3.16)

Vangle = ∑
angle

1
2

kangle(θ0 −θ)2 (3.17)

in which the force constants are denoted as kbond and kangle, for bonds and angles, respec-
tively. The torsional term is typically described by a periodic function as follows:

Vtorsion =
N

∑
n=0

1
2

Vn[1+ cos(nω − γ)] (3.18)

where Vn, n and γ hold for amplitudes, periodicity and phase factor, respectively.
Improper torsions are used to define the out-of-plane bending motions of groups of four

atoms that are not sequentially linked. The mathematical description can be as follows:

Vimproper =
1
2

kω [1− cos2ω] (3.19)

Atoms of different molecules, or in the same molecule separated by more than two bonds,
involve non-bonded interactions.

In non-bonded interactions, for the electrostatic contribution, atoms are usually treated as
point charges. The electrostatic interaction between the particles is calculated using Coulomb’s
law,

Vel = ∑
i

∑
j

qiq j

4πε0ri j
(3.20)

where qi and qj are the point charges on the atoms, while the distance between them is
denoted as rij.

The non-bonded non-electrostatic, or van der Waals (vdW) interactions are generally weaker
than the electrostatic ones and are relevant for particles in close contact. They are defined
commonly by a Lennard-Jones function:

VvdW = 4εAB

[(
σAB

r

)12
−
(

σAB

r

)6
]

(3.21)

where εAB is the well depth of the interaction between atoms A and B, σAB called the collision
diameter) represents the distance at which the intermolecular potential is zero. The attractive
part (the R-6 term) and the repulsive part (the R-12 term) are related to dispersion and short-range
repulsion interactions, respectively.

Many different force-field parameterizations are available in the literature. Force fields
widely used for describing biomolecular systems include AMBER,[140] CHARMM,[141] and
OPLS.[142]
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3.4 Molecular Dynamics
Molecular Dynamics (MD) is a computational simulation technique to describe the time-dependent
behavior of a chemical system. In an MD simulation, the particles are allowed to interact with
each other and their movements are described by numerically solving Newton’s equations of
motion:

fi(t) = miai(t) =−∂V (x(t))
∂ ri(t)

(3.22)

where the net force acting on the atom i at time (t) is denoted as fi(t), ai(t) is the acceleration
and mi represents the mass. The vector r(t) represents the position of the N interacting atoms.
In MD simulations, molecular mechanics force fields are often used, but quantum mechanical
potentials can also be assumed.

The motion of the system is described by the classical Hamiltonian (H(pi(t),ri(t))):

H(pi(t),ri(t)) =
N

∑
i=1

1
2mi

p2
i +V (ri) (3.23)

in which the momentum vector is denoted as pi(t) and V(ri) is the potential energy. The
equations of motion are solved by using the partial derivation of Hamiltonian

−∂H
∂ ri

= F (3.24)

and Newton’s 2nd law:

∂ 2ri

∂ t2 =
F
mi

(3.25)

There are many methods available to integrate the equations of motion, which is done by
assuming a discrete time interval called the time step, ∂ t. In the Velocity Verlet algorithm[143]
the velocity of a particle (v) and its position (r) at time (t + ∂ t) are defined as:

r(t+∂ t) = r(t)+∂ tvt+
1
2

∂ t2m−1F(t) (3.26)

v(t+∂ t) = v(t)+
1

2m
∂ t(F(t)+F(t +∂ t)) (3.27)

Initial coordinates, r(0), for the system can be obtained from various sources (eg X-Ray
crystallography studies or NMR structures for biomolecules), whereas initial velocities, v(0)
can be derived from the Maxwell-Boltzmann distribution.

In MD simulations, Periodic Boundary Conditions (PBC) are often used, which allow to
describe extended systems such as condensed phases. Most often, non-bonded interactions are
limited to a cutoff radius, and in that case, the Ewald sum method can be used to account for
the neglected long-range electrostatic terms.[144]

Simulations can be carried out using different statistical ensembles in which the temperature
(T), the volume (V), the number of particles (N) and/or the pressure (P) can be maintained
constants:
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• NVE: microcanonical ensemble - has constant N, V and E;

• NVT: canonical ensemble - has constant N, V and T;

• NPT: isothermal isobaric ensemble - has constant N, P and T

To control the temperature or the pressure, algorithms behaving as thermostats or barostats
have been developed.

3.5 The QM/MM Method
The hybrid quantum mechanics/molecular mechanics (QM/MM) approach was firstly intro-
duced by Warshel and Levitt in 1976. It allows studying chemical reactions in systems having a
high number of atoms.[145, 146, 147] In this approach, two separated parts denoted as QM re-
gion and MM region are defined and allowed to interact with each other, as illustrated in Figure
3.2. The interaction between each region can be treated through two main approaches, namely,
additive and subtractive schemes.

Figure 3.2: The system partition as two separated parts namely, QM and MM region.

In the additive scheme, the Hamiltonian is defined by the QM region contribution (HQM),
the MM contribution (HMM) and their interaction (HQM/MM):

H = HQM +HMM +HQM/MM (3.28)

in which the last term contains electrostatic and non-electrostatic terms:

HQM/MM = ∑
k

qMZk

RkM
−∑

iM

qM

riM
+V vdw

QM/MM (3.29)

where qM is the MM point charge, the nuclear charges in QM are denoted as Zk, RkM is the
distance between an atom k in the QM part and an atom M in the MM region, and riM is the
separation between QM electrons and MM atoms.

In the subtractive scheme, the interaction between QM and MM region is taken into account
in a different manner. In this scheme (Equation 3.30), the total energy is calculated in three

31



steps. It involves 1) the calculation of the whole system energy at the MM level, 2) the calcu-
lation of the QM layer energy at the MM level, and 3) the calculation of the QM layer energy
at the QM level. This scheme is used in ONIOM calculations (our Own N-layer Integrated
molecular Orbital Molecular Mechanics), developed by Morokuma.[148, 149, 150, 151, 152]
ONIOM has a unique feature over conventional QM/MM methods since it is based on a simple
extrapolation procedure that allows it to be extended to any n-layer n-level scheme, such as two
QM-layers ONIOM (QM1:QM2) or the three-layer ONIOM (QM1:QM2:MM). Thanks to the
subtractive scheme, there is no requirement for communication between high and low layers,
which provides simplicity of usage.

ETotal
ONIOM(QM:MM) = EQM

(QM)
+EMM

(QM+MM)−EMM
(QM) (3.30)

The approach is available in different version that allow to account for electrostatic embed-
ding or simply for mechanical embedding.

The treatment of frontier bonds in QM/MM methods deserves some comments (frontier
bonds refer to chemical bonds in which one atom lies in the QM region while the other lies
in the MM region). To treat technical issues related to the presence of such bonds, a general
approach named “link atom method” can be used. In this method, a monovalent atom, mostly
hydrogen, is placed aligned along the frontier bond, and allowed to interact with both regions.
It can be used with both additive and subtractive schemes.

3.6 Free Energy Calculation Techniques

3.6.1 Umbrella Sampling

The free energy (G(ξ ) of a molecular system with respect to a reaction coordinate (ξ ) is related
to the probability (P(ξ )) of finding the system in a state corresponding to ξ :

G(ξ ) =−kβ T ln(P(ξ )) (3.31)

in which Boltzmann constant is denoted as kβ and T is the temperature. Unfortunately, when
the free energy changes are significantly larger that kβ T the probabilities are very low, and it
becomes impossible to obtain them from direct MD simulations. Biased techniques have been
developed to solve this problem.

The umbrella sampling[153] is a technique in which the space is discretized into windows.
A schematic representation of the method is given in Figure 3.3. The system is enforced to
remain in a given state by adding a bias potential Vi centered on each window (i) to the unbiased
energy (E0), resulting in the biased energy (E*). It can be summarized as

E∗(ξ ) = E0(ξ )+ ∑
windows

Vi(ξ ) (3.32)

An MD simulation performed using E*(ξ ) yields the biased probability P*
i in each window.

The biased free energy is expressed from Equation 3.31 with P*
i and the unbiased free energy

can be obtained from the equation:
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Gi(ξ ) =−kBT ln(P∗
i (ξ ))−Vi(ξ )−Fi (3.33)

where Fi is a constant associated with a given simulation. Therefore, the main issue in
umbrella sampling is to find a suitable constant Fi for each window in order to rebuild the full
free energy surface.

To overcome this issue, the weighted histogram analysis method (WHAM)[154, 155] is
used. The free energy between two successive windows should be identical in a series of um-
brella sampling simulations, if the probabilities of these windows overlap. Thus, if sufficient
overlap is obtained between two successive windows, the F constant is optimized to minimize
the difference in free energy. To sum up, umbrella sampling calculations require the next ful-
fillments:

• a reaction coordinate (ξ ) should be chosen.

• a satisfactory overlap between two neighboring windows should be obtained, which de-
pends on the width (δξ ) of each window, as well as on the parameter(s) defining the bias
potential.

• the maximum of the biased probability distribution must be centered in the middle of the
corresponding window.

3.6.2 Dual-level Approach
The dual-level approach has been developed to increase the accuracy in free energy calculations
using the QM/MM partition while keeping the computational time within affordable limits.

The basic idea is to combine a low-level (LL) calculation of the free energy using for in-
stance the umbrella sampling technique, and a free-energy perturbation approach to correct this
free energy by using a high-level (HL) method on selected points of the profile.[156]

The free energy profile obtained at LL can be corrected assuming that the change from the
LL to the HL Hamiltonian is a perturbation[157]. Then, the free energy at HL can be estimated
through the equation[158]:

WHL(ξ )−WLL(ξ ) =− 1
β

ln⟨e−β ∆U (ξ )⟩LL (3.34)

where

∆U i(ξ ) =U i
HL(ξ )−U i

LL(ξ ) (3.35)

represents the potential energy difference between the HL and LL for configuration i and
β is the inverse temperature (kBT)-1.The average is calculated using a set of snapshots from
the LL sampling selected at regular time intervals in the simulation and displaying a particular
value of the reaction coordinate.

This is a key benefit of the strategy because it dramatically reduces the computational work
required, as high-level calculations are only required at a few selected points of the reaction

33



Figure 3.3: Representation of the umbrella sampling method used to get the potential of mean
force (PMF) for a given the biased free energy profile with the computation of the biased prob-
ability in each window.

coordinate rather than on the entire domain. Rewriting the equation above using the fluctuations
of the potential energy difference

δ∆U i(ξ ) =U i
HL(ξ )−U i

LL(ξ )−⟨∆U(ξ )⟩LL (3.36)

leads to the useful expression:

WHL(ξ )−WLL(ξ ) = ⟨∆U(ξ )⟩LL −
1
β

ln⟨e−βδ∆U(ξ )⟩LL (3.37)

Here, the first term represents a free-energy correction due to average differences on the po-
tential energy, which in general is expected to provide the largest contribution. The second term,
which contains the fluctuations with respect to the average, is connected to thermal corrections.
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Chapter 4

Ester aminolysis mechanism of model
systems via quantum mechanical approach

4.1 Introduction
In this chapter, the aim is to model the aminolysis mechanism of simple esters in aqueous so-
lution to get insights into the aminolysis of PI3Kδ by covalent inhibitors, since Lys779 (the
residue targeted by the inhibitors) is located near a water-accessible surface.[12] Though the
reaction in water is expected to present variations with respect to the reaction in the PI3Kδ

enzyme, the qualitative trends found for the series of ester derivatives (Figure 2.3 on Page
21) should provide useful information about the important factors that govern the inhibition
process. Therefore, the reaction mechanism of some model systems, namely, methylamine
(CH3NH2) with phenyl acetate (PA) and 4-nitrophenyl acetate (or p-nitrophenyl acetate PNPA)
were studied. Methyl acetate (MA) has also been considered for comparison, and as a refer-
ence to evaluate the efficiency of phenyl derivatives in PI3Kδ experiments.[12] A combined
discrete-continuum model is assumed for the water solvent similar to that used before by Gorb
et al.[26] for a related fundamental reaction (formamide hydrolysis), which reported results in
excellent agreement with experimental kinetics data. Similar models have been used by other
authors for other aminolysis processes.[45, 46, 50, 159, 160] Then, the results are analyzed in
terms of the electronic properties of the leaving group to check the potential correlation with
the experimental data for the series of model esters. Finally, the potential implications of our
results[32] will be discussed. This chapter is based on a published paper "Mechanistic insights
into lysine-targeting covalent inhibition through a theoretical study of ester aminolysis" in Org.
Biomol. Chem., 2021, 19, 9996-10004.

4.2 Computational Details
All calculations have been carried out by means of the Gaussian09 software package.[161] The
default integration grid for DFT-based computations in Gaussian 09 (fine grid) has been used.

In this part of the study, a combined explicit-implicit, or discrete-continuum solvation model
has been considered. Specifically, five explicit water molecules were included in the chemical
system, while using the polarizable continuum solvation model (PCM, assuming the static di-
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electric constant of water) to account for long-range solvation effects. The explicit-implicit
solvation model has been chosen after some preliminary test computations and is similar to
that used in related previous studies.[26] The inclusion of explicit water molecules is compul-
sory to correctly describe the mechanisms involving zwitterionic and charged species. Previous
studies have shown that when a pure continuum solvation model is used, only neutral species-
based mechanisms are found,[47, 51, 162] and the same applies for explicit-implicit models
using a very small number of explicit waters. Some detailed studies on zwitterion stability as
a function of explicit water molecules number have been reported.[46] Explicit consideration
of five water molecules appear to be a good compromise between accuracy and computational
cost.[50] Moreover, the initial position of the water molecules has been chosen based on the
most plausible locations to form hydrogen bonds with the reactants, as well as using data re-
ported in previous studies for related systems.[25, 46, 50] In most cases, different orientations
have been explored, in particular, to describe proton transfer elementary steps. In these cases,
the possibility of direct and water-assisted reactions has been contemplated.

Geometry optimizations, frequency, and intrinsic reaction coordinate[163] (IRC) calcula-
tions have been performed by means of density functional theory (DFT) based methods at
B3LYP/6-311+G(d,p) level of theory. Electronic energies have been improved through single-
point energy computations at the MP2/aug-cc-pVTZ levels on B3LYP/6-311+G(d,p) optimized
geometries. Zero-point energy and thermal contributions calculated at the B3LYP/6-311+G(d,p)
level were then added to these refined electronic energies to obtain total free energies (assuming
a reference state of 1 M at T = 298 K). The nature of the stationary points, minima or transi-
tion structures (TS), was checked by a frequency analysis (zero or one imaginary frequency,
respectively). The minima joined by each transition structure were determined through the IRC
computations followed by full geometry optimization.

The discrete-continuum solvation model does not allow describing proton transfers to bulk
water in detail but the relative energy of the process can be estimated by using the experimental
free energy of the hydrated proton, as described in the supporting information of Derbel et al.
(Gaq(H+) = -270.28 kcal mol−1, reference state 1 M).[164] In addition, we have computed the
free energy profile for the explicit proton transfer to water molecules in the first shell, forming
a tetrahedral ion pair T−. . . (H3O)+, which can be considered to be the first step in the proton
transfer to the bulk water solvent.
Electrophilicity indices ω for the various ester molecules have been calculated at the B3LYP/6-
311+G(d,p) level in gas phase as[165]:

ω =
µ2

η
(4.1)

where the chemical potential µ , and the chemical hardness, η , are approximated by:

µ =
1
2
(εHOMO + εLUMO) (4.2)

η = (εLUMO − εHOMO) (4.3)
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4.3 Results and Discussion
First, the mechanisms for the reaction of methylamine with MA, PA, and PNPA esters have
been explored through their potential energy surfaces, trying to locate all the relevant stationary
points to determine the possible pathways. These calculations have been guided by the results
of previous studies on different esters.[25, 41, 47, 51, 52, 53, 54, 166] The different pathways
found are shown in Figure 4.1. The nomenclature used thorough the paper for the different
species is defined in the Figure caption.

Figure 4.1: Reaction mechanisms for the ester aminolysis in water solution described in this
chapter: (a) Formation of the pre-reactive complex RC and the zwitterionic tetrahedral interme-
diate T±, (b) Mechanisms A-D leading from T± to the products. R is either the methyl, phenyl,
or p-nitrophenyl group. The following acronyms are used throughout the chapter: RC = reac-
tant complex, T± = zwitterionic tetrahedral intermediate, T0 = neutral tetrahedral intermediate,
T− = anionic intermediate, AM+

N = N-protonated amide, AM+
O = O-protonated amide, AL−

= alkoxide intermediate, PC = product complex, AM = amide product, AL = alcohol product.
AM+

O (shown in the bottom right part of the figure) is a structure appearing only in some vari-
ants of mechanism B (see text).

All mechanisms start with the formation of a non-covalent reactant complex (RC), which
then evolves into the characteristic covalent tetrahedral intermediate exhibiting a zwitterionic
structure, T± (Figure 4.1a). This T± species results from the formation of a covalent bond
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between the N atom of the amine and the C atom of the ester COO group. We have also explored
the potential energy surface corresponding to the direct addition of the amine N-H group to
the ester C=O or C-OR bonds, leading respectively to the formation of a neutral tetrahedral
intermediate or the final products, but the computations for the three esters considered failed
to locate any transition states for these hypothetical reaction pathways. From T±, four main
mechanisms (A–D) have been found, with some variants and specificities depending on the ester
derivative, as described in detail below. Figure 4.1b presents them schematically. Mechanisms
A–C corresponds to those usually expected for the aminolysis of non-activated esters, which
all start with a proton transfer from the N atom but differ in the proton acceptor. The latter
can be the water solvent (mechanism A), the negative O− atom (mechanism B), or the leaving
OR group in T± (mechanism C). In mechanism A (proton transfer to water), an anionic form
of the tetrahedral intermediate (T−) is formed, which then dissociates to the amide (AM) and
to the alkoxide anion (AL−). Finally, the alkoxide captures a proton from the medium to form
the alcohol (AL). Mechanism A parallels that proposed in the experimental study of the PI3Kδ

inhibitors.[12] In mechanism B, the proton transfer leads to the formation of a neutral form of
the tetrahedral intermediate (T0), from which the system evolves to the final amide and alcohol
products by subsequent proton transfer, from OH to OR group. In mechanism C, the proton
transfer to OR leads in a single step to the amide (AM) and alcohol (AL) final products.

In addition to these pathways, in this study, another mechanism, called hereafter mechanism
D, has been found in the case of activated phenolic esters. In contrast to the mechanisms (A–C),
which start with a proton transfer, mechanism D starts by the heterolytic dissociation of the
C–OR bond in the T± species forming an ion pair between the N-protonated amide (AM+) and
the leaving alkoxide (AL−). As the incipient ion pair is being formed, the reaction proceeds
(in a more or less concerted way depending on the derivative) by the proton transfer between
the two moieties, either directly or through water molecules, which allows reaching the amide
(AM) and alcohol (AL) products.

The free energy profiles for the studied reaction with MA, PA, and PNPA, are presented in
Figures 4.2-4.4, respectively. The most relevant structures are drawn in Figures 4.5-4.7. In the
description of the mechanisms, numbers are used as subscripts to differentiate between different
conformations of a particular structure (e.g. T1

0, T2
0, T1

±, T2
±, etc.), or between different

transition structures (e.g. TS1, TS2, etc.). T1
± will always represent the tetrahedral intermediate

structure reached from RC, while TS(RC-T1
±) is the transition structure joining them. Note

that, in mechanism A, the TS structures for proton transfer to/from bulk water cannot be located
in the model, and for this reason, the corresponding reaction paths will be indicated as dashed
lines in the Figures below. Likewise, for mechanism B in the case of PA and PNPA, the TSs
leading to the formation of PC from ion-pair intermediates could not be located, and dashed
lines are used in those cases too. Nevertheless, as shown below, mechanisms A and B have high
barriers in other steps of the overall reaction pathway, and thus can be excluded as favorable
mechanisms. For simplicity, TSs structures between different configurations and conformations
of the same intermediate or product have not been searched. Note finally that, strictly speaking,
in RC (reactant complex) and PC (product complex) there is not always a direct interaction
between the ester and amine reagents, or between the amide and alcohol products.

For MA (Figure 4.2), mechanisms of types A, B, and C have been found. Two possibilities
have been considered for mechanism A, depending on the location of the proton, first solvation
shell or bulk water. In the first case, the ion pair T−. . .H3O+ can evolve to form the neutral
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Figure 4.2: Free energy profile obtained for the methylamine + MA reaction in water at the
MP2/aug-cc-pVTZ//B3LYP/6-311+G(d,p) level. For simplicity, the whole reaction path has
been separated into two graphs, from RC to T±, and from T± to the products.

Figure 4.3: Free energy profile obtained for the methylamine + PA reaction in water at the
MP2/aug-cc-pVTZ//B3LYP/6-311+G(d,p) level. For simplicity, the whole reaction path has
been separated into two graphs, from RC to T±, and from T± to the products.
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Figure 4.4: Free energy profile obtained for the methylamine + PNPA reaction in water at the
MP2/aug-cc-pVTZ//B3LYP/6-311+G(d,p) level. For simplicity, the whole reaction path has
been separated into two graphs, from RC to T±, and from T± to the products.

Figure 4.5: Main stationary structures along path C of MA aminolysis in water optimized at the
B3LYP/6-311+G(d,p) level of theory.
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Figure 4.6: Main stationary structures along path D of PA aminolysis in water optimized at the
B3LYP/6-311+G(d,p) level of theory.

Figure 4.7: Main stationary structures along path D of PNPA aminolysis in water optimized at
the B3LYP/6-311+G(d,p) level of theory.
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intermediate (T3
0) and from this point, the reaction is like mechanism B. In the second case, the

proton has been fully transferred to the bulk and the reaction proceeds through dissociation of
the remaining T− intermediate, forming the amide product (AM) and the alkoxide anion (AL−),
which then captures the proton to form the alcohol (AL). Despite the possible errors introduced
by combining MP2 and experimental energies for estimating the stability of the T− structure
(see the methodology section), it seems reasonable to conclude that mechanism A is more likely
to occur via T3

0: this mechanism can be described as a variant of mechanism B in which the
proton transfer from N to O− occurs in a stepwise, water-assisted way. In all mechanisms A,
B, and C, transition structures displaying high-energy (25 kcal mol−1 or larger) are present
somewhere along the reaction paths, suggesting a low reaction rate for the aminolysis of MA,
as experimentally found.[167]

The reactions with the activated phenolic esters PA (Figure 4.3) or PNPA (Figure 4.4) dis-
plays a significantly different landscape, compared to MA. Mechanism C joining T± to the
products directly has not been found in these cases. A variant of Mechanism B has been found
for these esters where the dissociation of T0 to AM. . .AL is not concerted (as in MA) but pro-
ceeds via an ion-pair intermediate (AM+O. . .AL−) involving the O-protonated amide and the
alkoxide. It displays significantly lower activation energies compared to MA. Mechanism A
has also been found, but as for MA, it does not appear to be a favorable pathway. An important
result obtained in our study is that the intermediate T− is not stable for the activated PNPA ester.
Indeed, when the zwitterionic tetrahedral intermediate T± is deprotonated, the system sponta-
neously dissociates to form the alkoxide and the amide. A T−. . .H3O+ ion pair intermediate
has been located, however.

Mechanism D, which was not found for MA, is a stepwise analog of Mechanism C and
appears to be the most favorable pathway for the phenyl derivatives, especially for PNPA. The
highest TS in this mechanism lies at about 15 kcal mol−1 (TS14) for PA and only at about 7.7
kcal mol−1 (TS19) for PNPA.

Figure 4.8 summarizes and compares the most favorable mechanisms found for the aminoly-
sis of the three esters. For PA and PNPA, mechanism D is the most favorable one, as mentioned.
In the case of MA, mechanisms B and C should present a comparable kinetics. We have chosen
to represent mechanism C in this Figure since it is the concerted analog of mechanism D. This
comparison enlightens several important facts:

• the aminolysis reaction is considerably faster for the phenyl esters, compared to the alkyl
ester,

• the presence of the nitro group in the phenyl ring considerably enhances the process,

• though the same mechanism type holds for PA and PNPA, the bottleneck in the two
free energy profiles is different, being final proton transfer for PA (TS14), and zwitterion
formation (TS(RC-T±)) or C-O bond dissociation (TS19) for PNPA,

• the stability of the zwitterionic intermediates follow the order MA < PA < PNPA, and

• the reactions are found to be exergonic, with higher reaction energy (in absolute value) in
the same order as MA < PA < PNPA.
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Figure 4.8: Schematic representation of the most favorable reaction mechanisms for the aminol-
ysis of MA, PA, and PNPA esters in water, as predicted by MP2/aug-cc-pVTZ//B3LYP/6-
311+G(d,p) calculations. In this schematic representation, we have systematically considered
the most stable conformation/configuration of the reaction intermediates and product com-
plexes.

Experimentally, activated phenolic esters have shown promising properties to be used as
PI3Kδ inhibitors, with the p-nitrophenyl derivative displaying the most interesting properties
among the different esters shown in Figure 1.5. The findings confirm the high reactivity of
this ester and also explain the strong affinity to covalently bind Lys residues in the enzyme.
They also reveal that different reaction mechanisms might be at play for different inhibitors.
Mechanisms of type D should be involved in the case of the most efficient covalent inhibitors.

Since mechanism D involves the formation of an alkoxide intermediate, the acidity of the
corresponding alcohol is expected to be key in determining the type of the aminolysis reaction
pathway. Maude et al.[28] have reported an experimental study of the alcohol pKa influence
on aminolysis reactions in acetonitrile, and found that a change of mechanism intervenes at
pKa around 8-9. Our computations confirm a change of mechanism in water too, possibly at a
slightly higher pKa value, since we found different pathways for MA (pKa = 15.2) and PA (pKa
= 9.95) or PNPA (pKa = 7.15). Dalton et al.[12] tried to relate the inhibitor activity and the
alcohol pKa and reported a subtle relationship. Roughly, they found that KI is dependent on the
leaving group pKa, while kinact is basically independent. This finding was interpreted as the fact
that the zwitterionic intermediate will proceed rapidly to the products in an irreversible way.
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Table 4.1: Comparison of calculated and experimental properties for selected esters. Calculated
electrophilicity index in gas phase ω in eV (B3LYP/6-311+G(d,p) level), zwitterion intermedi-
ate formation energy ∆G in kcal mol−1 (MP2/aug-cc-pVTZ//B3LYP/6-311+G(d,p) level), and
experimental pKa values[168, 169] apply for the model esters shown in Figure 2.3 (on page 21).
Kinetic parameters[12] KI (M), kinact (s−1) and kinact/KI (s−1M−1) correspond to esters shown
in Figure 1.5 (on page 11).

R ω ∆G pKa KI kinact kinact/KI

o,p-DiMePh 2.10 5.20 10.60 7.8 x 10−6 0.0066 8.46 x 102

p-MeOPh 2.12 4.67 10.05 2.2 x 10−6 0.0068 3.09 x 103

Ph 2.36 4.51 9.95 3.5 x 10−7 0.0058 1.66 x 104

p-FPh 2.65 3.31 9.89 2.6 x 10−7 0.0055 2.12 x 104

p-CF3Ph 3.30 3.15 9.39 2.5 x 10−7 0.0070 2.80 x 104

p-NO2Ph 5.88 1.38 7.15 4.0 x 10−8 0.0075 1.88 x 105

To get a deeper insight into the relationship between ester properties and reactivity, two
main properties have been computed for the esters as models for the inhibitor candidates. These
properties are the electrophilicity index ω of the ester in the gas phase (B3LYP/6-311+G(d,p))
and the free energy difference ∆G between RC and the zwitterionic intermediate T± in wa-
ter (MP2/aug-cc-pVTZ//B3LYP/6-311+G(d,p). The same water model as in the calculations
presented above is used in these calculations. Figure 4.9 displays the correlations between cal-
culated and experimental properties. Since the experimental kinact appears to be very similar
for the different esters, the correlations have been done using the second order rate constant
kinact/KI, which is used to characterize irreversible inhibitors and should capture the global re-
activity. As shown in Figure 4.9, and despite the limited number of available experimental data,
we found that the whole set of inhibitor kinetic data and calculated ester properties separate
into two different groups corresponding to phenolic derivatives bearing electron-donating (o,p-
diMePh, p-MeOPh) or electron-withdrawing substituents (p-FPh, p-CF3Ph, p-NO2Ph), with
phenol being in the crossing point. It is worth noting that the correlations of ln(kinact/KI) with
either ω or ∆G are quite similar, and indeed a comparable correlation is obtained when pKa is
used instead of ω or ∆G, which is not surprising considering the strong interdependency be-
tween all these properties. Electron-donating groups usually have lower electrophilicity and
higher pKa compared to electron-withdrawing groups. The split correlation found here (two
straight lines intersecting at one point) is quite similar to the correlations found by Maude et
al.[28] between the measured rate constants of the aminolysis reactions in acetonitrile and the
esters pKa. As in this latter case, our study suggests that there is a change in mechanism between
the phenolic esters bearing electron-donating groups and those carrying electron-withdrawing
groups, which strongly increases the inhibition kinetics.
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Figure 4.9: Correlations between calculated and experimental ester properties collected in Table
4.1
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4.4 Conclusion
The analysis of the different aminolysis pathways of activated phenyl esters studied in our work
reveals that the mechanism schematized in Figure 2.1(on page 20) for PI3Kδ inhibitors needs
to be revised. Our calculations indicate that for sufficiently high electrophilic derivatives, such
as PNPA, the main reaction coordinate following the formation of the zwitterionic tetrahedral
intermediate is not proton transfer, as in mechanism A proposed before for PI3Kδ inhibitors, but
C-OR bond dissociation, leading to the formation of an ion pair AM+. . .AL−. The development
of this important charge separation then provides the driving force for proton transfer and the
formation of the final products, which takes place afterward, along a rather flat free energy
surface. This mechanism is in line with previous experimental studies in acetonitrile, which
showed that a change of mechanism occurs for leaving groups with a sufficiently low pKa. This
study indicates that the most efficient inhibitors with phenolic leaving groups should correspond
to derivatives bearing electron-withdrawing substituents, which activate the ester favoring the
formation of the starting zwitterionic intermediate and rendering the subsequent reaction steps
easier. Overall, the experimental inhibitor efficiency has been found to be nicely correlated with
the calculated electrophilicity of the ester, and with the stability of the zwitterion. Therefore,
the calculation of these properties should be very useful to evaluate a priori the efficacy of other
inhibitor candidates.
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Chapter 5

Ester aminolysis mechanism of model
systems via QM/MM molecular dynamics

simulations

5.1 Introduction

In Chapter 4, plausible aminolysis mechanisms for ester derivatives have been explored involv-
ing five explicit water molecules within the polarizable continuum solvation model. However,
in order to gain insight into these mechanisms and obtain the associated free energies more
accurately, an investigation involving dynamic effects of the environment should be performed.
Full ab initio molecular dynamics represents the most elaborated approach to achieve this goal
but the associated computational cost is excessively large and approximated methods have to be
used in general.

The pivotal method to be used in our work is based on MD simulations with combined
quantum mechanics and molecular mechanics (QM/MM) partitions. In the QM/MM dual-level
version used here, the idea is to combine different QM theoretical levels (low and high levels).
The low-level is used in the sampling step, while the high-level is used afterward to calculate
properties using perturbation theory. Within this computational scheme, it is possible to get
free energy profiles at high levels, which is often required to obtain chemical accuracy in the
calculation of kinetic properties.[156, 158] A typical calculation thus involves the calculation of
free energy profiles by the umbrella sampling (US) technique using a simple QM/MM approach,
followed by the calculation of free energy corrections using Free-Energy Perturbation theory
(FEP) and a high-level QM/MM method to reach the required accuracy. The low QM level is
typically a semiempirical method, while the high QM level is typically a DFT or MP2 method.

In this chapter, we have carried out a study of the reaction between p-F-phenyl acetate
and p-NO2-phenyl acetate (FPA and PNPA, respectively) with methyl amine in water solution.
The purpose of this study is to obtain accurate free energies for this process and to serve as a
benchmark study to select the appropriate computational strategy for the enzymatic reaction,
which will be presented in Chapter 8.

The direct dissociation pathway, denoted as mechanism D, has been considered, as it has
been found to be the most plausible pathway. As a reminder, mechanism D involves two steps:
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the first one is the nucleophilic attack of the N atom of the amine to the carbonyl carbon atom
of the ester, followed by the direct dissociation of the phenolate leaving group from the zwit-
terionic structure, as depicted in Figure 4.1 on page 37. In our QM/MM calculations, the ester
derivative and the methyl amine have been chosen as the QM subsystem, while water molecules
lie in the MM part. Other computational details are presented in the following section.

5.2 Computational Details

The Amber16 software[170] is used for the QM/MM MD simulations. The reaction profiles of
each step were obtained using the Umbrella Sampling (US) method. The reaction coordinate is
defined as follows. For the first step of the process, the distance between the carbon atom of the
ester group and the nitrogen atom of the amine has been chosen. The US incremental distance
is 0.05Å, and the force constant between two atoms is 500 kcal/mol/Å2. For the second step,
the US constraint is the distance between the carbonyl carbon atom and the oxygen atom of
the leaving group. The same incremental distance and force constant have been used. As an
indication, note that these calculations lasted approximately 18 CPU hours using 12 cores for
each US window.

To thermalize the system, 500 minimization steps and 50 ps heating simulation are first
applied to the initial system, which is followed by 200 ps of equilibration. Then, 100 ps of
production are performed for each constrained distance in the NPT ensemble. We use a 0.2 fs
time step. As mentioned above, the QM layer consists of the ester and the amine, while the
MM region consists of the surrounding water molecules, which have been described here by the
TIP3P model.

In order to select the most efficient dual-level QM/MM approach several benchmark calcu-
lations have been carried out. The details will be given below in the Results and Discussion
section. Finally, PM3 has been chosen for the low-level QM calculations in the US sampling
simulations and the M062X DFT-based method for the high-level QM calculations in the free
energy corrections. Free energy corrections have been obtained for several points along the
reaction coordinate. For each point, 1000 snapshots are extracted from the corresponding US
trajectory keeping the water molecules lying within 10 Å from the ZW, as illustrated in Figure
5.1. The high-level computations are then performed and the free-energy corrections are cal-
culated according to the dual-level approach described in the Theoretical Background chapter.
These QM/MM calculations at DFT level were done using the conventional AMBER/Gaussian
interface and they have lasted approximately 2 minutes of CPU in 12 cores for each snapshot
(total 1000 snapshots) to obtain the corrected energy of one point on the reaction coordinate.

5.3 Results and Discussion

5.3.1 Benchmark calculations

For the QM method to be used in the US simulation, different semi-empirical methods (DFTB3,
DFTB2, DFTBA, PM6, PM3, PM3MM, PDDG, and AM1) have been tested. For this purpose,
relaxed scans in the presence of 5 explicit water molecules has been carried out for the reaction
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Figure 5.1: A representative snapshot containing the zwitterionic (ZW) structure surrounded by
water molecules within 10 Å. The illustrated structure belongs to the reaction of methylamine
and p-F-phenylacetate (FPA).

of FPA with methylamine. In these “static computations”, we have not used the PCM solva-
tion model (in contrast to Chapter 4) since in Gaussian Software it is not available for DFTB
methods. Hence for consistency, all calculations were conducted in vacuum. In this benchmark
study, the performance of the semi-empirical methods listed above has been compared to the
B3LYP/6-311+G(d,p) level of theory, since this method was used in our preceding study. The
results for the zwitterion formation step are reported in Figure 5.2. As shown, most DFTB
methods cannot locate the minimum energy point for the ZW structure. AM1 method locates
the ZW structure but the calculated reaction barrier is excessively high. In the case of PM6 and
DFTBA, the equilibrium CN distance in ZW is much longer than in B3LYP. In contrast, PM3
and PDDG (a variant of PM3) are successful to locate ZW and the potential energy surfaces
are comparable to that of B3LYP. An additional study has been carried out to check the appro-
priateness of the PM3 level of theory. From the relaxed scan pathways obtained with PM3, a
single point energy calculation has been performed with B3LYP/6-311+G(d,p). The resulting
energy profile is plotted in Figure 5.3, and as shown, it displays a quite good agreement with
the relaxed scan calculated at the B3LYP/6-311+G(d,p) level. Based on all these findings, it can
be said that the PM3 method appears as a convenient technique to be used as the low-level QM
region in QM/MM MD simulations.

Next, in order to decide on the high-level QM method for the dual-level corrections, the per-
formance of various DFT methods (B3LYP, B3LYP-D3, M062X, and ωB97XD with 6311+G(d,p)
basis set) has been assessed. In this case, the reaction for methyl acetate with methyl amine has
been considered. The MP2 method is chosen as reference here. Using higher reference levels
would be computationally too expensive due to the presence of five explicit water molecules and
the necessity to explore the complex potential energy surface associated to such a multimolec-
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ular cluster. The energy differences between the reactant complex (RC) and the zwitterionic
intermediate (ZW) are compared in Table 5.1, and the energy barriers for the rate-determining
step, i.e. the leaving group dissociation, are tabulated in Table 5.2. Based on these data, the
M062X functional, which gives the lowest relative error in the rate-determining step kinetics,
has finally been chosen.

Figure 5.2: Relaxed scan results as a function of the C-N distance using different QM methods
with 5 explicit water molecules in vacuum.

To complete this section devoted to benchmark calculations, and for the sake of comparison
with the results presented below, we report in Figure 5.4 the energy profiles for the reactions
of FPA and PNPA with methylamine at the M062X/6-311+G(d,p) level using the discrete con-
tinuum solvation model (as before, with 5 water molecules). Note that the reaction with PNPA
was studied in Chapter 4 at the combined MP2//B3LYP level and the corresponding profile was
presented in Figure 4.8 on page 43. As shown, the agreement between the two approaches is
satisfying.

5.3.2 Study of the reaction between FPA or PNPA with methylamine
Free Energy Profiles via PM3/MM MD Simulations

First step: ZW formation. The free energy profiles for p-F-phenyl acetate (FPA) and p-NO2
phenyl acetate (PNPA) are reported in Figure 5.5 for the ZW formation step. As shown, in both
cases the transition state is located at a C-N distance around 2Å and the zwitterionic tetrahedral
structure at around 1.75Å. The QM/MM simulations do not predict a free energy minimum for
the reactant complex (RC) in explicit water solution but the rest of the free energy profile is
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Figure 5.3: Relaxed PES as a function of the C-N distance with discrete continuum solvation
model at different level of theories.

Figure 5.4: Reaction profiles for FPA (blue) and PNPA (orange) with methylamine at M062X/6-
311+G(d,p) level of theory using a discrete continuum solvation model with 5 water moelcules.
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Table 5.1: Energy differences (kcal/mol) between the zwitterionic intermediate (ZW) and the
reactant complex (RC) for the reaction of methyl acetate with methyl amine in the presence of
5 explicit water molecules without PCM model, calculated with different DFT functionals and
the 6-31+G(d,p) basis set. Errors with respect to MP2 calculations are tabulated.

Energy Difference Relative Error
Method ∆EZW−RC ∆GZW−RC ∆EZW−RC ∆GZW−RC

MP2 2.30 8.80 0.00 0.00
B3LYP 9.30 15.80 7.00 7.00

B3LYP-D3 5.86 10.93 3.55 2.13
M062X 1.59 5.54 -0.72 -3.26

ωB97XD 3.91 8.71 1.61 -0.10

found to be similar to the profile at the QM level in the implicit-explicit model system (Figure
5.4). Representative snapshots of ZW structures are reported in Figures 5.6 and 5.7, for FPA
and PNPA, respectively. One may note that the activation barrier is slightly lower for the nitro
derivative (18.09 kcal/mol and 17.32 kcal/mol for FPA and PNPA, respectively). Likewise, the
ZW energies are lower in the case of the nitro compound (17.6 kcal/mol and 16.25 kcal/mol for
FPA and PNPA, respectively). In other words, the presence of NO2 on para position appears to
favor the process at this computational level.

The radial distribution functions (RDF) of the carbonyl oxygen atom of each ester species
with water H-atoms have been calculated and are reported in Figure 5.8. In the ZW structure,
the oxygen atom becomes formally negatively charged and the interaction with water is strong,
as revealed by the RDFs. The slightly lower magnitude of the RDFs first and second peaks in
the case of PNPA can be explained by a larger delocalization of the charge in this case due to
the stronger electron-withdrawing capacity of the nitro group. Figure 5.9 displays the RDF of
two H-atoms on nitrogen atom with oxygen atoms of surrounding water molecules. There is no
significant difference between two systems. The reason for it can be attributed to the positive
charge on H-atoms, which is not delocalized over the system as in the case of the negative
charge.

Second step: leaving group dissociation. The second step involves the dissociation of
the phenolate leaving group from the ZW, which we study by increasing the C. . . O distance
in the US simulations. The range of available CO distances is limited however by the sponta-
neous occurrence of “chemical events” at specific CO values that bring the system to a different
potential energy surface, complicating the interpretation of the US sampling in terms of free en-
ergy differences. Two different issues appeared. At short CO distances close to the equilibrium
value in ZW, US simulations led to dissociation of the amine, i. e. the system tends to form
the reactants, which can be explained by the small reverse barrier found in the ZW formation
step (see above). At long CO distances, when the phenolate anion is formed, a spontaneous
proton transfer from the N atom is obtained in the case of the FPA derivative (but not in the
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Figure 5.5: Gibbs Free Energy profiles of the first step of the aminolysis reaction of p-F-phenyl
acetate (yellow) and p-NO2 phenyl acetate (red) by means of US PM3/TIP3P calculations in
water solution.

Figure 5.6: Representative MD snapshot from the ZW structure formation of FPA by means of
US PM3/TIP3P calculations in water, which is illustrated as bubbles.
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Table 5.2: Activation energies (kcal/mol) for the rate-determining step of the reaction of methyl
acetate with methyl amine in the presence of 5 explicit water molecules without PCM model,
calculated with different DFT functionals and the 6-31+G(d,p) basis set. Errors with respect to
MP2 calculations are tabulated.

Activation Energy Relative Error
Method ∆E‡ ∆G‡ ∆E‡ ∆G‡

MP2 20.72 16.92 0.00 0.00
B3LYP 16.94 13.97 -3.78 -2.95

B3LYP-D3 16.95 12.77 -3.77 -4.15
M062X 21.53 17.33 0.81 0.42

ωB97XD 21.45 16.25 0.73 -0.67

case of the PNPA derivative). In principle, to solve these issues, a multiple constraint could be
used, for instance using a combination of C. . . O, C. . . N and N. . . H distances in the reaction
coordinate, but the calculation of such a free-energy hypersurface would be too costly. To avoid
this problem, as said above, the range of C. . . O distance variation was limited. The starting
and final C...O distance values were 1. 7 Å and 2.75 Å for FPA, and 1.65 Å and 3.70 Å for
PNPA, respectively. Final values were chosen so that the ion pair is already formed and the
proton transfer to form the final products has not yet started. The obtained reaction profiles are
reported in Figure 5.10.

The fact that the ion-pair in the case of PNPA derivative appears to be more stable in the
case of the PNPA derivative, compared to FPA (i.e. we do not observe a proton transfer to form
the alcohol in PNPA even for large C. . . O distances) is consistent with the results reported in the
previous chapter and with the lower pKa of the nitro phenol derivative compared to the fluoro
phenol derivative, as reported in Table 4.1 on page 44.

Radial distribution functions for the interaction between the oxygen atom on the leaving
group and water hydrogens are analyzed in Figure 5.11 for both FPA and PNPA. We use the
simulations for a reaction coordinate equal 2.75Å, just before proton transfer occurs in FPA. As
shown, the first peak for FPA is significantly higher than the first-peak in PNPA suggesting that
the phenolate O atom carries a much larger negative charge in this case, which facilitates the
proton abstraction observed at 2.80 Å.

Corrected Free Energy Profiles via Dual-Level Approach

The refined free energy profiles using the dual-level FEP method at the M062X/6-311+G(d,p)
level of theory are shown in Figures 5.12 and 5.13 for FPA and PNPA, respectively. Globally,
the activation energies for ZW formation decrease significantly at the high-level of theory. For
instance, for the FPA derivative, the first step reaction barrier is 18.09 kcal/mol at the PM3 level
and 11.31 kcal/mol after correction at the M062X level. As predicted at the PM3 level, the
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Figure 5.7: Representative MD snapshot from the ZW structure formation of PNPA by means
of US PM3/TIP3P calculations in water, which is illustrated as bubbles.

Figure 5.8: Radial Distribution Function of carbonyl oxygen of FPA and PNPA with water H-
atoms for ZW structure.
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Figure 5.9: Radial Distribution Function of H-atoms on nitrogen atom of FPA and PNPA with
the O atoms of water for ZW structure.

Figure 5.10: Gibbs Free Energy profiles of the second step of the aminolysis reaction of FPA
(yellow) and PNPA (red) by means of US PM3/TIP3P in bulk water.
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Figure 5.11: Radial Distribution Function of phenolate oxygen of FPA and PNPA with water
H-atoms obtained when the C. . . O reaction coordinate is equal to 2.75Å (ion pairs are formed).

reaction is significantly more favorable with PNPA, as the two barriers (for the first and second
steps) are lower than for FPA.

Figure 5.12: The comparative free energy profiles of 1st (left) and 2nd (right) steps of the reaction
for FPA derivative. Orange line represents the US simulation done by PM3, yellow line is FEP
corrected results.

5.4 Conclusion

An efficient protocol for dual level QM/MM MD simulations of ester aminolysis reactions
has been established in this chapter. According to our benchmark studies, a combination of
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Figure 5.13: The comparative free energy profiles of 1st (left) and 2nd (right) steps of the reaction
for PNPA derivative. Dark red line represents the US simulation done by PM3, red line is FEP
corrected results.

the semiempirical method PM3 for the low-level, and the DFT-based M062X/6-311+G(d,p)
method for the high-level has provided satisfactory results.

Reactions of PNPA and FPA with methylamine have been studied with this protocol. Ac-
cording to the free energy diagrams obtained, the zwitterion formation barrier is found to be
more favorable for PNPA than for FPA. Likewise, the leaving group dissociation barrier for
PNPA appears to be lower than for FPA, though the latter calculations are complicated by the
fact that the range of variation of the C. . . O distances is limited due to the spontaneous occur-
rence of reactive events in some cases. Specific solution to get the complete free energy profile
will be proposed in Chapter 8. The phenolate anion of PNPA is found to be significantly stable,
which can be explained by the delocalization of the electronic charge into the nitro group. In
the case of FPA, as the phenolate forms, fast abstraction of the proton from the amino group has
been predicted.
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Chapter 6

Classical molecular dynamics simulations
of the PI3Kδ enzyme

6.1 Introduction
In the literature, computational studies on P13K enzymes cover several molecular docking,
QSAR and virtual screening applications,[14, 16, 17] as well as MD simulations for the PI3Kα

and PI3Kγ isoforms[18, 19] and the catalytic domain of PI3Kδ .[20] In 2019, Zhu et al. studied
the binding modes of an inhibitor and four PI3K isoforms and the results revealed the key
residues of PI3Kγ for selective inhibition.[171] Sabbah et al.[18] employed molecular me-
chanics/generalized born surface area (MM/GBSA) calculations to get the binding affinities
of clinical drugs, namely wortmannin and LY294002 for PI3Kα and PI3Kγ , respectively. They
identified the specific residues which can be used as targets for ligand design.

In this chapter, we have carried out classical MD simulations to analyze the interaction
between the proposed inhibitors and the PI3Kδ enzymatic environment. The X-ray struc-
ture of the complex formed by the PI3Kδ enzyme with methyl 5-(4-(5-((4isopropylpiperazin-
1-yl)methyl)oxazol-2-yl)-1H-indazol-6-yl)-2-methoxynicotinate (inhibitor 8 in Figure 1.5 on
page 11) has been used as the starting point. The crystal structure was taken from Protein Data
Bank (PDB Number: 6EZ6).[12] The main goal is to select an appropriate inhibitor/enzyme
initial structure for the calculations of the reaction mechanisms that will be discussed in the
next two chapters (ONIOM and QM/MM MD calculations), and to analyze the underlying non-
covalent interactions.

6.2 Computational Details
In order to predict the secondary structure of missing loop parts, homology modeling was ap-
plied by the Swiss model.[172] The obtained complete structure of the enzyme and its crystal
structure were superimposed and %99.5 similarity was found between the two structures (Fig-
ure 6.1). PI3Kδ is a relatively large enzyme with a structure weight of 121.34 kDa and consists
of 1051 residues. Therefore, for exploring the reaction center, we focused on its kinase domain
only. However, to make sure that dealing with the kinase domain instead of the full enzyme
does not change much its structural features, snapshots after 100 ns MD simulations of the full
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enzyme and of the kinase domain were superimposed. As seen in Figure 6.2, RMSD between
the two structures is very small. Hence, we used the MD results of the catalytic domain for
further investigation, which permitted us to avoid expensive computations.

The catalytic kinase domain of the enzyme (residues between 675-1032) was truncated and
classical MD simulation was applied to this structure. A solvent box was created (85.23 x
90.42 x 89.41 Å3)) with TIP3P water models. For the inhibitor, a non-standard residue was
parametrized by the RESP protocol. The GAFF force field[173] was used for the inhibitor,
while the ff14SB force field[140] was selected for the rest of the enzyme during the simulations.
The thermalization of the system was carried out as follows: first, 20000 minimization steps
were performed to the complex, after which a heating trajectory was applied during 500 ps
followed by an equilibration trajectory of 500 ps. A 100 ns production simulation was carried
out using a time step of 2 fs in the NPT ensemble (at 298K). Amber16 Software[170] was
used for MD simulations. The pKa analysis was done using the propkatraj.py utility in the
MDAnalysis software.[174] This python script is based on PROPKA 3 method [175] and allows
to estimate pKa values of selected protein residues within an MD trajectory.

Figure 6.1: Alignment of experimental crystal structure (PDB ID:6EZ6) (red) and full en-
zyme model obtained from Swiss model (blue) (3318 of 3452 atoms superimposed, similarity=
99.5%).
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6.3 Results and Discussion
The MD simulation results were examined by standard analysis tools considering the average
values of electrostatic energy, root-mean-squared deviation (RMSD) and root-mean-squared
fluctuation (RMSF), and radius of gyration (Rg) profiles throughout the trajectories. RMSD and
RMSF are reported in Figure 6.3. As shown, RMSD stabilizes after 25 ns and remains below 3

Figure 6.2: Alignment of kinase domains after 100 ns simulation of full enzyme and of catalytic
kinase domain model (976 of 1432 atoms superimposed, rmsd_full_weighted=0.591).

Å until the end of the 100 ns simulation. This result shows that the enzyme-inhibitor complex
gains its internal stability after 25 ns. RMSF plot indicates that several residues fluctuate more
than other parts of the enzyme. Such high fluctuations are expected for the disordered loop
regions in enzymes and this enzyme contains several loops in residue chains Glu767, Phe922,
Leu987 which are consistent with RMSF plot. Moreover, the electrostatic interaction energy
between the inhibitor and the enzyme is studied in Figure 6.4. The fluctuation of interaction en-
ergies is low and the average value is -27.05 kcal/mol, even if the complex is relaxed during the
simulation. The radius of gyration (Rg) of a protein is a measure of its compactness. It remains
stabilized between 22.1-22.6 Å until the end of the 100 ns simulation, suggesting stability of its
folding over time.

We also analyzed the distance between the atoms involved in the covalent bond formation
between the inhibitor ester group and the targeted Lys779 residue of the enzyme. Thus, the
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distance between the nitrogen of side chain of Lys779 and the carbonyl carbon of the inhibitor
was calculated during the simulation (Figure 6.5). Interestingly, this distance is around 4.0-
4.5 Å in most of the frames, revealing the stability of the complex and the high frequency of
proximity between reacting atoms, which is the first requirement for covalent inhibition of the
enzyme to take place.

Figure 6.3: RMSD and RMSF results of the catalytic domain for 100 ns MD simulation.

Figure 6.4: Electrostatic interaction energy between ligand and catalytic domain for 100 ns MD
simulation (2500 frame total). Radius of gyration results for non-H atoms of catalytic domain
during 100 ns MD simulation.

In the vicinity of the reaction center, apart from Lys779, there are several Asp residues
which may be involved in the reaction. Knowledge of their pKa and protonation state is of
course an important issue to understand the reactivity of the system. In order to understand
whether Asp residues are protonated or not we have estimated the pKa values for all Asp and
Lys residues during the simulation in the catalytic domain (Figures 6.6 and 6.7). The pKa
analysis of catalytic domain trajectory showed that all Asp residues are deprotonated and Lys
residues are protonated. However, the pKa of Asp787 is higher than for the other Asp residues,
therefore it is more prone to be protonated. The side chain pKa of Lys779 is found around
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11, which is a similar value as in physiological environment.[176] Since Lys779 is the residue
responsible for covalent inhibition by attacking as a nucleophile, it needs to lose its proton prior
to covalent bond formation.

Figure 6.5: Distance between C atom of ligand (ester carbonyl carbon) and the side chain N
atom of Lys779 along the 100 ns MD simulation (2500 frames).

Figure 6.6: Change in pKa’s of Asp residues in catalytic domain of enzyme for 100 ns simula-
tion.

To get a deeper insight into this question, MD simulations of two kinase domain models
M03 and M04 have been performed to check the stabilities of the different protonation states.
In M03, we adjust only Asp787 as protonated in the kinase domain while M04 is adjusted to
have protonated Asp787 and deprotonated Lys779. Structural stabilities of these systems are
compared based on their RMSD profiles during the simulations and the results are reported in
Figure 6.8. RMSD profiles of M01, M02, M03 resemble each other such that after about 20 ns,
they reach stability with almost constant RMSD value. On the other hand, for enzyme model
M04 RMSD keeps increasing slightly along the simulation indicating a less stable enzyme. This
reveals that deprotonation of Lys779 generates more fluctuations which may facilitate the attach
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Figure 6.7: Change in pKa’s of Lys residues in catalytic domain of enzyme for 100 ns simula-
tion.

of Lys779 to the inhibitor. Among four RMSD profiles M03 (orange) appears to be the most
stable system indicating the tendency of Asp787 for protonation. The next stable system with
similar RMSD profile as M03 is the native catalytic domain M02 (green). Since M02 is the
native enzyme obtained from experimental x-ray structure, we prefered to use this structure for
further studies.

Figure 6.8: RMSD for 100 ns molecular dynamic simulations of full enzyme (M01), kinase
domain (M02), protonated Asp787 model of the kinase domain (M03), protonated Asp787 and
deprotonated Lys779 model of the kinase domain (M04).

Protonated Lys779 does not have sufficient nucleophilicity to attack inhibitor ester group.
Therefore, we assume that it will give its proton to one of the aspartates prior to covalent bond
formation with ester. Although our findings so far indicate that Asp787 is the residue more suc-
ceptible for proton abstraction, it is 6 A away from Lys779 which makes it difficult to abstract

64



the proton of Ly779. On the other hand, another aspartate, Asp782 is in close contact with
Lys779 by means of a H-bond. Therefore, we also want to consider the possibility of Asp782
abstracting the proton of Lys779 in the process of selecting an initial structure for ONIOM cal-
culations. For that purpose, we examined the distance between each O atom of Asp782 and N
atom of Lys779 during full trajectory. The distribution of distances shown in Figure 6.9 will be
used to select a snapshot for the further study.

In order to study the inhibition reaction by ONIOM calculations in the next chapter,[177]
we have selected an initial structure from the MD trajectory fulfilling two conditions, C-N lower
than 4Å and N-O lower than 3 Å. The frame taken at 78.8 ns of the simulation (1970 in Figure
6.10) contains one of the smallest distances for these important parameters and this frame was
therefore selected. The quantum cluster shown in Figure 6.11 shows the inhibitor and the active
site residues of the catalytic domain with water molecules in this frame.

Figure 6.9: Frequency of distances between C atom of the ligand and N atom of Lys779 (green),
O atoms of Asp782 and N atom of Lys779 (red and blue) for the catalytic domain of PDB:6ez6.

6.4 Conclusion
In this chapter, we have carried out a MD simulation of the PI3Kδ enzyme to study the in-
hibitor/enzyme structure and select an appropriate structure of the active site for the reaction
calculations in the forthcoming chapters. Starting from an X-ray structure, the missing residues
were completed by using homology modeling. A classical MD simulation was carried out with
the full enzyme and the catalytic domain, and the similarity of these two structures was found
to consist of 976 atoms of a total of 1432 atoms. A standard analysis was then done for the
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Figure 6.10: Distances between the carbonyl C atom of the inhibitor and the N atom of Lys779
(green), and between the O atoms of Asp782 and the N atom of Lys779 (red and blue). These
distances were extracted from 100 ns MD simulation of the catalytic domain. For each 40ps, a
frame from the simulation is taken (total number 2500).
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Figure 6.11: The inhibitor and the active side residues of catalytic domain with water molecules
from the 78.8 ns of 100 ns MD simulation.

catalytic domain. The pKa of Lys and Asp residues within the catalytic domain were studied
by carrying out 3 different MD simulations in which different protonation states of Lys779 and
Asp787 were assumed. Based on this analysis and the distances between the nitrogen atom
of Lys779 and the oxygen and the carbonyl carbon atoms of the inhibitor, a frame has been
selected to be used in the ONIOM model that we present in the next chapter.
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Chapter 7

Lysine-targeted covalent inhibition
mechanism of PI3Kδ via ONIOM

QM:QM approach

7.1 Introduction

In this chapter, quantum mechanical (QM) calculations using realistic enzyme models were
carried out to enlighten the lysine-targeted covalent inhibition mechanism proposed by Dalton
et al. (Figure 2.1) and gain chemical insights allowing to design more effective covalent PI3K
inhibitors. We assume a static enzyme model using an ONIOM QM:QM approach, which is de-
scribed in the next section. A more elaborated enzyme model together with a dynamic approach
will be presented and discussed in the next chapter, using in that case molecular dynamics sim-
ulations with a QM/MM partition. We have explored the mechanisms of compounds 2, 4, 5,
6, and 8, which have been selected as representatives of covalent and noncovalent inhibitors
studied by Dalton et al. and are reminded in Figure 7.1.

The ONIOM calculations presented in this chapter were conducted in collaboration with two
master students. After I modeled four different mechanistic pathways of the ester aminolysis
reaction between p-NO2 phenyl ester (inhibitor 2 in Figure 7.1) and the targeted Lys779 residue
in the active site of the enzyme, the same mechanisms were applied to three other covalent
inhibitors (p-F, p-H and p-OCH3 phenyl ester derivatives, compounds 4, 5, 6 in Figure 7.1) by
Betül Tuba Varınca Gerçik in order to explore the influence of the para substituent. In addition,
the similar mechanistic calculations were performed on the noncovalent methyl ester inhibitor
by Öykü Sinek for comparison purpose. We published an article "Mechanistic Investigation of
Lysine-Targeted Covalent Inhibition of PI3K via ONIOM QM:QM Computations" in J. Chem.
Inf. Model, 2022., together with all these data. [33] The text below will be based on this article.
For the sake of the completeness of the work and not to lose the synergy of this collaborative
work in elucidating the important aspects of the mechanism, all the results and discussion are
collectively included in this chapter.

69



Figure 7.1: Lysine-Targeted Covalent Inhibitors of PI3Kδ designed from clinical drug 1.[12]
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7.2 Computational Details
The combined QM:QM ONIOM method of Morokuma and coworkers, [177] together with
a cluster model, have been used to study the reaction of several ester inhibitors with Lys779
residue in the catalytic site of the PI3Kδ enzyme. Potential covalent inhibition mechanisms
have been investigated by modeling alternative pathways of the reaction.

The ONIOM method[177] is a hybrid approach dividing the enzyme (or a big molecular
system in general) into two fragments. The most significant atoms in the active site of the en-
zyme are described at a high theoretical level (“high layer”, M062X/6-31+G(d,p) method[178]
here) and the rest of the atoms with a less accurate method (“low layer”, semi-empirical PM6
method[119, 179] here). The ONIOM approach displays a good compromise between accu-
racy and cost and has been proven to be advantageous in locating all stationary points along
the potential energy surface of large molecular systems.[177] The M062X/6-31+G(d,p):PM6
ONIOM scheme has been chosen because it was successfully applied in our previous studies on
monoamine oxidase,[180, 181] and many similar ONIOM (M062X/6-31+G(d,p):PM6) com-
binations are reported in the literature.[181, 182, 183, 184] The M062X functional accounts
for dispersion and long-range interactions, and it is highly recommended for the calculation of
activation energy barriers.[178] Additionally, our benchmark study (Table 7.1 and Figure 7.2)
using small model molecules revealed that M062X/6-31+G(d,p) has similar performance as the
post-Hartree-Fock MP2/6-31+G(d,p) method (signed error in Gibbs free energy of activation
is only 0.42 kcal/mol). Our previous model system (methyl amine reacting with methyl ac-
etate representing the most simple case) in chapter 4, with five explicit water was used for this
benchmark.

Table 7.1: Calculated potential and free activation energies (kcal/mol) for the leaving group
dissociation step of small model system by different methods with 6-31+G(d,p) basis set in
presence of five explicit water molecules.

Forward Barrier Reverse Barrier Reaction Energy
Method ∆E ∆G ∆E ∆G ∆E ∆G

MP2 20.72 16.92 31.51 33.79 -10.79 -16.87
B3LYP 16.94 13.97 38.80 41.23 -21.86 -27.27

B3LYP-D3 16.95 12.77 29.98 31.79 -13.03 -19.20
M062X 21.53 17.33 31.26 31.18 -9.74 -13.84

WB97XD 21.45 16.25 33.19 34.72 -11.75 -18.47

The PI3Kδ -inhibitor cluster model to be studied with ONIOM is based on the MD simula-
tions carried out in chapter 6. We summarize hereafter those calculations and the way the active
site model has been chosen. First, a 100 ns Molecular Dynamics (MD) simulation was car-
ried out for an enzyme-inhibitor system starting from the corresponding X-ray crystal structure.
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Figure 7.2: Small model system used in the benchmark study: Optimized zwitterion geometry
by M062X/6-31+G(d,p) in the presence of five explicit water molecules.

The crystal structure (pdb:6ez6) for the noncovalent inhibitor (methyl substituted inhibitor)
complexed with PI3Kδ was chosen since it provides the full initial picture before the reaction.
The crystal structure with covalent inhibitor (p-F-phenyl substituted inhibitor) (pdb:6eyz) was
not preferred because the leaving group of the ester is missing in this structure (presumably, it
already dissociated from the enzyme after amide bond formation). The MD simulations also
allowed us to explore the pKa values of the important amino acid residues, which is essential to
describe the complex in the initial stage of the reaction (see below). The simulation procedure
and structural analysis are explained in the previous chapter in detail. Then, using some MD
snapshots, we selected a cluster structure containing the important chemical groups, i.e. the
active site residues surrounding the reaction center, the solvating water molecules (five in our
case) and the inhibitor. For the sake of limiting the computational cost, the structure of the in-
hibitor was truncated at the pyridine ring bearing the ester functional group. The cluster model
used is shown in Figure 7.3.

The cluster structure was divided into two layers for the ONIOM computations: the func-
tional groups of Lys779, Ser754, Asp782, Asp787, and Asp911 residues, the inhibitor model,
and the water molecules were chosen as high layer. Asp783, backbone of Leu784, backbones
of Asp782, Asp911 and Ser754, backbone nitrogen of Gly781 and the four carbons in the alkyl
chain of Lys779 were chosen as low layer. H atoms were used as link atoms to saturate the
chemical bonds in the QM:QM frontier between the two layers.[149, 177, 185] According to
the well-established protocol of the quantum chemical cluster approach[185] and our experi-
ence from previous studies,[181, 182] two carbon atoms of amino acid backbones, shown as
asterisk in Figure 7.3, were frozen to avoid unnatural changes of the atomic distances in the
enzyme structure during optimizations. Fixing these coordinates also accounts for the steric
restrictions imposed by the enzyme environment. The remaining geometric parameters were
fully optimized. From the relaxed cluster structure with inhibitor 8, the cluster structure for
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other inhibitors (2, 4, 5 and 6 in the Figure 7.1) was built and fully optimized afterwards.
In order to test the effect of using larger QM size on the reaction mechanism, we performed

some preliminary test by including almost full size of the inhibitor in the high layer and re-
peating the calculations for the p-NO2 phenyl ester inhibitor (Figure 7.4). Pyridine ring of the
inhibitor is connected to an aromatic π-electron system and a saturated ring at the end. Dalton
et al.[12] emphasized that the main role of these cyclic moieties is to fix the position of the
inhibitor in the binding pocket of the enzyme by means of many attractive forces with the sur-
rounding residues. It is evident from the experimental KI values that, noncovalent binding to
form enzyme-inhibitor complex is quite strong justifying that the conformations of these ring
systems (the tail of the inhibitor) are almost locked at this pocket. Therefore, the dynamics of
the full inhibitor are assumed to have negligible influence on the covalent inhibition reaction.
On the other hand, if there is resonance delocalization between pyridine and benzene rings, it
may influence the reaction energetics.In fact, in the crystal structure and the MD simulations,
these aromatic rings are not planar (the torsional angle between pyridine and benzene moieties
is about 40°) indicating that electron delocalization is interrupted at least partially. Neverthe-
less, the main contribution of this tail part is expected to come from the π-system. Therefore,
in order to estimate the contribution of this π-system we enlarged the high QM layer of our
ONIOM cluster model including the aromatic rings in the inhibitor structure as shown in Figure
7.4. For simplicity and to save computing time, we compared the energy profiles for Path A and
Path C described below. The results showed that that the contribution of the π-electron delo-
calization from this tail part of the inhibitor is quite limited and does not alter the mechanistic
preference of the inhibitor. Hence, the simplified high QM layer can be considered robust with
respect to the larger high QM layer model.

Figure 7.3: The quantum chemical cluster structure used in this study to model the reaction
between PI3Kδ and the inhibitor. Red parts represent the high layer (M062X/6-31+G(d,p)) and
black parts the low layer (PM6) in the ONIOM partitioning scheme. Frozen atoms are shown
with asterisk.
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Figure 7.4: The big inhibitor structure included in the high layer QM part of the chemical
cluster. Red parts represent the high layer (M062X/6-31+G(d,p)), and black parts the low layer
(PM6) in the ONIOM partitioning scheme. R = p-NO2 phenyl.

The reaction mechanisms explored are described in the next section. Transition state struc-
tures were characterized by only one imaginary frequency in normal mode analysis and further
supported by intrinsic reaction coordinate (IRC)[163] calculations. The remaining stationary
structures (reactant complexes, intermediates, and product complexes) were obtained by op-
timizing the final structures of the IRC output and were characterized by frequency analysis.
Thermodynamic corrections and Gibbs free energies were calculated at 25 °C and 1 atm. All
calculations were performed using Gaussian 09 revision B.01.[161]

7.3 Results and Discussion

7.3.1 Formation of an activated reactant complex
As indicated in chapter 6, Lys residues, which are expected to be positively charged at physi-
ological pH, must be deprotonated in the earliest stages of the covalent inhibition process. At
the active site of PI3Kδ , there are four aspartic acid (Asp) residues: Asp782, Asp783, Asp787,
and Asp911. Our MD simulations show that three of them, Asp782, Asp787, and Asp911 form
an H-bond network with the water molecules slightly above the reaction center (Figure 6.11 on
page 67).

Although the intrinsic pKa values of lysine and aspartic acid side chains are known to be 10.4
and 4.0, respectively, their apparent pKa values in proteins can be shifted depending on the pro-
tein microenvironment.[186] Therefore, we calculated the pKa values of Asp and Lys residues
in our model from the MD simulation with the noncovalent inhibitor (Figure 6.6 on page 63
and Figure 6.7 on page 64). During the simulation, the pKa of Lys779 changes roughly between
10.5 and 11.5 indicating that (as expected) its amino group is protonated (Lys side chains are
usually considered deprotonated when their pKa <7.8[6]). The pKa values of Asp782, Asp787
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and Asp911 residues are found to be approximately ∼3, ∼5 and ∼4, respectively. Because an
aspartate residue binds a proton at a pH close to its pKa, these three aspartates should be in the
deprotonated carboxylate form at physiological pH. However, since Asp787 exhibits the largest
pKa, it appears more prone to abstract a proton in comparison to the other Asp residues. In fact,
using the ONIOM M062X/6-31+G(d,p):PM6 method, we calculated the free energy change for
Lys779 deprotonation (i.e. proton transfer to one Asp residue) to be smaller for Asp787 (4.8
kcal/mol) than for Asp911 (7.8 kcal/mol) for inhibitor 8.[33] Besides, all our efforts to calculate
the energy of the systems with a protonated Asp782 residue ended up with the transfer of the
proton back to Lys779, suggesting a relative basicity order Asp787>Asp911>Asp782. Thus,
in order to gain the required nucleophilicity and react with the ester group of the inhibitor,
Lys779 should preferentially donate its proton to Asp787. The inhibition mechanism proposed
by Dalton et al.[12] in Figure 2.1 (on page 20) does not take into account the requirement for
Lys deprotonation, although it is a well-known issue in lysine-targeted covalent inhibition of
the enzymes.[82, 187] Liu et al.[6] state that, to display nucleophilic reactivity, Lys residues in
kinases should have pKa < 7.8. We propose that Lys779 is protonated in the initial step of the
reaction of PI3Kδ with the inhibitor, and that proton transfer to Asp787 is a prerequisite for
the reaction to take place, which requires about 4.8 kcal/mol. The two water molecules situated
between Asp787 and Lys779 can act as proton shuttles to assist Lys deprotonation, as illustrated
in Figure 7.5. The same deprotonation step was also examined for two covalent inhibitors to
elucidate their influence. For this purpose, methyl group (R) was replaced with p-NO2 phenyl
(inhibitor 2) and p-F phenyl (inhibitor 4) groups. The free energy change from the ionized con-
figuration (Lys779NH3

+, Asp787COO−) to the neutral one (Lys779NH2, Asp787COOH) was
found to be 5.0 and 5.5 kcal/mol energy for 2 and 4[33], respectively, suggesting that different
R substituents have small or moderate effect on the deprotonation step of Lys779 residue.

Figure 7.5: Proposed mechanism for the proton transfer between Lys779 and Asp787 via two
water molecules. The inhibitor and Lys779 are located slightly below the H-bonding network.

This endothermic process leads to an activated enzyme-inhibitor complex, which is expected
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to provoke several conformational alterations along with a reorganization of the H-bond net-
work in the initial reactant complex (RC). Indeed, our calculations show a Lys conformational
change in RC so that the nitrogen electron lone pair is now approximately directed towards the
ester group. In addition, the ester group undergoes a small alteration with the carbonyl oxygen
slightly pushed out of plane, which promotes the establishment of a new H-bond of this oxygen
atom with a water molecule located between Asp787H and Asp911 (RC1 in Figure 7.6). These
two changes are likely to promote the next stage of the reaction.

7.3.2 Reaction Mechanism: Covalent vs Noncovalent Inhibitors
As suggested by calculations with simple model systems,[32] four main mechanistic scenarios
can be considered for the ester aminolysis reaction starting from RC. They are schematically
represented in Figure 7.6 (Path A, Path B) and Figure 7.7 (Path C, Path D).

Figure 7.6: Mechanisms (Path A and B) modeled for covalent inhibitors (E=Enzyme). Path A
(yellow): leaving group dissociation from ZW occurs in concerted manner with proton transfer
to Asp782. Path B (blue): this is a stepwise version of Path A in which proton transfer occurs
first forming an ionic intermediate IO(782H).

The first step common to all mechanisms is the attack of the Lys-NH2 group to the ester
carbonyl carbon, giving rise to a tetrahedral zwitterionic intermediate (ZW). Although the final
product of ester aminolysis is an achiral amide, ZW formed in the first step is a chiral tetrahedral
intermediate. Detailed information on the stereochemistry of ZW formation is given in the
following section. From ZW, the amidation occurs in a concerted manner in Path A (Figure
7.6); as the leaving group departs, Asp782 abstracts a proton from amine nitrogen via one
water molecule acting as a proton shuttle. Therefore, Asp782 is protonated in the product
state denoted as P(782H). Path B (Figure 7.6) is the stepwise version of Path A; abstraction of
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Figure 7.7: Mechanisms (Path C and D) modeled for covalent inhibitors (E=Enzyme). Path C
(green): dissociation of the neutral (NT) intermediate occurs in a concerted manner with proton
transfer to Asp911. Mechanism D (red): this is a stepwise version of Path C in which Asp911
takes a proton from NT and ionic intermediate IO(911H) is formed.

ZW amine proton by Asp782 takes place before the leaving group departure. Such a stepwise
process affords the formation of a tetrahedral anionic intermediate IO(782H) (similar to the
one proposed by Dalton et al. in Figure 2.1 on page 20) where Asp782 is protonated. In Path
C (Figure 7.7), the amine proton of ZW migrates to the negatively charged oxygen by means
of two water molecules acting as shuttle, resulting in a neutral hemiaminal intermediate (NT).
Then, the hemiaminal OH proton is transferred to Asp911 residue as the leaving group departs.
Path D (Figure 7.7), is similar to Path C but the last step occurs in a stepwise manner; an ionic
intermediate IO(911H) (as proposed by Dalton et al. in Figure 2.1 on page 20) forms before
the departure of the leaving group. We attempted to model similar mechanisms to Path C/D
but with Asp782 abstracting the NT proton, and to Path A/B with Asp911 abstracting the ZW
proton, but the related transition structures of these cases could not be located for the systems
described below, and such alternative pathways are therefore discarded.

We first present the results obtained for two covalent inhibitors, p-NO2 phenyl ester (2) and
p-F phenyl ester (4), and for the noncovalent inhibitor methyl ester (8). Note that, although
methyl ester acts as a reversible noncovalent inhibitor of PI3Kδ [12], we have still investi-
gated its covalent bond formation mechanism in order to compare with the mechanism of the
covalent inhibitors, and to understand why this ester inhibitor does not favor aminolysis reac-
tion with Lys779. Such a comparative study will allow us to have a general overview of the
ester inhibitors and to determine the important factors in designing new covalent/noncovalent
inhibitors. Our calculations confirm that the four mechanisms A-D described above apply for
the covalent inhibitors 2 and 4, whereas in the case of the noncovalent inhibitor 8, path D could
not be located, and the last steps of Paths A-C are slightly different (Figure 7.8).[33] Indeed, a
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neutral leaving group is found in this case (CH3OH) that is formed by capturing a proton dur-
ing dissociation; otherwise, the leaving group (CH3O-) would be a highly unstable anion. This
result is in line with our previous computational study on amine acetylation reactions in a small
model system.[32] The Gibbs free energies are given in Tables 7.2, 7.3 and 7.4, and they are
illustrated in Figures 7.9, 7.10, 7.11, for inhibitors 2, 4, and 8, respectively. In these plots, RC2
represents the prereactive complex obtained from reverse IRC calculations, where the amine
lone pair electrons are close to and directed toward the ester carbonyl carbon, whereas RC1 is
a more stable RC structure obtained through full optimization after elongating the N(Lys)—
C(carbonyl) distance to 4.0 Å. In all cases, relative free energies are given with respect to this
most stable RC1 structure to ease the comparison.

The relative energies of TS1 and ZW1 for p-NO2 phenyl, p-F phenyl, and methyl ester
inhibitors reveal that their stabilities decline as the electron-withdrawing character of the leaving
groups decreases. Thus, methyl ester exhibits the least stable TS1 and ZW. In addition, the
last steps for all three pathways for this ester have quite unstable transition states (TS2, TS4,
TS6), which will prohibit the forward reaction (Figure 7.11). This result is consistent with
the experimentally observed noncovalent behavior of this inhibitor candidate. In contrast, the
reaction free energy profiles of p-NO2 phenyl (Figure 7.9) and p-F phenyl esters (Figure 7.10)
exhibit more stable transitions states (at least by 16 kcal/mol) and greater exergonicity in general
for the four mechanisms with respect to the methyl ester free energy profile (Figure 7.11).
According to these calculations, the aminolysis reaction with the phenyl esters (compounds 2
and 4) is likely to occur through either path A, B, C, or D in physiological conditions, and the
theoretical results are therefore consistent with the experimental data showing that these esters
can behave as covalent inhibitors.

7.3.3 Stereochemical Aspects of Tetrahedral Zwitterion Intermediate

The reported mechanism was chosen based on the following results. For the tetrahedral ZW
intermediate, we screened through different conformations of the phenyl moiety generated from
the rotation of the bond between phenyl carbon and oxygen, and adopted the most stable one. It
is stabilized by the favorable interaction between phenyl hydrogen and Asp911 oxygen as well
as H-bonding interaction between the p-substituent and Ser754 residue. This conformation
is similar in all structures. The other conformations of the inhibitor are restricted due to the
constraints exerted by the protein environment.

For the stereochemistry of the ZW formation step, we considered the approach of Lys to
two prochiral faces of ester plane as follows: The upper side of the ester plane (si-face) is
more hydrophilic and hindered for the attack of Lys since this face is occupied by two water
molecules and Asp911. Instead, bottom side (re-face) attack is feasible because there is enough
room (a hydrophobic pocket) below the ester plane (re-face) and lysine can occupy this space
as it approaches to the ester carbon, which leads to tetrahedral zwitterion in S-configuration.
The bottom side attack of Lys orients the carbonyl oxygen to upward position where it benefits
from H–bonding interactions with the water molecules. Alternatively, conformational change
via rotation of the bond connecting α–C and the carbonyl C by 180° alters the re-face to the
si-face which can be approached from the bottom side as well. Nevertheless, such a rotation is
restricted under the constraints of the protein surrounding.
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Table 7.2: Total energies (E), Gibbs free energies (G) and relative Gibbs free energies (∆G)
for all stationary points optimized at M062X/6-31+G(d.p):PM6 level for p-NO2 phenyl ester
(inhibitor 2).

p-NO2 E (a.u) G (a.u) ∆G (kcal/mol)
RC1 -2420.168411 -2419.270616 0.0
RC2 -2420.160551 -2419.259959 6.7
TS1 -2420.155917 -2419.252852 11.1
ZW1 -2420.165466 -2419.259673 6.9

PATH A
ZW2 -2420.165932 -2419.261810 5.5
TS2 -2420.154485 -2419.252838 11.2

P1(782H) -2420.187493 -2419.291779 -13.3
PC-A -2420.192024 -2419.294161 -14.8

PATH B
ZW3 -2420.164201 -2419.257563 8.2
TS3 -2420.150797 -2419.250012 12.9

IO(782H) -2420.151066 -2419.249317 13.4
TS4 -2420.152911 -2419.250257 12.8

P2(782H) -2420.190034 -2419.289288 -11.7
PATH C

ZW4 -2420.162137 -2419.253783 10.6
TS5 -2420.150558 -2419.245479 15.8
NT1 -2420.162863 -2419.255143 9.7
NT2 -2420.162891 -2419.255478 9.5
TS6 -2420.15501 -2419.253257 10.9

P1(911H) -2420.199565 -2419.300527 -18.8
PC-C -2420.191184 -2419.292181 -13.5

PATH D
NT3 -2420.162938 -2419.256759 8.7
TS7 -2420.158838 -2419.255444 9.5

IO(911H) -2420.160179 -2419.254192 10.3
TS8 -2420.158278 -2419.254257 10.3

PC(911H) -2420.195271 -2419.295769 -15.8
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Table 7.3: Total energies (E), Gibbs free energies (G) and relative Gibbs free energies (∆G) for
all stationary points optimized at M062X/6-31+G(d.p):PM6 level for p-F phenyl ester (inhibitor
4).[33]

p-F E (a.u) G (a.u) ∆G (kcal/mol)
RC1 -2314.928435 -2314.037168 0.0
RC2 -2314.922424 -2314.030988 3.9
TS1 -2314.914366 -2314.018527 11.7
ZW1 -2314.921593 -2314.025541 7.3

PATH A
ZW2 -2314.925866 -2314.029736 4.7
TS2 -2314.904216 -2314.012253 15.6

P1(782H) -2314.927616 -2314.034293 1.8
PC-A -2314.948843 -2314.058015 -13.8

PATH B
ZW3 -2314.922093 -2314.023740 8.4
TS3 -2314.90967 -2314.019078 11.4

IO(782H) -2314.910241 -2314.017746 12.2
TS4 -2314.902187 -2314.012877 15.2

P2(782H) -2314.919769 -2314.031702 3.4
PC-B -2314.955427 -2314.064197 -17.0

PATH C
ZW4 -2314.922311 -2314.024309 8.1
TS5 -2314.910341 -2314.017931 12.1
NT1 -2314.930124 -2314.031616 3.5
NT2 -2314.924572 -2314.028155 5.7
TS6 -2314.905610 -2314.021672 9.7

P1(911H) -2314.968368 -2314.082043 -28.2
PC-C -2314.973269 -2314.082692 -28.6

PATH D
NT3 -2314.930152 -2314.032098 3.2
TS7 -2314.921133 -2314.026616 6.6

IO(911H) -2314.921161 -2314.026716 6.6
TS8 -2314.912289 -2314.020472 10.5

PC(911H) -2314.968368 -2314.082043 -28.2
PC-D -2314.973269 -2314.082692 -28.6
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Table 7.4: Total energies (E), Gibbs free energies (G) and relative Gibbs free energies (∆G)
for all stationary points optimized at M062X/6-31+G(d.p):PM6 level for methyl ester (inhibitor
8).[33]

Me E (a.u) G (a.u) ∆G (kcal/mol)
RC1 -2024.04499805 -2023.19270000 0.0
RC2 -2024.04074674 -2023.19052300 1.4
TS1 -2024.02298298 -2023.16679700 16.3
ZW1 -2024.02600445 -2023.16693600 16.2

PATH A
ZW2 -2024.02922877 -2023.17503900 11.1
TS2 -2023.98122454 -2023.13209800 38.0

PC-A -2024.05658988 -2023.20840900 -9.9
PATH B

TS3 -2024.00985648 -2023.16068600 20.1
IO(782H) -2024.01019941 -2023.15875700 21.3

TS4 -2023.99231755 -2023.14241100 31.6
PC-B -2024.04554564 -2023.19562700 -1.8

PATH C
TS5 -2024.00909898 -2023.15831600 21.6
NT1 -2024.03342322 -2023.17901200 8.6
NT2 -2024.02790743 -2023.17388800 11.8
TS6 -2023.99077483 -2023.13891400 33.8

PC-C -2024.04924613 -2023.19843500 -3.6
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Figure 7.8: Mechanisms explored for methyl ester inhibitor in order to understand why it does
not favor the formation of a covalent bond with Lys779 (R=CH3, E=Enzyme): In Paths A, B,
and C, the leaving group dissociates in protonated form (HOR) and the product complexes PC-
A, PC-B and PC-C are produced, respectively.[33]

7.3.4 Reaction Mechanism: Most Favorable Path Involving Covalent In-
hibitors

Inspection of the p-NO2 phenyl ester energy profiles in Figure 7.9 reveals that Path A (yellow)
appears as the most plausible one, as it exhibits the lowest energy transition state (TS2, 11.2
kcal/mol). The optimized structures along this pathway (RC1, TS1, ZW1, TS2, P1(782H), PC-
A) are shown in Figure 7.12. Comparison of the different paths clearly shows that after ZW
forms, direct dissociation of the leaving group to the product (Path A, and to a lower extent Path
B) is preferred instead of forming a NT intermediate (Path C). This is in line with our previous
study[32] and quite reasonable since the leaving group is remarkably stabilized by the strong
electron-withdrawing character of the p-NO2 substituent, which triggers the direct dissociation
of ZW.

In the case of p-F phenyl ester, the profile in Figure 7.10 shows that Path C (green), pass-
ing through TS5 (12.1 kcal/mol), which connects ZW to the NT intermediate, and TS6 (9.7
kcal/mol), appears as the most plausible one. 3-Dimensional views of the optimized structures
along this path are given in Figure 7.13.[33] The distinct behavior between p-F and p-NO2
phenyl esters can be attributed to the much lower stability of the p-F phenolate leaving group
relative to p-NO2 phenolate resulting from the direct dissociation of ZW in Path A.

Therefore, p-F phenyl ester favors a different route (Path C) along which the ZW proton is
first transferred to the carbonyl oxygen to form the NT intermediate; subsequently, the leaving
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group dissociates and Asp911 abstracts this proton (TS6) as depicted in Figure 7.13.[33] The
benefit of the formation of NT intermediate is that the migrating proton is now closer to the
more basic Asp911 (Figure 7.7) which promotes the abstraction of this proton along with the
departure of the p-F phenolate leaving group. In Paths A/B, the migrating proton is abstracted
by the less basic Asp782 during leaving group dissociation; in the case of p-NO2 phenyl ester,
the lower basicity of Asp782 is compensated by the strong electron-withdrawing stabilization
of p-NO2 phenolate.

7.3.5 Reaction Mechanism: Electron-Withdrawing vs Electron- Donating
Covalent Inhibitors

The discrepancies in the most favorable paths for p-NO2 (path A) and p-F (path C) derivatives
indicate that different mechanisms can be in play for covalent inhibitors depending on their
electronic properties. Both, the nitro and fluorine substituents can be considered as electron-
withdrawing groups although the former is a much stronger one than the latter. These results
prompted us to explore the free energy profiles for an electron-donating group, namely p-OCH3
phenyl ester 6. For simplicity, only Path A and Path C have been considered in this case (Table
7.5).[33]

As illustrated in Figure 7.14, Path C (green) involving the NT intermediate is indeed pre-
dicted to be more favorable than Path A. Note, however, that p-OCH3 phenyl ester acts in a
slightly different manner than p-F phenyl ester: in this case the highest energy transition state
along Path C is TS6 (14.2 kcal/mol) (instead of TS5 for p-F phenyl ester), which can be ex-
plained by the fact that TS6 is associated with the departure of the phenolate leaving group, and
this anion is significantly destabilized by the electron-donating p-OCH3 group.

Finally, we wanted to check which mechanism dominates for compound 5, which will be
interesting since it is a special moderate case with unsubstituted phenyl ester. The Gibbs free
energy profile of compound 5 for Path A and Path C in Figure 7.15 demonstrates that Path A
is favored over Path C but by a smaller extent (by only 1.3 kcal/mol) when compared to the
p-NO2 case (Table 7.6).[33] Ultimately, it behaves more like the p-NO2 phenyl than the p-F
phenyl case. Since there is no substituent in the phenyl group, this compound may illustrate the
general tendency in phenolate esters. Thus, it is reasonable to assume that direct dissociation
(Path A) is the preferred covalent inhibition mechanism in general as in our previous model
study.[32] Nevertheless, since Asp residues in the vicinity of the reaction center administer a
delicate balance between Path A and Path C (as explained in a previous section), the preferred
mechanism may switch to Path C depending on the electronic nature of the substituent. Our
results disclose that electrondonating substituents with π-conjugation (p-OCH3 and p-F) to the
phenyl ring drive the mechanism to Path C.

Based on this theoretical study, an attempt can be made to classify the covalent inhibitors
shown in Figure 7.1 into three classes.

• Class 1: Phenyl esters having strong electron-withdrawing groups. They should proceed
through Path A (fast dissociation of the leaving group) and display the lowest activation
energies and most favorable kinetics. The p-NO2 ester derivative (compound 2) can be
considered as a prototypical example of this class.
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Figure 7.9: Gibbs free energy profile for the reaction of p-NO2 phenyl ester (compound 2) with
Lys779 in the active site of PI3Kδ calculated with the ONIOM (M062X/6-31+G(d,p):PM6)
method for four different pathways. Energies are relative to the most stable reactant complex
RC1. The first common step (ZW1 formation) is shown by the same color as the most plausible
Path A (yellow). ZW1, ZW2, ZW3, ZW4 represent different conformations of the zwitterion in-
termediate obtained through IRC calculations from TS1, TS2, TS3, and TS5, respectively. NT1,
NT2, NT3 represent different conformations of the neutral intermediate obtained through IRC
calculations from TS5, TS6, TS7, respectively. IO1(782H) and IO2(782H) are anionic inter-
mediates (Asp782 is protonated) obtained through IRC calculations from TS3 and TS4, respec-
tively. P1(782H) and P2(782H) represent amide products (Asp782 is protonated), complexed
with p-NO2 phenolate ion, obtained through IRC calculations from TS2 and TS4. P1(911H)
and P2(911H) represent amide products (Asp911 is protonated), complexed with p-NO2 phe-
nolate, obtained through IRC calculations from TS6 and TS8. PC-A and PC-C are the final
product complex structures (amide + p-NO2 phenol) of Path A/B and Path C/D.
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Figure 7.10: Gibbs free energy profile for the reaction of p-F phenyl ester (compound 4) with
Lys779 in the active site of PI3Kδ calculated with the ONIOM (M062X/6-31+G(d,p):PM6)
method for four different pathways. Energies are relative to the most stable reactant com-plex
RC1. The first common step (ZW1 formation) is shown by the same color as the most plausible
Path C (green). ZW2, ZW3, ZW4 represent different conformations of the zwitterion interme-
diate obtained through reverse IRC calculations from TS2, TS3, TS5, respectively. NT1, NT2,
NT3 represent different conformations of the neutral intermediate obtained through IRC calcu-
lations from TS5, TS6, TS7, respectively. IO(782H) is the anionic intermediate where Asp782
is protonated. IO(911H) is the anionic intermediate where Asp911 is protonated. P1(782H)
and P2(782H) represent amide products (Asp782 is protonated), complexed with p-F phenolate
ion, obtained through IRC calculations from TS2 and TS4. P1(911H) and P2(911H) represent
amide products (Asp911 is protonated), complexed with p-F phenolate, obtained through IRC
calculations from TS6 and TS8. PC-A, PC-B and PC-C are the final product complex structures
(amide + p-F phenol) of Path A, B and Path C/D.[33]
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Figure 7.11: Gibbs free energy profile for the reaction of methyl ester (compound 8) with
Lys779 in the active site of PI3Kδ calculated with the ONIOM (M062X/6-31+G(d,p):PM6)
method for four different pathways. Energies are relative to the most stable reactant complex
RC1. The first common step (ZW1 formation) is shown by the same color as the most plausible
Path B (blue). ZW2, NT1, NT2 and IO(782H) represent different conformations of the zwitte-
rion/neutral/anionic intermediates obtained through IRC calculations from TS2, TS5, TS6 and
TS4. PC-A, PC-B and PC-C are the final product complex structures (amide + methanol) of
Path A, B and C, respectively.[33]
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Figure 7.12: 3-Dimensional views of the optimized structures along Path A of p-NO2 phenyl
ester reaction with Lys779 including the ZW formation step. The inhibitor and Lys779 are
blurred because they are situated behind. Transparent parts are in low layer.

Figure 7.13: 3-Dimensional views of the optimized structures along Path C of p-F phenyl ester
reaction with Lys779. The inhibitor and Lys779 are blurred because they are situated behind.
Transparent parts are in the low layer.[33]
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Figure 7.14: Gibbs free energy profile for the reaction of p-OCH3 phenyl ester (com-
pound 6) with Lys779 in the active site of PI3Kδ calculated with the ONIOM (M062X/6-
31+G(d,p):PM6) method. Energies are relative to the most stable reactant complex RC1. Path
A via Asp782 protonation and Path C via Asp911 protonation are compared. The first common
step (ZW1 formation) is shown by the same color as the most plausible Path C (green).[33]
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• Class 2: Phenyl esters having weak electron-withdrawing/ donating groups or unsubsti-
tuted phenyl. These esters should exhibit a moderate dissociation tendency of the leav-
ing group and could proceed through Path A or C depending on the actual substituent.
They should display intermediate activation energies and reaction kinetics. Compounds
5 (p-H) and 4 (p-F) belong to this class. The fluorine atom is usually considered as a
weak electron-withdrawing substituent with some extent of electron-donating ability via
π-conjugation effect. Anomalous behavior of fluorine is documented in the literature
with studies on photoelectron spectroscopy, proton affinities,[188] and reactivity toward
electrophilic aromatic substitution reactions.[189] This unexpected behavior of fluorine
was ascribed to the fact that, at the para position, the π-electron donating character of
fluorine dominates its electron withdrawing character. Accordingly, our results confirm
its π-electron donating character.

• Class 3: Phenyl esters bearing strong electron-donating groups. They should clearly pre-
fer Path C because of an unfavorable dissociation step, and would exhibit higher activation
barriers and lower kinetics than Class 1 and Class 2 inhibitors. The p-OCH3 (compound
6) is an illustrative example of this class.

Though the whole enzymatic mechanism is certainly more complex than the reaction studied
here, our results for p-NO2, p-F, p-H, and p-OCH3 qualitatively agree with the kinetic study
reported by Dalton et al.[12] for PI3Kδ .

Thus, the reactivity order predicted by the calculations p-NO2 > p-F > p-H > p-OCH3 (based
on the rate-determining TS of the most prefered path) is in perfect agreement with the exper-
imental kinact/KI values reported by Dalton et al.[12] for p-NO2 (1.9 × 105 s-1 M-1), p-F (2.1
× 104 s-1 M-1), p-H (1.7 × 104 s-1 M-1), and p-OCH3 (3.1 × 103 s-1 M-1). Note that Dalton
et al. proposed that KI involves the first reversible steps in Figure 2.1 on page 20 (including
ZW formation) while kinact is associated with the remaining steps (presumably with the rate-
determining one), so that kinact/KI represents the overall inhibition process.

7.4 Conclusion
Lysine-targeted covalent inactivation of PI3Kδ enzyme by the ester inhibitors in Figure 7.1 is
a more complex mechanism than it appears in Figure 2.1 on page 20. First of all, no single
mechanism is valid for all the studied inhibitors. Instead, the most plausible covalent inhibition
pathway and/or the rate-determining transition state alter according to the electron withdraw-
ing/donating nature of the para substituent in the phenolate leaving groups because the enzyme
active site offers alternative paths with slightly more stable transition states for different psubsti-
tuted phenyl ester inhibitors. The fact that the energy difference between the TSs of these paths
is smaller than 3 kcal/mol (i.e., TS2 of p-NO2, TS2 of p-H, TS5 of p-F and TS6 of p-OCH3)
may account for the similar kinact values observed in the kinetic studies.[12]

Second, our results reveal that Asp787 plays active role in the deprotonation of Lys779
while the slightly different basicity of Asp782 and Asp911 residues are particularly important
in tuning the direction of the covalent inhibition paths by abstracting the proton either from the
zwitterion in Paths A/B or from neutral intermediate in Paths C/D. The anionic intermediates
IO(782H) in Path B and IO(911H) in Path D may account for the experimentally proposed ionic
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Figure 7.15: Gibbs free energy profile for the reaction of p-H phenyl ester (compound 5) with
Lys779 in the active site of PI3Kδ calculated with the ONIOM (M062X/6-31+G(d,p):PM6)
method. Energies are relative to the most stable reactant complex RC1. Path A via Asp782
protonation and Path C via Asp911 protonation are compared. The first common step (ZW1
formation) is shown by the same color as the most plausible Path A (orange).[33]
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intermediate in Figure 2.1 on page 20, but the mechanisms involving them appear to be less
plausible. As a result, we propose that inhibitors with sufficiently strong electron-withdrawing
group proceed with direct departure of the leaving group, whereas inhibitors having an electron-
donating substituent prefer the formation of the NT intermediate before dissociation.

Table 7.5: Total energies (E), Gibbs free energies (G) and relative Gibbs free energies (∆G)
for all stationary points optimized at M062X/6-31+G(d.p):PM6 level for p-OCH3 phenyl ester
(inhibitor 6).[33]

p-OCH3 E (a.u) G (a.u) ∆G (kcal/mol)
RC1 -2330.198681 -2329.268863 0.00
RC2 -2330.195405 -2329.263922 3.10
TS1 -2330.185955 -2329.251330 11.00
ZW1 -2330.194585 -2329.257229 7.30

PATH A
ZW2 -2330.200066 -2329.262614 3.9
TS2 -2330.176781 -2329.243163 16.1

P1(782H) -2330.205185 -2329.272862 -2.5
PC-A -2330.213121 -2329.282028 -8.2

PATH C
ZW4 -2330.194816 -2329.256425 7.8
TS5 -2330.182522 -2329.248391 12.9
NT1 -2330.202077 -2329.263860 3.1
NT2 -2330.190184 -2329.254248 9.2
TS6 -2330.179956 -2329.246235 14.2

P1(911H) -2330.234966 -2329.308501 -24.9
PC-C -2330.246013 -2329.315293 -29.1

Third, we propose that, prior to the covalent bond formation, water-assisted proton trans-
fer from Lys779 to Asp787 should occur to activate Lys for nucleophilic attack (Figure 7.5).
Since targeting the lysine779 in PI3Kδ is a relatively new approach, there is a limited amount
of experimental/theoretical studies, and many aspects of such a covalent inhibition mechanism
remain unexplored. In particular, there is no experimental support for the role of Asp787 in
PI3Kδ . From this point of view, we think that our computational results will make a novel
contribution to the literature. In most enzymes/proteins, Lys residues are protonated and cannot
act as a nucleophile. However, there are several examples of enzymatic reactions emphasizing
the requirement for Lys deprotonation,[3, 190, 191] and the role of aspartates and glutamates
in those processes has been revealed.[191, 192, 193] Moreover, deprotonation of Lys via water

91



Table 7.6: Total energies (E), Gibbs free energies (G) and relative Gibbs free energies (∆G)
for all stationary points optimized at M062X/6-31+G(d.p):PM6 level for phenyl ester (inhibitor
5).[33]

p-H E (a.u) G (a.u) ∆G (kcal/mol)
RC1 -2214.629947 -2214.813469 0.00
RC2 -2214.626191 -2214.807152 4.0
TS1 -2214.618581 -2214.794550 11.9
ZW1 -2214.623608 -2214.799616 8.7

PATH A
ZW2 -2214.624491 -2214.802234 7.1
TS2 -2214.616592 -2214.792432 13.2

P1(782H) -2214.652227 -2214.836336 -14.4
PC-A -2214.651707 -2214.831090 -11.1

PATH C
ZW4 -2214.623537 -2214.798445 9.4
TS5 -2214.619231 -2214.790356 14.5
NT1 -2214.632695 -2214.808490 3.1
NT2 -2214.626815 -2214.802803 6.7
TS6 -2214.621044 -2214.796400 10.7

P1(911H) -2214.674514 -2214.857224 -27.5
PC-C -2214.676251 -2214.858892 -28.5
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molecules in the water-accessible surface of some enzymes has been reported as well. Sim-
ilar to our water-assisted mechanism, there are various examples of long-range proton trans-
fers from protonated Lys/Lys-Schiff bases mediated by H-bonded network of water molecules
and/or amino acid residues with hydroxyl groups.[19, 194, 195, 196, 197, 198] Especially, Lys-
water- Glu motif of histone-Lys modifying enzymes is analogous to our case.[190] Therefore,
we think that the water-assisted proton transfer from Lys779 to Asp787 supported by our calcu-
lations is a reasonable one. Experimentally, the role of Asp787 could be verified by site-directed
mutagenesis of this residue (for example to alanine).

It should be kept in mind that the quantum cluster approach used here employs the simpli-
fied description of the enzyme involving the residues and water molecules about 10 Å from the
ester functional group in the active site. Besides, the description of the process is based on a
static vision neglecting, the full dynamics of the protein system on the actual potential energy
hypersurface. It is expected that the structural and conformational flexibility of enzymes also
influences the calculated energies.[199, 200] Although QM/MM MD simulations account for
the enzyme dynamics and achieve quite accurate energetics, they are very expensive and pro-
hibitive for the complex systems requiring the examination of many alternative mechanisms. On
the other hand, the quantum chemical cluster approach is a known powerful tool in modeling
enzymatic reactions since it allows optimization of the large number of intermediates and transi-
tion structures along reaction coordinates of various alternative mechanisms. General trends in
their calculated energies can discriminate between different reaction pathways and administer
relatively fast evaluation of the most plausible mechanisms.[185]

Thus, our computational results provide a clear overview of four alternative reaction mech-
anisms of activated phenyl esters for the lysine-targeted covalent inactivation of PI3Kδ within
its active site. Calculations can correctly discriminate the covalent and noncovalent inhibitors
which might be a useful strategy for the screening of new potential PI3Kδ inhibitors. Refine-
ment of the most favorable pathways from quantum cluster calculations will also facilitate the
highly accurate QM/MM MD simulations which is our next goal.
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Chapter 8

Lysine-targeted covalent inhibition
mechanism of PI3Kδ via dual-level

QM/MM molecular dynamics simulations

8.1 Introduction
It is obvious that in order to obtain accurate free energy profiles of large complex systems such
as enzymes, statistical sampling and dynamical effects must be included by employing state-
of-the art MD simulations based on first-principles. Therefore, the main task of this chapter is
to elucidate fully the free energy profile of the inhibition mechanism of PI3Kδ enzyme by ap-
plying dual level QM/MM MD simulations. However, despite significant advances in computer
technology and theoretical approaches, such simulations demand high computational costs. In
this context, the information gathered from the simpler molecular systems reported in previous
chapters sheds light on this part of the study, as follows:

(i) Based on the QM studies applied to small models both in the aqueous medium (Chapter 4)
and within the enzyme active site (Chapter 7), the most plausible inhibition pathway has
been identified for p-NO2 phenyl derivative of the ester inhibitor (inhibitor 2). Therefore,
such mechanism (the direct dissociation mechanism) was selected to employ QM/MM
MD simulations. This chapter presents QM/MM MD simulations on the direct disso-
ciation mechanism of covalent inhibition by p-NO2 derivative and partly by p-F phenyl
derivative of the ester inhibitor.

(ii) Reaction coordinates of direct dissociation mechanism were established in the light of
Chapter 4 and Chapter 7. The first reaction coordinate is the C-N distance representing the
Lys779 amine nitrogen approaching the carbonyl carbon of the inhibitor, producing the
ZW intermediate. The second coordinate is the C-O distance representing the dissociation
of the phenolate anion from the ester inhibitor.

(iii) ONIOM computations in Chapter 7 let us understand that prior to the nucleophilic attack
on ester, Lys779 should be deprotonated by Asp787 which is the best candidate to abstract
this proton. The starting structural setup is decided in light of this information.
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(iv) The dual-level protocol applied to the model system in bulk water was established in
Chapter 5 and it was adopted for the simulations modeling in the enzyme. The compu-
tational protocol has mainly two steps: finding the free energy profiles by US QM/MM
MD simulations with a low QM level (semi-empirical PM3 method), next, applying the
FEP correction on each point of the US simulation to refine the energies with high QM
level (M062X/6-311+G(d,p)).

8.2 Computational Details
According to our findings from ONIOM calculations (chapter 7 section 7.3.1), Lys779 should
donate its proton to Asp787 in order to gain the required nucleophilicity for the ester aminolysis
reaction. Therefore, prior to US simulations, classical MD simulation of this activated form of
the enzyme (deprotonated Lys779, protonated Asp787) was performed on the catalytic domain
of the x-ray crystal structure of the enzyme (PDB ID: 6ez6) in complex with the methyl ester
derivative (inhibitor 8 in Figure 7.1). The details of the MD simulation procedure are given in
chapter 6. The initial structure for the US simulations was obtained from the last frame of the
100 ns MD simulation after substituting the methyl group of the inhibitor 8 with the p-NO2
phenyl group and then 200 ps equilibration of this newly created structure.

In order to perform US simulations on direct dissociation mechanism (Path A in Chapter
7) QM and MM layer partitioning was performed as follows: Similar to ONIOM layer separa-
tions, the inhibitor (its pyridine ring and the ester group), the amino group of Lys779 and the
carboxylate group of Asp782 were selected as QM layer; all remaining atoms of the protein,
other heterocyclic groups of the inhibitor and water molecules were represented in MM layer
(Figure 8.1). Asp782 was included in QM region because, according to ONIOM calculations,
this residue behaves as a base in the second step of the reaction. On the other hand, Asp911
and Asp787 are not directly involved in the mechanism. Thus, they were not included in the
QM region to avoid high computational cost. Unfortunately, it was not possible to include any
water molecule in the QM region because of the complications arising from the interchange of
the water molecules with the other water molecules in the MM region during US simulations.
For the QM/MM boundary, hydrogen was used as link atom as described in section 3.5.

For the inhibitor, the General Amber Force Field (GAFF)[173] was used to determine the
atomic types and bond, angle, and dihedral angle parameters. Point charges were obtained
by using the Restricted Electrostatic Potential (RESP) protocol by means of the Antecham-
ber module of AMBER 16.[170] As aforementioned, PM3 method[117] was utilized for QM
region, while enzyme structure and water molecules placed in MM region were defined by
ff14SB[140] and TIP3P, respectively.

Each US point was subjected to 20 ps equilibration followed by 100 ps production run.
The last snapshot of the 4th window was used as the starting structure for the next 4 windows.
The Weighted histogram analysis method (WHAM)[154, 155] was used to generate the energy
profile with respect to the reaction coordinate. Berendsen barostat was used for pressure control
while Langevin thermostat was employed to maintain the constant temperature with a collision
frequency of 2ps-1. For the first step of the reaction, the reaction coordinate was selected as
the C-N distance between carbonyl carbon of the inhibitor and nitrogen of the Lys779. The
windows were spaced with 0.05Å intervals along the reaction coordinate, which was varied
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from 4.00Å to 1.50Å. For the second step, the C-O distance between the ester carbonyl carbon
and the leaving group oxygen atom located on the inhibitor backbone was selected as reaction
coordinate. Similar to the first step, the windows were created for each 0.05Å interval starting
from 1.55Å until 3.60Å C-O distance. However, the choice of the C-O coordinate intervals
was limited due to the spontaneous occurrence of “chemical events” belonging to a different
potential energy surface, as discussed below. As an indication, note that these calculations
lasted approximately 240 CPU hours using 12 cores for each US window.

Figure 8.1: Schematic representation of QM region (red) and its nearest surrounding in MM
region (black) used in QM/MM MD simulations. Full catalytic domain is included in the simu-
lations but the remaining residues and water molecules are not shown for simplicity.

Free energy corrections were calculated for many points along the reaction coordinate. For
each point, 1000 snapshots were extracted from the corresponding US trajectory including the
inhibitor, enzyme and the water molecules. Same QM/MM scheme was selected as applied
in US simulations described above. 10Å cutoff distance is used (both Coulombic and van der
Waals interactions) for single point calculations. The high-level computations by M062X/6-
311+G(d,p) were performed for QM layer to obtain the free-energy corrections in terms of the
dual-level approach described in the Theoretical Background chapter. These QM/MM calcula-
tions at DFT level were done using the conventional AMBER/Gaussian interface and they have
lasted approximately 8 minutes of CPU in 12 cores for each snapshot (total 1000 snapshots) to
obtain the corrected energy of one point on the reaction coordinate.

8.3 Results and Discussion

8.3.1 Free Energy Profiles via QM/MM MD Simulations

First step: ZW formation. The free energy surface generated from US is reported in Figure
8.2. It should be noted that the reactant complex (RC) is formed at a C-N distance equal 3.90Å
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and the reported energies are relative to this RC. The transition state is found at 2.10Å, hav-
ing 15.43 kcal/mol of free energy barrier. The ZW formation is observed around 1.70Å with
12.55 kcal/mol energy relative to RC. Thus, the first step is endergonic and has a small reverse
activation barrier (about 3 kcal/mol), confirming that ZW formation is a reversible step.

The 3D structures of typical snapshots corresponding to the minima and saddle points ob-
tained in the US simulations are shown in Figure 8.3. Apart from Lys779, the residues Asp782,
Lys755, Asp911 and 2 water molecules are found in the vicinity of the reaction center. Several
hydrogen bonding interactions are responsible for the stability of the reactant complex at 3.90Å
C-N distance. One hydrogen of Lys779 interacts with the carbonyl oxygen of the inhibitor.
Asp 782 exhibits hydrogen bonding with the protonated Lys755, and Lys755 has also indirect
interaction with Asp 911 through a water molecule. On the other hand, in the TS structure, pos-
itively charged Lys755 stabilizes the negative charge developing on the carbonyl oxygen. At the
same time, it interacts with Asp782 through hydrogen bonding. And accordingly, the positive
charge developing on the nitrogen of Lys779 is stabilized with the negatively charged Asp782.
Moreover, hydrogen bond interaction has been observed between water molecules and residues,
Asp911 and Lys755. Lastly, the ZW structure is located at the 1.70Å distance between the ni-
trogen atom of Lys 779 and carbonyl carbon of the inhibitor. The positive and negative charges
on the ZW structure have been stabilized by the surrounding residues. Hydrogens attached to
the positively charged nitrogen atom have interactions with Asp782, while Lys755 and a wa-
ter molecule stabilize the negative charge on the carbonyl oxygen through hydrogen bonding.
Concurrently, Asp911 and Lys755 indirectly interact with the inhibitor via water molecules.

Figure 8.2: Free energy profile of ZW formation step within PI3Kδ enzyme obtained from US
PM3/ff14SB/TIP3P simulations.

Second step: leaving group dissociation. The QM/MM MD simulations of this step were
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applied to both p-NO2 and p-F phenyl ester inhibitors. Our US simulations of model system
(chapter 5, section 5.3.2) revealed that p-F phenyl ester displays slightly different behavior
than p-NO2 phenyl ester, but only for the leaving group dissociation step. Thus, in order to
explore the influence of ester inhibitor substitution in the second step of the reaction, the fluorine
derivative was considered within the enzyme environment as well.

Figure 8.3: 3D structures of a) reactant complex (at 3.90Å C-N distance) b) transition state (at
2.06Å C-N distance) c) zwitterionic intermediate (at 1.70Å C-N distance), obtained from US
PM3/ff14SB/TIP3P simulations.

The second step of the reaction starts with the ZW intermediate and the dissociation of the
C-O bond of the ester results in the separation of phenolate leaving group from the ZW. There-
fore, we study the elongation of the C-O distance in the US simulations. The free energy profiles
obtained for both inhibitors are given in Figure 8.4. Unfortunately, similar inconvenience as de-
scribed in chapter 5 (section 5.3.2) is encountered here as well. The first problem appears when
we start US at short C-O distances (1.45Å) close to the equilibrium value in ZW; US simula-
tions lead to dissociation of the amine group, the system returning back to the reactants because
of the small activation energy for the reverse reaction. For this reason, the US simulations and
the free energy profile in Figure 8.4 starts with a structure at 1.65Å C-O distance instead of
the fully relaxed ZW structure. However, in order to complete the energy profile, we were able
to estimate the energy change between the ZW and the structure at 1.65Å using the probabil-
ity distribution of the C-O distance in the direct MD simulation of ZW (i.e. the simulation in
the US process for the first step and for a C-N distance corresponding to the ZW structure at
the free energy minimum). The C-O probability distribution P(C-O) is transformed into a free
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energy change -RTln(P(CO)) around the correct ZW geometry, which is fitted by a 2nd order
polynomial, then extrapolated to C-O 1.65Å. This part of the free energy profile is displayed as
a blue dotted line in Figure 8.4. As shown, the free energy change from C-O 1.45Å to 1.65Å
is estimated as 5 kcal/mol. The second problem appears only for the p-F phenyl ester inhibitor
at long C-O distances: After the p-F phenolate anion is formed at 2.65Å, a spontaneous proton
transfer from the Lys779 N atom to the p-F phenolate takes place leading to the formation of
p-F phenol at C-O distances > 2.65Å.

Figure 8.4: Free energy profiles of the leaving group dissociation steps for the reactions of p-
NO2 and p-F phenyl ester inhibitors with PI3Kδ enzyme, obtained from US PM3/ff14SB/TIP3P
simulations. (AMN

+...AL-) represents the ion-pair product (a complex between a protonated
amide and the substituted phenolate anion)

As a result of these drawbacks, the range of available C-O distances along the reaction
coordinate is limited because of the spontaneous occurrence of “chemical events” at certain C-
O distances. At these specific distances (C-O > 2.65Å for p-F phenyl ester and C-O < 1.65Å
for both esters), the system is on a different potential energy surface.

For p-NO2 phenyl ester inhibitor, activation energy of the second step is 10.10 kcal/mol
with respect to ZW. This step is exergonic forming the amide with a positively charged nitrogen
and the p-NO2 phenolate anion which we refer as ion-pair product (AMN

+...AL-). This ion-pair
is more stable than ZW structure and TS2 by 3.09 kcal/mol and 13.19 kcal/mol, respectively.
The 3D structures of TS2 and ion-pair product complex are illustrated in Figure 8.5 with some
representative snapshots. Note that the 3D view of the ZW has been already given in Figure
8.3c. In the TS2 structure, the critical distance between C and O is 1.90Å and the oxygen of
the p-NO2 phenolate interacts with the protons on the Lys779 nitrogen atom. It is also observed
that Lys755 acts as a hydrogen-bond bridge between Asp782 and the ester carbonyl oxygen by
donating its protons to these groups. Additionally, in this reaction center, two water molecules
exhibit hydrogen bond interactions with each other and with surrounding residues (especially
with Asp911 and Lys755). After TS2, the ion-pair product complex is found at 3.50Å C-O
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distance. During the formation of ion-pair product, the positively charged Lys755 plays an
important role in the reaction center: it stabilizes carbonyl oxygen of the inhibitor, and two neg-
atively charged Asp residues (namely, Asp 782 and Asp 911). Moreover, the protonated amide
structure formed at the end is stabilized by negatively charged Asp 782 and p-NO2 phenolate
oxygen.

Figure 8.5: 3D structures of a) transition state TS2 (at 1.93Å C-O distance) and b) ion-pair
product complex for the p-NO2 phenyl ester inhibitor (at 3.50Å C-O distance) obtained from
US PM3/ff14SB/TIP3P simulations.

For the p-F phenyl ester inhibitor, the TS2 barrier is found to be 14.2 kcal/mol based on the
assumption that the dotted-line estimation is also 5 kcal/mol. This barrier is relatively higher
than that of p-NO2 substituted case, as expected. As observed in previous calculations on the
p-F phenyl acetate model in aqueous solution (Chapter 5), a spontaneous proton transfer from
amide nitrogen to the oxygen of the p-F phenolate leaving group is observed, leading directly
from ZW to the neutral PC instead of to an ion-pair intermediate, as in the case of p-NO2
presented above. The snapshots belonging to the ZW-like structure and TS2 are illustrated in
Figure 8.6. In the first structure, the carbonyl oxygen of the inhibitor interacts with the proton
of Lys755 and of a water molecule. One of the hydrogens attached to the positively charged
nitrogen atom of Lys779 is stabilized by the negatively charged Asp782. On the other hand,
in transition-state structure, in addition to similar interactions as in the ZW-like structure, the
negatively charged oxygen of the leaving group and one of the hydrogen atoms of amino group
of Lys779 have an interaction with each other.

In order to illustrate the structural changes caused by the spontaneous proton transfer, 3D
views of snapshots at 2.65Å and 2.70Å C-O distances are displayed in Figure 8.7. At 2.65Å
separation, the leaving group oxygen is hydrogen-bonded to the hydrogen (around 1.75Å) of
positively charged nitrogen of Lys779. Moreover, in this structure, one water molecule is bridg-
ing the carbonyl oxygen and Asp911. At 2.70Å C-O distance (Figure 8.7b) the proton transfer
from Lys779 nitrogen to p-F-phenolate oxygen has taken place and not surprisingly, the hydro-
gen bonding interaction between Lys779 and Asp782 is lost.

To shed light on the different behavior displayed by p-NO2 and p-F phenyl ester inhibitors,
the interactions of the leaving group oxygen with surrounding H atoms have been further in-
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Figure 8.6: 3D structures of a) ZW-like structure (at 1.65Å C-O distance) b) transition state TS2
(at 2.03Å C-O distance) of p-F-phenyl ester inhibitor obtained from US PM3/ff14SB/TIP3P
simulations.

vestigated by looking at some RDFs for a reaction coordinate (C-O distance) equal to 2.65Å
(i.e. just before proton transfer occurs in the p-F phenyl ester inhibitor case) (Figure 8.8). Sim-
ilar to the bulk water results in chapter 5, the intensity of the first peak at around 1.75-1.80Å
is significantly lower for p-NO2 than for p-F, which is an indication that the electron density
developing at the phenolate oxygen is more strongly withdrawn by the substituent in the first
case, providing a higher stability of the leaving group. Eventually, p-NO2 derivative does not
require the proton abstraction during dissociation.

Figure 8.7: Representative snapshots taken from C-O separation around a) 2.65Å and b) 2.70Å
of the C-O reaction coordinate of p-F-phenyl derivative obtained from US PM3/ff14SB/TIP3P
simulations.
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8.3.2 Energy Refinement with FEP Correction

High-level free energy corrections for the different reaction steps have been carried out for the
p-NO2 phenyl ester inhibitor. The overall free energy profile is given in Figure 8.9. The cor-
rected free energy change between the ZW minimum at a C-O distance 1.45Å and the ZW-like
structure at a C-O distance 1.6Å has been approximated by using the PM3 free energy profile
after checking that the high-level corrections do not change too much this profile (variations of
at most 0.5 kcal/mol have been obtained for the points close to the minimum but an accurate
corrected value using free-energy perturbation theory could not be achieved for C-O distances
close to 1.6Å due to the lack of a sufficient number of snapshots in the MD trajectory having
such distance).

Figure 8.8: Radial Distribution Function of the phenolate oxygen of the p-NO2 (green) and p-F
(red) phenyl ester inhibitors with surrounding H-atoms.

The energy refinement at the M062X/6-311+G(d,p) level reveals the following important
points. A reactant complex free energy minimum is located at a C-N distance 2.60Å, which is
consistent with the results found in the model systems, but contrasts with the low-level results
in the enzyme. The activation free energy for the formation of the zwitterionic intermediate
amounts 5.4 kcal/mol, and this first step is slightly exergonic. In the second step, the activation
energy is about 18-19 kcal/mol and an ion pair minimum is obtained at about C-O equal to
2.7Å. This step is endergonic, though we assume that quickly after formation of the ions, a
spontaneous proton transfer occurs leading the system to the final products.
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Figure 8.9: Gibbs free energy profile for the inhibition process (first (blue) and second (red)
steps) of the PI3Kδ enzyme by the p-NO2 phenyl derivative (inhibitor 2), as calculated with
the dual-level QM/MM MD approach. For the low and high QM levels, we use the PM3 and
M062X/6-311+G(d,p) methods, respectively.

8.4 Conclusion

In this chapter, we employed state-of-the-art QM/MM MD simulations on the chemical mech-
anism of the ester aminolysis reaction between inhibitor 2 and Lys779 of activated PI3Kδ . For
the sake of exploring the difference in their behavior, and only for the second step of the reac-
tion, QM/MM MD simulations were employed on inhibitor 4 as well. In line with our previous
QM/MM MD simulations on model system in bulk water (chapter 5) and the ONIOM calcula-
tions (chapter 7), the dissociation of p-NO2 phenolate ion is more feasible with a smaller energy
barrier than that of p-F phenolate. Indeed, p-F phenolate tends to abstract a proton during its
departure because of its lower stability with respect to the p-NO2 phenolate (higher pKa of the
corresponding alcohol).

The high-level computations here predict a free energy difference between TS2 (the transi-
tion step for the zwitterion dissociation into ions) and ZW equal about 18-19 kcal/mol. This is
an approximated value because of the assumptions made in the calculations, and more specifi-
cally on the difficulty to evaluate the free energy change around the ZW structure with the US
technique due to its spontaneous dissociation. The comparison with experiment can be made
by using the reported kinact value, which is 0.0075 s-1, and from which one deduces an activa-
tion free energy equal to 20.4 kcal/mol. The experimental kinact is deduced from the measured
kobs at high inhibitor concentrations.[12] It is supposed to describe the activation process from
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the non-covalently bounded enzyme-inhibitor complex to the final products with a covalent
enzyme-inhibitor bond. The experimental value is close to our calculated value for the ester
aminolysis reaction starting from the RC complex. However, one should remind that the RC
complex to be formed requires a proton reorganization in the active site, which should imply a
proton transfer from the protonated Lys779 to an aspartate group, probably Asp787, when the
inhibitor approaches the enzyme active site. The process may occur in a stepwise way or in a
concerted mode, i.e. proton transfer occurs concomitantly with the nucleophilic attack. It is es-
timated to require about 5 kcal/mol according to the study presented in Chapter 7, which should
be considered for the comparison with the measured kinact. In the absence of more detailed
experimental data, however, it is difficult to conclude if the non-covalently bounded enzyme-
inhibitor complex lying behind the measurement of kinact. is the structure theoretically found
before or after Lys/Asp proton exchange. Further discussion on the different enzyme-ligand
binding possibilities associated to kinact measurements can be found in refs.[3, 201]

To elucidate this point in particular, and getting more accurate results in general, one could
imagine increasing the size of the QM system in the QM/MM calculations. In particular, the
role of Lys555 is important since this residue provides stability for the ZW intermediate by
acting as a hydrogen-bond donor to the carbonyl oxygen of the ester and might help preventing
the issues concerning its dissociation back to RC in the US simulations. Calculations in this
direction are ongoing.
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Concluding Remarks

In this dissertation, different computational approaches (QM, MD, ONIOM, QM/MM MD)
have been used to get deeper insight into the ester aminolysis mechanism in aqueous solution
and in the active site of PI3Kδ enzyme targeting the Lys779 amino group by the ester inhibitors.
The main objective is to elucidate the mechanism of lysine targeted covalent inhibition of PI3Kδ

with the aim of helping the design of more effective new covalent inhibitors.
Initially, ester aminolysis mechanism in aqueous solution were explored with small model

molecules (methylamine reacting with methyl, phenyl, p-nitro phenyl acetates) to explore the
fundamental aspects of the mechanism and to develop a computational protocol for the “dual-
level” QM/MM MD simulations. First, QM calculations were carried out using a static model
at the MP2/aug-cc-pVTZ//B3LYP/6-311+G(d,p) level to find all elementary steps of the al-
ternative mechanistic pathways (Chapter 4). A discrete-continuous model in which 5 explicit
water molecules interacting with the reactants surrounded by a continuous dielectric environ-
ment (PCM) was employed. These small model systems were then studied using a dual-level
QM/MM MD approach where the sampling was obtained by PM3/TIP3P method and the ob-
tained structures were then used to obtain perturbative corrections at free energy with a high-
level M062X/6-311+G(d,p)/TIP3P approach (Chapter 5). All of this work on model systems
allowed us to highlight the following points: For sufficiently electrophilic ester derivatives, such
as the p-NO2 phenyl derivative, the most favorable reaction path after formation of the zwitteri-
onic tetrahedral intermediate is not the proton transfer, as proposed for PI3Kδ inhibitors in the
literature, but the dissociation of the C-OR bond, leading to the formation of an ion pair. The
occurrence of a large charge separation then provides the driving force for proton transfer and
the formation of the end products, which then takes place, along a rather flat free energy sur-
face. Our study also indicates that the effectiveness of inhibitors with phenolic leaving groups
should increase when the derivatives have electron-withdrawing substituents, which activate
the ester promoting the formation of the initial zwitterionic intermediate and facilitating sub-
sequent reaction steps. We find that the efficiency of the inhibitors observed experimentally is
well correlated with the calculated electrophilicity of the esters, and with the stability of the cor-
responding zwitterion. Therefore, the calculation of these properties seems to be an interesting
tool to evaluate a priori the efficiency of other candidate inhibitors.

Obviously, interactions with the enzymatic environment can modify the mechanisms de-
scribed for the model systems in aqueous solution. In the rest of our work, we were therefore
interested in this problem by looking at the mechanistic aspects in different models of the en-
zyme. As for the systems in aqueous solution, we first carried out a static study (Chapter 7).
Based on the analysis of the trajectories obtained from the classical molecular dynamics sim-
ulations (Chapter 6), we built a cluster model of the active site which consists of important
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amino acid residues, 5 water molecules and the inhibitor. The calculation method in this case is
a QM:QM method of the ONIOM type (M06-2X/6-31+G(d,p):PM6). These calculations pro-
vide an energetic overview of different reaction mechanisms that might be occurring within the
enzyme active site. Finally, the refinement of the most feasible mechanistic path allowed us
to use this information for the QM/MM molecular dynamics simulations (Chapter 8) on the
covalent inhibition mechanism by the p-NO2 phenyl derivative of the inhibitor (the most active
inhibitor). Employing the similar “dual-level” QM/MM approach as in the small model system
we obtained the free energy profile of the covalent inhibition reaction for the enzyme. The cal-
culated barrier is in good agreement with the experimental kinetic data available, which allows
us to validate the proposed theoretical approach and the mechanisms obtained.

Overall, all the calculations carried out during this thesis show that the covalent inhibition of
the PI3K enzyme by the ester electrophiles is a more complex mechanism than that proposed in
the literature from experimental kinetic data. After the formation of the enzyme-inhibitor com-
plex, the reaction begins with an activation of the active site, which occurs by proton transfer
from the protonated catalytic Lys to a nearby non-protonated Asp residue. Then the activated
Lys reacts with the ester group of the inhibitor forming a zwitterionic intermediate. The rest
of the mechanism is however dependent on the electronic properties of the inhibitor. For suffi-
ciently electrophilic inhibitors, such as the p-NO2 phenyl derivative, the reaction continues by
the dissociation of the zwitterion to an ion pair complex, then by a proton transfer leading to the
formation of the expected products (formation of an amide bond in the enzyme, then a leaving
alcohol). The calculations also show that the zwitterionic intermediate has low stability (tend
to dissociate backward towards neutral reactants) and that the limiting step of the inhibition
process is the one which leads to the ionic dissociation of the zwitterion, at least for the most
active inhibitors such as p-NO2 phenyl derivative case. We believe the results of these calcula-
tions open new perspectives for the development of more effective inhibitors. Further QM/MM
molecular dynamics studies on the enzyme with a more elaborated description of the QM layer
are in progress.
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Résumé
Les inhibiteurs covalents ciblés (TCI) sont très prometteurs pour la recherche de nouveaux médicaments.
Ils offrent un certain nombre d’avantages par rapport aux inhibiteurs réversibles traditionnels, comme un
temps de séjour prolongé, une puissance accrue et la possibilité d’apporter des modifications pour une
conception efficace. Les inhibiteurs de kinases sont les exemples les plus courants d’ITC. Les enzymes
phosphoinositide 3-kinase (PI3K) sont des cibles médicamenteuses importantes en oncologie car elles
sont impliquées dans la voie de signalisation de nombreuses fonctions cellulaires telles que le contrôle de
la croissance, le métabolisme et l’initiation de la traduction. Les résidus lysine (Lys) ont suscité un intérêt
croissant comme alternative pour l’inhibition covalente ciblée. Récemment, les premiers inhibiteurs
sélectifs et irréversibles avec des groupes esters comme tête électrophile ciblant le résidu Lys779 et
inactivant de manière covalente l’enzyme PI3Kδ ont été rapportés. L’objectif principal de cette thèse
est d’élucider le mécanisme de l’inhibition covalente de PI3Kδ par ces inhibiteurs ester afin d’aider à la
conception future de nouveaux inhibiteurs avec des activités supérieures.

Avant les études mécanistiques sur l’enzyme, nous avons d’abord effectué des calculs ab initio et
DFT sur la réaction modèle entre la méthylamine et les acétates de méthyle, phényle et p-NO2 phényle
en solution aqueuse. Les mêmes systèmes modèles ont ensuite été étudiés par l’approche de dynamique
moléculaire QM/MM "à double niveau". Pour l’option "bas niveau", les simulations QM/MM ont été
conduites au niveau PM3/TIP3P, et elles ont permis d’obtenir l’échantillonnage du système dans le cadre
de la technique « umbrella sampling ». Les structures obtenues ont ensuite été utilisées pour obtenir
des corrections perturbatives à l’énergie libre avec une région QM de "haut niveau" décrite par la méth-
ode M06-2X/6-311+G(d,p). Les résultats montrent que la première étape implique la formation d’un
intermédiaire tétraédrique zwittérionique. Ensuite, pour des esters suffisamment électrophiles, tels que
le dérivé p-NO2, la réaction se déroule par dissociation du zwittérion sous forme de paire d’ions, suivie
d’un transfert de protons conduisant à la formation des produits attendus.

Nous avons utilisé des outils théoriques similaires pour étudier les mécanismes d’inhibition dans
le cas de l’enzyme. Tout d’abord, un modèle de site actif de l’enzyme a été construit par des simula-
tions classiques de dynamique moléculaire. Ensuite, l’approche ONIOM QM:QM au niveau M06-2X/6-
31+G(d,p):PM6 a été appliquée pour obtenir les mécanismes de réaction envisageables dans ce site actif.
Ces calculs nous ont permis d’affiner les mécanismes de réaction dans l’environnement enzymatique qui
confirment globalement les étapes obtenues à partir du petit système modèle. Nous avons finalement
utilisé ces informations pour aborder une étude QM/MM dynamique sur l’enzyme en utilisant le même
protocole "double niveau" établi pour le petit système modèle, ce qui nous a permis d’obtenir le profil
d’énergie libre du mécanisme d’inhibition de PI3Kδ pour le dérivé p-NO2 de l’inhibiteur ester. La bar-
rière calculée est en bon accord avec les données cinétiques expérimentales disponibles, ce qui valide
l’approche théorique proposée et les mécanismes obtenus.

Grâce à l’élucidation du mécanisme d’inhibition de composés précédemment testés expérimentale-
ment, notre étude ouvre la voie à la découverte de nouveaux inhibiteurs à activité améliorée à l’aide des
outils de la chimie théorique.

Mots-clés: Dynamique Moléculaire; ONIOM; QM/MM; Dual-Level; DFT; PI3Kδ ; Inhibition Cova-
lente; Simulation Atomistique, Lysine



Abstract

Targeted Covalent Inhibitors (TCIs) hold great promise for search of new drugs. They offer a num-
ber of potential advantages over traditional reversible inhibitors, such as extended residence time, in-
creased potency, and the ability to make modifications for effective design. Kinase inhibitors are the
most common examples of TCIs. Phosphoinositide 3-kinase (PI3K) enzymes are important drug targets
in oncology as they are involved in the signaling pathway for many cellular functions such as growth
control, metabolism and translation initiation. Lysine (Lys) residues have gained increasing interest as
an alternative for targeted covalent inhibition. Recently, the first selective and irreversible inhibitors with
ester groups as electrophilic head targeting the Lys779 residue and covalently inactivating the PI3Kδ

enzyme were reported. The main objective of this thesis is to elucidate the mechanism of the covalent in-
hibition of PI3Kδ by these ester inhibitors in order to assist future design of new inhibitors with superior
activities.

Prior to the mechanistic studies on the enzyme, initially, we performed ab initio and DFT calculations
on the model reaction between methylamine and methyl, phenyl and p-NO2 phenyl acetates in aqueous
solution. The same model systems were then studied by the "dual-level" QM/MM molecular dynamics
approach. For the “low-level” option, PM3/TIP3P umbrella sampling QM/MM simulations were applied
for the sampling. The obtained structures were then used to obtain perturbative corrections to the free
energy with a “high-level” QM region at the M06-2X/6-311+G(d,p) level. The results show that the
first step involves the formation of the zwitterionic tetrahedral intermediate. Then, for sufficiently elec-
trophilic esters, such as the p-NO2 derivative, the reaction proceeds by dissociation of the zwitterion as
an ion pair, followed by proton transfer leading to the formation of the expected products.

We, then, employed similar computational tools to shed light on the mechanistic aspects of the
enzyme. First, an active site model of the enzyme was built through classical molecular dynamics sim-
ulations. Then, ONIOM QM:QM approach at the M06-2X/6-31+G(d,p):PM6 level was applied to get
possible reaction mechanisms in this active site. These calculations guided us to refine the reaction mech-
anisms in enzyme environment which globally confirm the steps obtained from the small model system.
We finally used this information to approach a dynamic QM/MM study on the enzyme using the same
“dual-level” protocol established for the small model system, which allowed us to obtain the free energy
profile of the inhibition mechanism of PI3Kδ for p-NO2 derivative of the ester inhibitor. The calculated
barrier is in good agreement with the available experimental kinetic data, which validates the proposed
theoretical approach and the obtained mechanisms.

Through the elucidation of the inhibition mechanism of previously experimentally tested compounds,
our study paves the way for the discovery of new inhibitors with improved activity with the help of
theoretical chemistry tools.

Keywords: Molecular Dynamics; ONIOM; QM/MM; Dual-Level; DFT; PI3Kδ ; Covalent Inhibition,
Atomistic Simulation, Lysine
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