
HAL Id: tel-04257373
https://hal.univ-lorraine.fr/tel-04257373v1

Submitted on 25 Oct 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Synthesis of Boolean networks from the structure and
dynamics of reaction networks

Athénaïs Vaginay

To cite this version:
Athénaïs Vaginay. Synthesis of Boolean networks from the structure and dynamics of reaction net-
works. Computer Science [cs]. Université de Lorraine, 2023. English. �NNT : 2023LORR0135�.
�tel-04257373�

https://hal.univ-lorraine.fr/tel-04257373v1
https://hal.archives-ouvertes.fr


AVERTISSEMENT 

Ce document est le fruit d'un long travail approuvé par le jury de 
soutenance et mis à disposition de l'ensemble de la 
communauté universitaire élargie. 

Il est soumis à la propriété intellectuelle de l'auteur. Ceci 
implique une obligation de citation et de référencement lors de 
l’utilisation de ce document. 

D'autre part, toute contrefaçon, plagiat, reproduction  illicite 
encourt une poursuite pénale. 

Contact bibliothèque : ddoc-theses-contact@univ-lorraine.fr 
(Cette adresse ne permet pas de contacter les auteurs)

LIENS 

Code de la Propriété Intellectuelle. articles L 122. 4 
Code de la Propriété Intellectuelle. articles L 335.2- L 335.10 
http://www.cfcopies.com/V2/leg/leg_droi.php 
http://www.culture.gouv.fr/culture/infos-pratiques/droits/protection.htm 
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Löıc Paulevé Chargé de Recherche CNRS, Labri

Examinatrice : Anna Niarakis Mâıtre de Conférences HDR, Université d’Evry Val d’Essonne
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General Introduction

Almost never can a complex system of any kind be understood as a simple
extrapolation from the properties of its elementary components.

Marr in [Mar82, p. 19]

Life and other processes at its periphery are made possible by intertwined (bio)-chemical
transformations that form so-called biological systems [Far21; Lav89]. Hillmer gives the following
definition of a system [Hil15]:

A system is a collection of parts and factors that work together to complete a task.
Conversely, for a given task, the system is defined by the set of all parts and factors
which influence, accomplish, or impede that task.

Biological systems are often described as complex, because their dynamics are not easily derived
from the static knowledge of their constituents in isolation [Spi04]. Moreover, the dynamics is
often found to be “robust yet fragile” [Kit04; Alo19]. This means that most of the functions of
biological systems are typically maintained despite external and internal perturbations, but it
can happen that some small local changes have a strong impact on the complete system [Whi12].
The yeast cell cycle is an example of such a robust yet fragile system [Li+04; LA21].

Depending on the situation, the impact of the perturbations may be considered to be for the
better (e.g., more production of a desired compound) or for the worse (e.g., a cell that stops
answering to external stimuli and becomes cancerous). In particular, health and disease can be
seen respectively as normal and perturbed dynamics of a biological system.

To gain a comprehensive and systematic understanding of life in general (and of disease in
particular), it is thus necessary to study the dynamics of biological systems. Moreover, the
mechanisms driving those dynamics are important, in order to predict useful interventions that
make the systems act according to our wishes. These two aspects are the subjects of systems
biology [ZBH20; Bre10].

To date, the approaches of systems biology have been applied to study biological systems at
different levels and to solve a variety of problems [Kha21]. These levels include those of genes,
RNA, proteins, metabolite, cells, tissues, organs, whole individuals, and communities. As for
the kind of problems systems biology solves, examples include: deciphering disease mechanisms,
classifying patients, finding therapy options and diagnostic, prognostic or theranostic features of
biomarkers, and developping efficient drugs [Che+14; Bas+21; Cla+20; CRF20; Tur+21].

As for other fields, the core tool of systems biology are models [Laz02; WL05]. In the
broadest sense, a model is an abstract representation (abbreviated and convenient) of the
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General Introduction

reality (more complex and detailed) [Koh+10]. A model relies on some assumptions. It is
formal when it is expressed in a given formalism, i.e., a set of rules that specifies the model
blueprint rigorously [Gun14a]. It can be used to make predictions one can trust if the model is
correct [Gun14b]. As a matter of fact, the correctness of a model is hard to evaluate, but it is
estimated through the following points:

1. the validity of its assumptions,

2. how well its predictions fit the existing knowledge and experimental data.

A classic example of a model in biology is the use of ATCG strings to represent the sequence
of nucleotide bases that make up DNA: adenine (A), thymine (T), cytosine (C), and guanine
(G). This model ignores some aspects of the system under study, such as the cellular context in
which the DNA molecule exists, its interaction with the molecules around, and its 3D structure
(DNA is a double-stranded helix composed of atoms, themselves composed of smaller entities).
However, these omitted elements are irrelevant to answer many questions. Indeed, the sole study
of motifs in these DNA string models was successful to identify genes, to predict the function of
their products, to find the binding sites of some molecules, and to understand the evolutionary
history of different organisms [Dha06].

Various blueprints (modelling formalisms) have been proposed to study biological sys-
tems [Nov15; Mac+11]. To the best of my knowledge, they all rely on the traditional discretisation
philosophy of chemistry [Goo12]. Indeed, while the (chemical) processes that govern the bio-
logical systems at a molecular level consist of continuous transformations of some (chemical)
structures into some others, classic chemistry (and systems biology), traditionally breaks down
these continuous processes into a sequence of steps (reactions) applied to specific components
(species), considered as important [Goo12]. As for the study of the exact continuous processes, it
is the realm of molecular dynamics.

Several dichotomous classifications of the formal models used in systems biology have been
discussed in the literature:

1. static versus dynamical [Dai+10],

2. qualitative versus quantitative [Nov15],

3. mechanism-based versus influence-based [FH07; Hun+08a; Hun+08b; Fag+16; Bak+18;
Vod23].

The third dichotomy is the one that matters in this thesis. In the mechanism-based category, a
model mimics the underlying mechanisms by using reactions. Each reaction is formally described
by giving its inputs (reactants) and outputs (products). The simulation of a mechanism-based
model consists in picking a subset of its reactions and then applying the corresponding rewriting
to the current configuration of the system. In contrast, a model from the influence-based category
usually consists of a set of components, each associated with a transition rule that encodes the
relationship of that component to the others. In this category, we are particularly interested in
Boolean networks, which associate a Boolean function to each component. A simulation consists
in picking which components to update. The next configuration of the system is then computed
by updating the value of the components which have been chosen.

2



The assumptions and predictions of all these models typically concern the structure of the
system under study as well as its dynamics [RS02]. The former is about the components involved
and how they influence each other, while the latter is about patterns in the dynamics of the
system, such as the successive and stable configurations, or how the system reacts to some
perturbations. To achieve sufficient correctness, models and wet experiments are typically refined
over repeated iterations of hypothesis formulation, modelling, prediction, and experimentation.
This is the main idea of the so-called cycle of systems biology. In 2002, Kitano detailed a relatively
simple cycle, consisting of hypotheses from which we design and run wet experiments to generate
data [Kit02]. A model is then formulated in accordance with these data. In turn, the simulation
and analysis of the model produce new data and predictions that must be tested experimentally.
Other authors have subsequently refined the cycle, in particular to acknowledge that the “dry” in
silico experiments can also produce useful data, in parallel of “wet” experiments and that the data
integration part of the cycle has become more and more central [PK06; AKM09]. The current
consensus about this cycle is summarised in figure 1.

wet research cycle
(concrete system)

hypothesis,
question

experimental design

data generation
and analysis

data integration

data input

predictions

dry research cycle
(abstract model)

model
construction experiment

implementation

simulation

data integration

Figure 1: Current consensus of the systems biology cycle adapted from [BS20, Figure 1]. The
“wet” and “dry” research cycles consist basically of the same steps, and can provide insights in
parallel to one another.

The data integration step concerns the data useful for and produced by the cycle, as well as the
models and other artefacts produced from them. This data tends to be large and heterogeneous but
paradoxically, they are often insufficient to produce detailed models [SLG06]. As for the models,
they are often scattered. To conciliate, organise and manage all this lore is difficult but of great
importance. In the last years, lots of efforts have been done to create “ressource-ome”1 [CMA05;
Lis11]. One of the most successful initiatives to store biological models is the repository BioModels,
which contains a curated collection of over a thousand published models [Mal+20]. The repository
uses different languages to define the content, syntax, and semantics of the models [Nov06]. In
particular, the Systems Biology Markup Language (SBML) is the de facto standard for encoding
biological models [Kea+20]. The success of SBML is demonstrated by both its prevalence in the
literature and its use in many programs (for model creation, simulation, analysis, annotation,
etc.). In SBML, the encoding of a model consists of a static representation that strives to
be formalism-agnostic. Then, tools importing an SBML model can cast it in (virtually) any

1 The suffix “ome” is principally used in biology, and forms nouns referring to a totality of things. For example,
genome, proteome, etc.
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formalism.
Each formalism has its own strengths and weaknesses [Nov15]. The choice of which to use is

guided by the question at hand: the best one is the simplest one which is sufficient to answer the
question [Bak+18; Bor05]. In the literature, most of the models correspond to detailed reaction
networks usually studied using the formalisms of ordinary differential equations. However, and
while counter-intuitive, it is sometimes interesting to downgrade (abstract) to a “simpler” (coarser,
less granular) formalism [DB08a]. In some cases, the granularity level of two different models are
nested in such a way that it is possible to draw conclusions about the more granular model by
running computations on the less granular model [HGD08; FS08a].

The most important kind of abstraction considered in this thesis pertains to the values of the
variables in the models: we will abstract the precise amount of the species and only keep track of
whether they are above a given threshold or not. Formally, value abstraction is a process which
approximates a computation on values from a set C (called the concrete domain) with values
from a smaller set A (called the abstract domain). This is done by mapping the elements of C to
the elements of A. The mapping is designed to preserve some relevant properties. For example, if
C is ordered, then the abstraction should preserve the ordering as well. This allows us to reason
directly with operations on A while drawing conclusions on C.

A classic example of such an abstraction is the mapping from the reals (concrete domain)
to the signs (abstract domain). The “rules of signs” (figure 1.6 on page 26), first described by
Brahmagupta in his book Brāhmasphut.asiddhānta (628 c.e.), state that there are cases where
we do not need to know the exact value of the arguments to know the sign of the result of
an arithmetic operation. We intuitively all know that the sign abstraction is correct, in that
every solution of the computation done with real values is consistent with the solutions of the
computation done with the sign of the real values. However, there are also some cases in which
the sign of the result is unknown. For example, we cannot know the exact sign of the sum of a
positive and a negative. It is symbolised by using ⊤ in the tables from figure 1.6 on page 26. The
sign abstraction is thus incomplete.

Computer science abounds with formal methods to study abstraction [Mel13]. Fages et al.
used some of these methods to establish formally the relationship of core reaction network models
along with their differential (system of first-order differential equations), stochastic (continuous-
time Markov chain), discrete (Petri net) and Boolean (Boolean asynchronous transition system)
semantics [FS08a]. Such formal connection does not exist for all the kinds of models that are
used in systems biology, in particular between reaction networks and Boolean networks. Still,
Boolean automata networks are often used in place of reaction network models because they are
simpler to reason with. Therefore, this thesis studies the conversion of reaction network models
to Boolean network models.

Problem Statement and Contributions

In this thesis, we challenged ourselves to improve the model development cycle. The novelty
is in that we do so by up-cycling knowledge and data retrieved from existing models, instead
of producing new ones through wet experiments. Indeed, the literature is rich of “ready-to-use”
models, especially reaction network models, but we are convinced that converting these models

4



into the formalism of Boolean networks can help to discover new insights and ease some analyses
that are not easy to run on the original models (such as control). Moreover, by avoiding a
hand-made conversion process and by using peer-reviewed models (which have undergone rigorous
testing and validation), we avoid an error-prone conversion, and we can validate the resulting
models against high-quality data, providing confidence in the overall process.

With these ideas in mind, we develop an approach to automatically synthesise Boolean networks
from existing reaction networks. The proposed approach is inspired by what is classically done by
the existing model synthesis methods. In particular, it is formulated as a parameter-fitting task,
and the information used to fit the Boolean networks pertains the structure (list of components
and their direct influences on one another) and the dynamics (list of behavioural patterns of the
components) of the underlying system.

For a given reaction network, we define its structure as a graph which captures the direct
influences of the components. We can retrieve such a graph by simply parsing the input model.
As for the dynamics, we explore two ways of retrieving it. Both ways rely on the simulation of
ordinary differential equations (ODEs) retrieved from the reaction network. First, the qualitative
dynamics of a reaction network is obtained by abstract simulation. For this, we construct a
first-order logic formula from the ODEs of the reaction network. We call this formula a first-order
Boolean networks with non-deterministic updates because its abstract interpretation (where the
precise values of the variables are replaced by their sign) defines a transition relation on the
Boolean configurations of the system. It can thus be used to build a Boolean transition graph.
We show that this graph is a correct overapproximation relatively to the Euler simulation of
the ODEs. Second, we use a concrete simulation of the ODEs, followed by a binarisation step.
This second approach may seem naive at first glance, but the problem is not that simple as
ODEs of biological system exhibit so-called stiff behaviours (mix of slow and rapid evolutions).
In particular, simple simulation algorithms, such as the Euler algorithm, do not perform very
well, and clever simulation algorithms have to be used to balance the trade-off between accuracy
and efficiency of the simulation. Moreover, as it is more direct, it allows us to process reaction
networks for which the abstract simulation is not yet applicable. In particular, if the reaction
network is coupled with discontinuous events, which is the case for real-life models available in
databases.

Then, the Boolean network synthesis step consists in finding all the Boolean networks
compatible with a given structure and dynamics. As mentioned earlier, this step is formulated as
a parameter-fitting task. More precisely, we see it as a constraint satisfaction problem mixed with
optimisation. We encode the problem in the answer-set programming framework (ASP) because it
is well suited for this kind of problems. In our framework, a Boolean network is considered to be
compatible with a given structure if the influences that play a role in its dynamics are all allowed
by the provided structure. As for the dynamics, we investigate cases where it is given as either
a complete truth table, or a partial truth table, or a quantitative timeseries which undergoes a
binarisation step. A Boolean network is considered to be compatible with a given dynamics if it
can somehow reproduce it. The structure constraints are hard, but the dynamics constraints are
soft. Indeed, it is not always the case that a Boolean network with a perfect fit exists, in which
case we want to synthesise Boolean networks that respect the provided structure and reproduce
the dynamics as well as possible.
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General Introduction

The SBML2BNET pipeline is an implementation of all the methods mentioned above, where
the input reaction network is encoded in the Systems Biology Markup Language (SBML) and
the synthesised Boolean networks are encoded in the BNET format. This pipeline is intended
to be modular, so that several variants can be explored. We apply SBML2BNET on simple
reaction networks and more complex ones, retrieved from the BioModels repository, and show
that it is always able to retrieve Boolean networks with the best compatibility, according to
our criteria. We also discuss the limitations and difficulties faced, in particular when the input
reaction network makes use of additional discontinuous events and rules.

In summary, along the document, we attempt to answer the following questions:

Q1 What are the advantages of a Boolean network, compared to a reaction network? In which
cases is a Boolean network preferable to a reaction network?

Q2 What information can we use to synthesise Boolean networks?

Q3 How can this information be retrieved from a reaction network?

Q4 How can this information be used to define the notion of compatibility of a Boolean network
with a reaction network?

Q5 How to synthesise automatically such a compatible Boolean network?

Q6 Does a compatible Boolean network always exist?

Outline

This thesis is organised as follows. Chapters 3 to 5 are the core contribution chapters of the
thesis.
Chapter 1: Preliminaries
This chapter presents general concepts and notations, as well as propositional and first-order
logic, which are major formal tools used in the thesis. The former is used to formalise Boolean
functions and ultimatively Boolean networks. The latter is used to formalise algebra and the
sign abstraction on equations (that we prove to be correct but incomplete), as well as systems of
ordinary differential equations which are in use in the so-called differential semantics of reaction
networks.
Chapter 2: Formal Modeling of Biological Systems
In this chapter, we do a literature review to address Q1 and Q2. We present the field in which
this thesis is situated, namely the field of formal modelisation of biological systems. We highlight
several blueprints of models proposed to study biological systems, as well as their strength and
weaknesses. We also analyse a plethora of existing model construction methods, and highlight
their commonalities. In particular, that this task is usually formulated as a parameter-fitting task,
and that the usual information used to fit the models pertains the structure (list of components
and their interaction) and the dynamics (list of behavioural patterns of the components) of the
underlying system.
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Chapter 3: Extracting the Structure and Dynamics of a Reaction Network
This chapter addresses Q3. We detail the proposed procedure to retrieve the structure and the
dynamics of a given reaction network.
Chapter 4: Boolean Network Synthesis from Given Structure and Dynamics
In this chapter, we address Q4, Q5 and Q6: we describe our approach to synthesise Boolean
networks compatible with a given structure and dynamics. We compare our approach with three
state-of-the-art Boolean network synthesis methods, namely REVEAL, Best-Fit, and Caspo-TS,
and we discuss the limitations from which they suffer from in the context of this thesis.
Chapter 5: The SBML2BNET Pipeline and its Evaluation
The implementations of the methods presented in chapters 3 and 4 are put together in this
chapter. Several variants of the resulting pipeline are applied on simple reaction networks and
more complex ones, retrieved from the BioModels repository. We show that the translation from a
reaction network to a set of Boolean networks is overall quite straightforward, and we discuss the
limitations and difficulties faced, in particular when the reaction networks make use of additional
features.
General Conclusion
This chapter summarises the results obtained and discusses several perspectives, which mainly
concern the application of the SBML2BNET pipeline on bigger and more complex reaction
networks.
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This chapter is mostly intended for readers with little experience with concepts and terminology
classically used in mathematics.
Outline In section 1.1, we introduce general concepts and notations. Then in section 1.2,
we focus on logic, as it is the foundation of our definitions for Boolean networks and reaction
networks. Ordinary differential equations and Boolean functions are presented in sections 1.5
and 1.6 respectively. Dynamical systems are presented in section 1.7, along with Boolean networks
and reaction networks in sections 1.8 and 1.9 respectively.

1.1 General Concepts and Notations

1.1.1 Sets

Definition 1.1.1 (Set). A set is a collection of distinct elements whose order does not matter.
Sets are denoted using the delimiters {. . .}. Given a finite set S, |S| denotes its cardinality (i.e.,
the number of elements in the set). If an element e belongs to a set S, we write e ∈ S. If all
elements of a set S are also elements of a set S′, we say that S is a subset of S′ and write S ⊆ S′.

In this thesis, some sets are of special interest. They are summarised in table 1.1. For the
sets B and S, the values used might depend on the context.

Table 1.1: Summary of the sets used in the thesis.

Name Symbol Values

Booleans B {False,True} or {0, 1} or {−1, 1}
Signs S {−1, 0, 1} or {↘,→,↗}

Naturals N {0, 1, 2, . . .}
Integers Z {. . . ,−1, 0, 1, . . .}

Positive Reals R+ {0, . . . , 0.4567 . . . , 13.12, . . .}
Reals R {. . . ,−5.67383, . . . , 0, . . . , 123.45678, . . .}

Definition 1.1.2 (Powerset). The powerset of a set S is the set of all 2|S| possible subsets of S,
i.e.,

2S = {R | R ⊆ S}.

Example 1.1.3. The powerset of {a, b} is {∅, {a}, {b}, {a, b}}.

Definition 1.1.4 (Cartesian Product). The Cartesian product of two sets S and T is the set of
all tuples where the first element is from S and the second element is from T :

S × T = {(s, t) | s ∈ S, t ∈ T}.
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1.1. General Concepts and Notations

The Cartesian product of three or more sets is defined by the obvious extension.

Example 1.1.5. The Cartesian product of {a, b} and {1, 2, 3} computes the set {(a, 1), (a, 2),
(a, 3), (b, 1), (b, 2), (b, 3)}.

1.1.2 Relations

Definition 1.1.6 (Relation). An n-ary relation r is a subset of the Cartesian product of n sets.
Its domain, denoted dom(r), is the corresponding Cartesian product. The number n of arguments
of a relation r is called the arity. A relation r of arity n is denoted r(n).

A relation r can be defined by giving a list of ordered tuples of values, or by a generative
expression (formula).

Example 1.1.7. Let S = {0, 2, 4}, T = {1, 3, 5} and l and e two relations meaning respectively
“less than” and “equals”. We have that r = {(0, 1), (0, 3), (0, 5), (2, 3), (2, 5), (4, 5)} and e = ∅.

A binary relation is a relation of arity two. When dealing with a binary relation r, we will use
three interchangeable notations to say that s ∈ S is in relation with t ∈ T in r: either r(s, t) or
(s, t) ∈ r or s r t. The first notation will be particularly useful later when dealing with predicates
in logic, the second will be particularly used when dealing with abstraction and the third one will
serve as a shortcut when the relations will be classic operators.

1.1.3 Functions

Definition 1.1.8 (Function). A function f ⊆ I1× . . .×In×O, also denoted f : I1× . . .×In → O,
is a special kind of relation which assigns at most one element f(x) ∈ O to every x ∈ I1× . . .× In.
Adopting the terminology of programming, we refer to x and f(x) as input and output, respectively.
For a given function f taking n inputs, the notations f(x) = y and (x, y) ∈ f are equivalent if
we consider the corresponding relation of arity n+ 1. The domain of a function f : A→ B is
the set A and it is denoted dom(f). A function f is said to be partial if not all the elements of
dom(f) have an output, and total otherwise. The restriction of f to a subset A′ ⊆ dom(f) is
written as f|A′. The composition f ◦ g of two functions f and g is obtained by first applying g
and then applying f .

The mapping that defines a function can be given in different ways. For example, we use the
notation {(a1, b1), . . . , (an, bn)} for the finite function f with finite domain dom(f) = {a1, . . . , an}
and f(ai) = bi for all 1 ≤ i ≤ n.

The mapping can also be represented using a function table, which is a complete list of all
the points in the domain of f along the value of f at each point. When the function takes two
inputs, the function table can be given as a 2-entries table, such that what is done in figure 1.6
on page 26. One can also use function graphs which are particularly suitable representations for
functions with one input. The input values are put in abscissa, and the output values in ordinate.
Finally, a more compact way to define a function is to use a formula.

In some sections of this thesis, it will be of prime importance to distinguish the function itself
(the mapping) from the generative expression (formula) that defines it.
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Example 1.1.9. f = {(0, 1), (1, 2), (2, 3), (3, 0)} defines a total function from A to B, with
A = B = {0, 1, 2, 3}. Its table and graph are given below:

input output
0 1
1 2
2 3
3 0

1 2 3

1

2

3

input

ou
tp

ut

By contrast, g : R→ R, g(x) = 2x2 + 13 is an example of a function defined by a formula.

1.1.4 Derivatives

Under some conditions (of continuity, smoothness, . . . ), we can define the rate of change of a
function f with respect to changes in its inputs. It is called the derivative.

Example 1.1.10. The derivative of f(x) = 3x is df
dx = 3 (later denoted ḟ = 3 for compactness),

intuitively because f(x) grows three times faster than x.

If f has several arguments, it can be partially derivated with respect to each of its arguments.
The derivative of f(a, b) relatively to a is denoted ∂f

∂a .

1.1.5 Multisets

A multiset is similar to a set, except in that it can contain the same element several times. We
model a multiset as a function that counts the number of occurrences of each element. The
following definitions are adapted from [Bli88].

Definition 1.1.11 (Multiset). A multiset m is a function from a domain A to N\{0}. m(a) is
called the multiplicity of a in m. By convention, we note a /∈ m if a /∈ A, and we consider that
m(a) = 0.

Note that in this thesis, we will only consider finite multiset, that is, with finite domains.

Definition 1.1.12 (Multiset union). The union of two multisets m1 and m2, denoted m1 ∪m2

is the set resulting from the union of their domain

S = {x | x ∈ m1 or x ∈ m2}.

Definition 1.1.13 (Multiset sum). The sum of two multiset m1 and m2, denoted m1 ⊎m2 is the
multiset

m(x) = m1(x) +m2(x) ∀x ∈ m1, x ∈ m2.

1.1.6 Graphs

Complete introduction to graph theory can be found for example in [Wil09]. In this thesis, we
will use the following concepts.
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Definition 1.1.14 (Graph). A graph is a tuple G = (V,E) where V is an arbitrary set and
E ⊆ V × V is a binary relation. V is called the set of vertices and E the set of edges. If E
is symmetric, then G is undirected; otherwise, it is directed. A function E → {+,−,±} is a
signature over G. By abuse of notation, we will denote X ∈ G and (X,Y ) ∈ G if the node X in
V and if the edge (X,Y ) ∈ G.

Definition 1.1.15 (Spanning subgraph). Given two graphs G = (V,E) and G′ = (V ′, E′), G′ is
a spanning subgraph of G if V ′ = V and E′ ⊆ E.

Definition 1.1.16 (Bipartite graph). A bipartite graph is a tuple G = (V1 ∪ V2, E) where V1 and
V2 are arbitrary sets such as V1 ∩ V2 = ∅ and E ⊆ V1 × V2 ∪ V2 × V1 is a binary relation.

1.1.7 Computational Complexity

We recall some basics about computational complexity [Pap94; AB09]. A computational problem
is a question on a given input, that can be answered by an algorithm. Examples of such problems
are decision problems (yes-no questions, such as “is the number n prime?”), search problems
(“is there a prime numbers in N?”), counting problems (“how many prime numbers are there in
N”), optimisation problems (“what is the best prime number, given a set of constraints”). The
complexity of a problem can be measured by looking at how much time and space is needed to
solve the problem computationally. In this context, time and space are abstract, and do not
represent physical time and space; they thus have no unit. Several classes of complexity have
been defined in the literature. Common classes are P, NP, PSPACE. They are summarised in
table 1.2.

Table 1.2: Common complexity classes.

Class Contains the problems solvable in. . . Example

P polynomial time. Find the shortest paths in a graph
NP polynomial time with non-deterministic

choices.
The Boolean Satisfiability Problem (SAT)

PSPACE polynomial space. Determining properties of regular expressions
and context-sensitive grammars

Although unproven, it is commonly assumed that these classes are hierarchised and indicate
the “difficulty” of solving a problem. For example, it is generally assumed that problems from the
class P are “simpler to solve” compared to problems from the class NP, for example.

For a given complexity class X, a problem P is co-X if checking a given counter-example for
the P is in X, X-complete if P is among the hardest problem of the class, X-hard if P is at least
as hard as the hardest problems in X (yet not necessarily in X ), and AB if P can be solved with
complexity A assuming an oracle (black-box) can solve problems of class B in one instruction.
For example, the SAT problem is NP-complete. An NP-hard problem might not be decidable, for
example, the halting problem.
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1.2 Let There be Logic

Logic is of preponderant importance in this thesis. Indeed, we will use propositional logic and
first-order logic to define formally what a Boolean network and a system of differential equations
are, respectively. Logic is also at the basics of the programming paradigms used to solve some
central problems in the thesis core. In particular, the Boolean network synthesis problem is solved
using a logic programming approach, namely Answer-Set Programming.

In the following, we recall some key concepts about logics. Exhaustive introductions to
propositional and first-order logics can be found in the book edited by the Open Logic Project
and in [CL03a; CL03b] (in French).

In any logic, there are two key attributes: the syntax and the semantics. The syntax of a
logic consists of a set of rules that specifies which finite sequences of symbols are well-formed
expressions, while the semantics determines the actual meanings behind these expressions.

Once syntax and semantics have been defined, it makes sense to evaluate a given formula, i.e.,
to ask whether it evaluates to True or False for a given assignment of its constituents. Another
key problem is to determine what are the solutions of the formula, i.e., what are the possible
assignments that make the formula evaluate to True. Recall from table 1.1 that we can encode
False and True using 0 and 1 respectively (from the set B).

Logics rely on a set of logical connectives. In the thesis, the set of connectives consists of
the unary connective ¬ (which stands for “not”), and the binary connectives ∧,∨,⇒,⇔ (which
respectively stand for “and”, “or”, “implication” and “equivalence”). Each of these symbols denotes
a Boolean function which takes some inputs and returns a Boolean value, according to the truth
tables given in figure 1.1. We can see that the conjunction of two elements of B is equal to their
product as integers. We can push the analogy and omit the operator ∧, when it does not interfere
with readability. For example, with A,B ∈ B, we can write AB instead of A ∧ B.

input output
P ¬BP
0 1
1 0

input output output output output
P Q P ∧B Q P ∨B Q P⇔B Q P⇒B Q

0 0 0 0 1 1
0 1 0 1 0 1
1 0 0 1 0 0
1 1 1 1 1 1

Figure 1.1: Truth tables of the logical connectives.

In this thesis, we will use a simplified Backus-Naur Form (BNF) notation2 to describe the
syntaxes. This notation was first introduced in the ALGOL 60 report [Bac+60]. It consists of a
set of rules that describe how a symbol can be expanded in terms of other symbols. A rule is
typically written in the form:

symbol ::= expansion1 | expansion2

where ::= means “is defined as”, | indicates a choice between several possible expansions, which

2 In the literature, BNF is sometimes expanded to Backus Normal Form instead, but that is not recommanded
as it is not a proper normal form [Knu64].
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are sequences of symbols that might themselves be recursively defined with a BNF.

1.2.1 Propositional Logic

1.2.1.1 Syntax

The set Φ of well-formed formulas in propositional logic is defined by induction, given a set V of
propositional variables. A propositional variable p ∈ V is a well-formed formula. Now, if φ is a
well-formed formula, then so is its negation ¬φ. Let φ and φ′ be two well-formed formulas and ⊙
one of the binary logical connective defined earlier (such as ∧ for example), then φ⊙ φ′ is also a
well-formed formula. Using BNF notation:

φ,φ′ ∈ Φ(V) ::= 0 | 1 | p | ¬(φ)
| (φ ∧ φ′) | (φ ∨ φ′) | (φ⇒ φ′) | (φ⇔ φ′)

When parenthesis are omitted, we apply the following priorities: negations over conjunctions over
disjunctions over equivalence over implication.

Example 1.2.1. If V = {A,B}, the following are formulas:

A

¬A
A ∧ ¬B

However, “C” and “∼ A” are not formulas because they use symbols that are not allowed by the
syntax.

Some expressions respecting particular rules have specific names. In particular, below, we
define what is a literal, an elementary conjunction, a non-redundant elementary conjunction, a
DNF and a non-redundant DNF.

Definition 1.2.2 (Literal). A literal is an expression of the form x or ¬x, where x is a
propositional variable or a constant.

literal ::= 0 | 1 | p | ¬p where p ∈ V

Definition 1.2.3 (Elementary conjunction). An elementary conjunction —also called cube in
reference to the hypercube representation (see section 1.6.1) or product in reference to the analogy
with polynomials— is a conjunction of literals.

elemconj ::= literal | literal ∧ elemconj

Definition 1.2.4 (Non-redundant conjunction). An elementary conjunction is non-redundant if
the variables appear at most once.

Example 1.2.5. The conjunction A is non-redundant, while the conjunction A ∧ A is redundant.

Remark 1.2.6. The set of non-redundant conjunction one can construct from a finite set of
variables is finite.
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Definition 1.2.7 (Local adjacency). Two conjunctions are locally-adjacent if they contain the
same variables and differ in more than one literal.

Example 1.2.8. The conjunctions A ∧ B and A ∧ ¬B are locally-adjacent.

Definition 1.2.9 (Subsomption). Given two conjunctions c = ℓ1 ∧ . . .∧ ℓm and c′ = ℓ′1 ∧ . . .∧ ℓ′n,
we say that c subsume c′ if for all i such that 1 ≤ i ≤ m, there exists j such that 1 ≤ j ≤ m such
that ℓi = ℓ′j.

Example 1.2.10. The conjunction A ∧ ¬B ∧ C is subsumed by the conjunction A ∧ ¬B.

Definition 1.2.11 (Expression in Disjunctive Normal Form (DNF)). A logical formula is said to
be in Disjunctive Normal Form (DNF) if it is a disjunction of one or more elementary conjunctions.
Later in this thesis, such formulas will be of particular interest. The BNF of a DNF expression is:

DNF ::= elemconj | (elemconj) ∨DNF

Definition 1.2.12 (Non-redundant DNF expression). A DNF is non-redundant if all its con-
junctions are non-redundant and appear at most once.

Remark 1.2.13. The set of non-redundant DNF expression one can construct from a finite set
of variables is finite.

In the remaining of the thesis, the DNF are by default assumed to be non-redundant, except
if stated otherwise.

Example 1.2.14. The following propositional expressions are in disjunctive normal form: “(A ∧
¬B)∨ (¬A∧B)” and “A∧¬B∨¬A∧B”, but not “(A∨B)∧¬A”. The expression “(A∧A)∨ (A∧A)′′

is also in DNF, but it is redundant.

1.2.1.2 Semantics

In propositional logic, an interpretation simply consists in an arbitrary assignment of a truth
value {1, 0} to each propositional variable p ∈ V, i.e., a function ι : V → B. Hence, for a formula
which consists of n propositional variables there are 2n possible interpretations.

1.2.1.3 Formula Evaluation

Let φ be a formula and ι an interpretation, both over the same set of variables V. Since all the
variables in φ have an assigned truth value, we can compute the truth value of φ, denoted JφKι.
To do so, we substitute each variable in φ by its value given by ι, and recursively apply the truth
tables of the logical connectives (figure 1.1 on page 14). When evaluating a formula without
parentheses, we apply the following priorities: negation over conjunction over disjunction over
equivalence over implication. The complete process is summarised in figure 1.2. We write ι |= φ

if φ evaluates to 1 when using the truth assignment of the interpretation ι. In this case, we say
that ι is a model of φ, and that φ is satisfied by ι.
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J0Kι = 0

J1Kι = 1

JpKι = ι(p) p ∈ V

J¬φKι = ¬B(JφKι)

Jφ ∧ φ′Kι = JφKι ∧B Jφ′Kι
Jφ ∨ φ′Kι = JφKι ∨B Jφ′Kι

Jφ⇒ φ′Kι = JφKι ⇒B Jφ′Kι
Jφ⇔ φ′Kι = JφKι ⇔B Jφ′Kι

Figure 1.2: Interpretation of a propositional formula φ with respect to the variable assignment
ι : V → B.

1.2.1.4 Solution of a formula

The set of solutions sol(φ) is the set of assignments of the propositional variables of φ such that
φ evaluates to 1. Formally: sol(φ) = {ι : V → B | JφKι = 1}.

1.2.2 First-Order Logic

The expressiveness of propositional logic introduced above is quite limited. It can express
statements such as “this rat is cute” or “this bike is blue” but not “all rats are cute” or “there is
a blue bike”. First-order logic is in a sense an extension of propositional logic: it provides a richer
language that allows the use of variables whose domains can be other than B, of relations (called
predicates), and of quantification, thanks to which we can say things about the valuation of the
variables for which a formula is evaluates to 1.

1.2.2.1 Syntax

First-order logic adds, on top of the set of variables V and the of logical connectives {¬,∧,∨,⇒,⇔},
the universal ∀ (“for all”) and existential ∃ (“exists”) quantifiers, as well as disjoint sets of constant
symbols C, functions symbols F (k) of k inputs, for all k ≥ 0, and relations (called predicates)
symbols P(k) of arity k for all k ≥ 0. Formally, a first-order signature is a tuple

Σ =

C, ⋃
k≥0

F (k),
⋃
k≥0

P(k)

 .

From a given first-order signature, we can build two types of expressions: terms and formulas.
A term denotes an object in the domain of interest, while a formula makes a statement (which can
be true or false) about the relationship between some terms. Terms are thus the basic building
blocks of first-order logic formulas.
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The set TΣ(V) of terms is defined recursively from variable, constants, and function symbols
(but not from predicates!): every constant symbol c ∈ C and variable symbol v ∈ V is a term.
Moreover, from k terms t1, . . . , tk, and a function symbol f ∈ F (k), a larger term f(t1, . . . , tk)

can be built. In BNF:

t ∈ TΣ(V) ::= c | v | f(t1, . . . , tk) with c ∈ C, v ∈ V, f ∈ F (k), t1 . . . tk ∈ TΣ(V)

The set ΦΣ(V) of first-order formulas with signature Σ and over the variables V is defined
by induction. An atomic formula p(t1, . . . , tk) can be built from k terms t1, . . . , tk and a k-ary
predicate symbol p. Then, if φ,φ′ are formulas, ⊙ a binary logical connective, and x a variable,
¬φ and φ⊙ φ′ are also formulas, as well as ∀x φ (“for all valuations of x, φ evaluates to 1”) and
∃x φ (“there exists valuations of x such that φ evaluates to 1”). In BNF:

φ,φ′ ∈ Φ(V) ::= p(t1 . . . tk) where p ∈ P(k), t1 . . . tk ∈ TΣ(V)
| ¬φ | φ⊙ φ′

| ∀x φ where x /∈ V, φ ∈ Φ(V ∪ {x})
| ∃x φ where x /∈ V, φ ∈ Φ(V ∪ {x})

Definition 1.2.15 (Free and bound variables). In a formula, a variable that is not bound to a
quantifier is called free, and bound in the other case. In our setting, a variable cannot appear
both free and bound, as a new identifier is declared every time we use the connectives ∃ and ∀.
The set of free variables in a formula φ is denoted fv(φ).

Example 1.2.16. In the formula ∀X∃Y p(X,Y,Z), the variables X and Y are bounded while Z is
free.

Definition 1.2.17 (Ground formula). A formula is ground if it is variable-free.

1.2.2.2 Semantics

In this thesis, the interpretation of a first-order formula φ ∈ ΦΣ(V) requires two objects: a
relational structure S over signature Σ, and an assignment function, giving values to the variables
in V.

A relational structure S is a tuple consisting of:

• a set D, called the interpretation domain, also denoted dom(S),

• the interpretation of each of the constant symbol (i.e., for each constant symbol cΣ ∈ CΣ, a
value in D),

• the interpretation of each of the function symbols (i.e., for each function symbol of k inputs
fΣ ∈ FΣ, a (k + 1)-ary relation fS : D × . . .×D︸ ︷︷ ︸

k+1

),

• the interpretation of each of the predicate symbols (i.e., for each k-ary predicate symbol
pΣ ∈ PΣ, so a k-ary relation pS ⊆ 2D × . . .× 2D︸ ︷︷ ︸

k

). Remark that the interpretation of a

predicate can be viewed as the set of ordered tuples that make the predicate evaluate to 1.
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To indicate that a structure is for a particular signature Σ, one can refer to it as a Σ-structure.

Remark 1.2.18. Relational structures are typically used in database theory. They differ from
the classic structures used to interpret first-order formulas in that they associate relations to the
function symbols, instead of functions. In this thesis, the use of relational structures is justified
in that they are well attuned for an operation we will need later, namely the abstraction from
arithmetics on reals to arithmetics on signs (section 1.4.3). Moreover, any relational structure
with domain D corresponds to a classic structure whose domain is the powerset 2D of D.

Note that this definition of a structure does not specify which values are assigned to the free
variables in V. Indeed, the value of the variables are given by a dedicated assignment function
α : V → dom(S). Doing so is a common practice in logics, so one can define a structure and use
it with different variable assignments. Without this convention, the variable assignment has to
be directly given by the structure, thus a new structure has to be defined each time we change
the variable assignment.

1.2.2.3 Formula Evaluation

Given a Σ-structure S and a variable assignment α : V → dom(S), a first-order formula φ over
signature Σ can then be interpreted i.e., evaluated to either 0 or 1. Give a Σ-structure S, a
first-order formula φ over signature Σ is satisfiable if it exists a variable assignment function α
such that JφKα,S = 1. We denote this with α |=S φ. If φ is not satisfiable, it is called unsatisfiable.
Figure 1.3 summarises how to compute the truth value JφKα,S ∈ B of φ. We first define the value
JtKα,S of each term t as subset of elements of the interpretation domain D = dom(S) as follows:

• for a constant symbol cΣ ∈ CΣ, JcΣKα,S = {cS};

• for a variable symbol v ∈ V, JvKα,S = {α(v)};

• for a term fΣ(t1, . . . , tk), where fΣ is a function symbol with k inputs and t1, . . . , tk are
terms, JfΣ(t1, . . . , tk)Kα,S = {s | s1 ∈ Jt1Kα,S , . . . , sk ∈ JtkKα,S and (s1, . . . , sk, s) ∈ fS}.
Intuitively, this set consists of all the possible outputs that each combinations of the values
in the set of interpretation of each terms would return.

Now, for formulas, it works as follows. The evaluation of a formula consisting of a predicate
pΣ(t1, . . . tn) consists in checking if the given arguments (some terms, which evaluate as subsets
of D) are defined by the relation pS . If it is the case, the formula evaluates to 1. A universally
quantified formula evaluates to 1 iff the unquantified formula evaluates to 1 with the quantified
variable instantiated to each of the domain elements. An existentially quantified formula evaluates
to 1 iff the unquantified formula evaluates to 1 with the quantified variable instantiated to at
least one of the domain elements. Based on this, we make two remarks:

1. Only the assignments to the free variables matter when evaluating a formula φ.
Indeed, for a bound variable, the value given by an assignment function is overwritten by
the quantifier anyway. For example, the formula ¬P (y) ∧ ∀xP (x) can never be satisfiable,
whatever the assignment function. Indeed, any value assigned to x will be overwritten by
the ∀x, and ultimately, x will take the same value than the one assigned to the variable y,
so the formula will evaluate to 0.
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Interpretation of first-order terms:

JcΣKα,S = {cS} ⊆ dom(S)

JvKα,S = {α(v)} ⊆ dom(S)

JfΣ(t1, . . . , tk)Kα,S = {s | s1 ∈ Jt1Kα,S , . . . , sk ∈ JtkKα,S , (s1, . . . , sk, s) ∈ fS} ⊆ dom(S)

Interpretation of first-order formulas:

JpΣ(t1, . . . , tn)Kα,S =

{
1 if (Jt1Kα,S , . . . , JtkKα,S) ∈ pS
0 otherwise ∈ B

J¬φKα,S = ¬BJφKα,S ∈ B

Jφ ∧ φ′Kα,S = JφKα,S ∧B Jφ′Kα,S ∈ B
Jφ ∨ φ′Kα,S = JφKα,S ∨B Jφ′Kα,S ∈ B

Jφ⇒ φ′Kα,S = JφKα,S ⇒B Jφ′Kα,S ∈ B
Jφ⇔ φ′Kα,S = JφKα,S ⇔B Jφ′Kα,S ∈ B

J∀v.φKα,S =

{
1 if JφKα[v/s],S = 1 for all s ∈ dom(S)

0 otherwise ∈ B

J∃v.φKα,S =

{
1 if JφKα[v/s],S = 1 for some s ∈ dom(S)

0 otherwise ∈ B

Figure 1.3: Interpretation of first-order terms and formulas over a Σ-structure S and with respect
to a variable assignment α : V → dom(S). cΣ, fΣ, pΣ denote respectively a constant, a function
and a predicate symbols from Σ, v denotes a variable from V, t and t′ denote terms, and α[v/s]
denotes the substitution of v by the value s.
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2. First-order logic is decidable in finite domains. Indeed, when the interpretation
domain is finite, the interpretation process is finite and we will ultimately derive a truth
value for a formula. However, in the case where the domain of interpretation is infinite, it
is not always possible to determine that a universally quantified formula evaluates to 1, nor
that an existentially quantified formula evaluates to 0. In this thesis, we will only compute
the truth values of formulas using finite interpretation domain.

1.2.2.4 Solution of a formula

Given a structure S, the solution set solS(φ) is the set of assignments to the free variables of φ
such that φ evaluates to 1. As mentioned before, the truth value of a formula φ only depends on
the values of its free variable. Formally:

solS(φ)={α|fv(φ) | α : V → dom(S), JφKα,S = 1}.

1.3 Abstraction

Several Σ-structures can be used to interpret a given Σ-formula. Sometimes, two Σ-structures
correspond to different granularities, and the solutions they lead to are nested in such a way
that it is possible to draw conclusions about the solutions obtained with the more granular
structure, by only reasoning on the solutions obtained with the less granular structure. This kind
of reasoning is the matter of formal abstraction.

To define formally what an abstraction between two relational structures is, we need specific
functions called homomorphisms. Such a function relates two Σ-structures to each other, while
preserving the interpretation of the constants, the relations and the functions, as well as the order
of the domains, if any.

Definition 1.3.1 (Homomorphism of relational structures). A homomorphism between two
Σ-structures S and T is a function h : dom(S)→ dom(T ) such that3:

• It respects the interpretation of constant symbols. If cΣ is a constant symbol from Σ and ρ
an arbitrary value from dom(S) then :

ρ ∈ cS =⇒ h(ρ) ∈ cT .

This is in fact equivalent to {h(ρ)} = JcKT since there is only one element in cS.

• It respects the interpretation of function symbols. If fΣ is an n−ary function symbol from Σ

and ρ1 . . . ρn+1 are arbitrary values from dom(S), then:

(ρ1, . . . , ρn+1) ∈ fS =⇒ (h(ρ1), . . . , h(ρn+1)) ∈ fT .

• It respects the interpretation of predicate symbols. It pΣ is a predicate symbol from Σ and

3 Technically, it is the definition of a weak homomorphism otherwise it would have been ⇐⇒ instead of =⇒ .
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P1, . . . , Pn arbitrary sets from 2dom(S):

(P1, . . . , Pn) ∈ pS =⇒ ({h({ρ | ρ ∈ P1}, . . . , {h(ρ) | ρ ∈ Pn}) ∈ pT .

Figure 1.4 illustrates what a homomorphism h from structure S to structure T looks like,
given a function f and two arbitrary values ρ1 and ρ2 ∈ dom(S). Note that we assume here that
the interpretation of f is a functional relation (i.e., its result is a set with one element).

ρ1

ρ2

fS(ρ1, ρ2)

h(ρ1)
h(ρ2)

h(fT (ρ1, ρ2))

dom(S) dom(T )

h
h

h

Figure 1.4: Homomorphism h from structure S to structure T , given a function f and two
arbitrary values ρ1, ρ2 ∈ dom(S). The homomorphism preserves the interpretation of f .

Depending on the two structures that are related, a homomorphism can in fact be an
abstraction.

Definition 1.3.2 (Structure abstraction). Given two relational structures C and A, a homo-
morphism h : dom(C) → dom(A) is an abstraction from C to A if |dom(C)| > |dom(A)|. C is
called the concrete structure (and its domain dom(C) is the concrete domain) while A is called
the abstract structure (and its domain dom(A) is the abstract domain).

As already mentioned in the general introduction of the thesis, an abstraction preserves
some information but might throw away some other. This loss of information occurs because
a homomorphism is not necessarily reversible. Formally, we have that h is a function mapping
elements of dom(C) to elements of dom(A). Let h′ be the function that does the reverse: mapping
elements of dom(A) to elements of dom(C). A term tΣ interpreted with the concrete relational
structure C returns a subset of dom(C):

C = JtΣKC ⊆ dom(C)

applying h to C returns a set A ⊆ dom(A):

A = {h(x) | x ∈ C}

and applying h′ to A returns a set C ′ of concrete values in dom(C)

C ′ = h′(A).
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From there, we can distinguish three cases:

Case 1: sound and precise, if C = C ′.

Case 2: sound but not precise, if C ⊂ C ′.

Case 3: not sound, if C ∩ C ′ = ∅.

The same principles apply when reasoning on the solutions of first-order formulas. The
following theorem characterises the solutions of sound yet imprecise abstractions, such as the sign
abstraction that is formalised in the next section and that we will use intensively in chapter 3 to
characterise the dynamics of a reaction network.

Theorem 1.3.3 (Generalised John’s theorem [All21]). For any homomorphism h from a relational
structure S to a relational structure T (both on signature Σ) and for all existential and positive
first-order formula φ (on signature Σ as well) (no ∀ nor ¬ in φ), the set of solutions of φ in the
abstract structure contains at least all the abstraction of the concrete solutions:

h ◦ solS(φ) ⊆ solT (φ).

John’s theorem was primarily introduced in [JNN13; Nie+16] to approximate the solutions
of first-order formulas with specific structures and homomorphism. Its generalisation to any
structure and any homomorphism (including abstractions) can be found in the thesis of Emilie
Allart [All21]. Similar theorems with slightly different formulations can be found in the field of
model theory, such as the homomorphism preservation theorem [EF95; Ros08].

1.4 Arithmetic in First-Order Logic

In this section, we use first-order formulas to encode systems of arithmetic equations. We also
present three different structures with which we can interpret the formulas. These structures are
fundamental as we will build upon them to do abstract interpretation of ordinary differential
equations system in chapter 3.

1.4.1 Syntax

We consider the following signature:

Σarith =
(
R,Σ(2)

arith,
◦
=
)

with the set R of constant symbols (from the real numbers), the set V of variables symbols, and
the set of binary operators symbols Σ

(2)
arith = {+,×,−, /,pow}.

The set Earith(V) of terms is built from constant ρ ∈ R, variables x ∈ V , and binary operators
⊙ ∈ Σ

(2)
arith:

e, e′ ∈ Earith(V) ::= ρ ∈ R | x ∈ V | ⊙ ee′.

Recall that the notations ⊙ee′ and and e⊙ e′ are equivalent. For the operators in Σ
(2)
arith, we will

use the infix notation.
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Example 1.4.1. The following expressions are arithmetic terms:

2× x
4y + pow(4, 2)

but not 2%\8 as it does not respect the given syntax.

The set ΦΣarith
(V) of first-order arithmetic formulas is constructed from equations between

arithmetic terms e, e′ ∈ EΣ(V), and a subset of the usual first-order connectives:

φ ∈ ΦΣarith
(V) ::= e

◦
= e′ | ∃x.φ | φ ∧ φ | ¬φ where x ∈ V.

We sometimes use shorthands e ≥ 0 for the formula ∃x.e ◦
= x× x and e ≤ e′ for e′ − e ≥ 0.

1.4.2 Semantics

A formula e ◦
= e′ corresponds to an arithmetic equation between two arithmetic terms e, e′ ∈

Earith(V). A conjunction of such formulas corresponds to a system of arithmetic equations. For
any Σarith-structure S with domain dom(S), variable assignment α : V → dom(S), figure 1.5
summarises the interpretation of arithmetics terms JtKS,α ⊆ dom(S) and formulas JφKS,α ∈ B. In
particular, a formula t ◦

= t′ is true if the intersection of the possible values for t and the possible
values for t′ is non-empty, that is, if JtKα,S ∩ Jt′Kα,S ̸= ∅.

Interpretation of arithmetic terms:

JcΣKα,S = {cS} ⊆ dom(S)

JvKα,S = {α(v)} ⊆ dom(S)

Jt+ t′Kα,S = {r | s ∈ JtKα,S , s′ ∈ Jt′Kα,S , (s, s′, r) ∈ +S} ⊆ dom(S)

Jt× t′Kα,S = {r | s ∈ JtKα,S , s′ ∈ Jt′Kα,S , (s, s′, r) ∈ ×S} ⊆ dom(S)

Jt− t′Kα,S = {r | s ∈ JtKα,S , s′ ∈ Jt′Kα,S , (s, s′, r) ∈ −S} ⊆ dom(S)

Jt/t′Kα,S = {r | s ∈ JtKα,S , s′ ∈ Jt′Kα,S , (s, s′, r) ∈ /S} ⊆ dom(S)

Jpow(t, t′)Kα,S = {r | s ∈ JtKα,S , s′ ∈ Jt′Kα,S , (s, s′, r) ∈ powS} ⊆ dom(S)

Interpretation of arithmetic formulas:

Jt ◦
= t′Kα,S =

{
1 if JφKα,S ∩ Jφ′Kα,S ̸= ∅
0 otherwise ∈ B

Jφ ∧ φ′Kα,S = JφKα,S ∧B Jφ′Kα,S ∈ B

Figure 1.5: Interpretation of arithmetic terms and formulas with respect to the structure S and
the variable assignment α : V → dom(S). Moreover, v ∈ V.

We now present three different structures that can be used to interpret the expressions. Later
on, we will build on them to interpret not only arithmetic expressions but differential equations as
well. These structures are called SR, SR→R, and SS, according to their domain. These structures
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1.4. Arithmetic in First-Order Logic

correspond to algebra on reals, real-valued functions and signs, respectively. They are summarised
in table 1.3.

Table 1.3: Interpretation of arithmetic expressions in SR, SR→R, and SS.

Structure Domain Variable Assignments

SR R (reals) α : V → R
SR→R R→ R (real-valued functions) β : V → (R→ R)
SS S (signs) γ : V → S

Structure SR, for an interpretation on reals Here, arithmetic expressions are interpreted
in the domain of reals R. A binary operator ⊙ ∈ Σ

(2)
arith = {+,×,−, /,pow} is interpreted as the

classical binary (partial) functions ⊙SR for the addition, multiplication, subtraction, division, and
exponentiation of real numbers, respectively. Note that /SR is not a total function, since division
by zero is not defined. Therefore, Jx/0KSR,α = ∅ for any α : V → R. With this structure, the sets
involved contain a unique element. The ⊜ operator can thus be understood as the usual operator
for equality on classic arithmetics, by considering the unique value we have on the left and on the
right. In other words, we have (P1, P2) ∈⊜SR only if P1 = P2 = {x} for some x ∈ R.

Example 1.4.2. The term J6 + 4/x− (2× 0.5)K = {9} if x is assigned 1, but ∅ if x is assigned
0. The formula J6 ⊜ 6K evaluates to 1, but J6 ⊜ 10K evaluates to 0.

Structure SR→R, interpretation on real-valued functions Here, the arithmetic expressions
are interpreted in the domain of real-valued functions R → R. The binary operator ⊙SR→R

now denotes the partial functions for the addition, multiplication, subtraction, division, and
exponentiation of real-valued functions, respectively. Note that a constant ρ ∈ R is now interpreted
as a constant function: ρSR→R(x) = ρ for all x ∈ R. This time, the ⊜ operator is understood as
the point-wise equality of functions.
Structure SS, for an interpretation on the signs Here, the arithmetic expressions are
interpreted in the domain of signs S = {↗,→,↘}. To do so, we forget about the exact value of
the terms and only focus on their signs. The evaluation is done non-deterministically to the set of
all possible signs, according to the relational interpretation of the function symbols +,×,−, /,pow
given in figure 1.6.

Example 1.4.3. The term J3 + (−2)KSS = {↗} +SS {↘} = {↗,↘,↘} = S since we cannot
determine the sign precisely. And indeed, (↗,↘, s) ∈ +SS for all three signs s ∈ S.

1.4.3 Abstraction from SR to SS

Above, we defined SR and SS for the interpretation of arithmetic expressions with reals and signs,
respectively. Intuitively, we know that arithmetics on signs corresponds to a sound but imprecise
abstraction of arithmetics on reals (see Case 2 section 1.3 on page 23).

Example 1.4.4. Consider the following formula: 3 + (−2) ⊜ 1. Its interpretation on the
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input 2

in
pu

t
1

+SS ↗ → ↘ ⊤
↗ ↗ ↗ ⊤ ⊤
→ ↗ → ↘ ⊤
↘ ⊤ ↘ ↘ ⊤
⊤ ⊤ ⊤ ⊤ ⊤

×SS ↗ → ↘ ⊤
↗ ↗ → ↘ ⊤
→ → → → →
↘ ↘ → ↗ ⊤
⊤ ⊤ → ⊤ ⊤

−SS ↗ → ↘ ⊤
↗ ⊤ ↗ ↗ ⊤
→ ↘ → ↗ ⊤
↘ ↘ ↘ ⊤ ⊤
⊤ ⊤ ⊤ ⊤ ⊤

/SS ↗ → ↘ ⊤
↗ ↗ ∅ ↘ ⊤
→ → ∅ → →
↘ ↘ ∅ ↗ ⊤
⊤ ⊤ ∅ ⊤ ⊤

powSS ↗ → ↘ ⊤
↗ ↗ ↗ ↗ ↗
→ → → ↗ →
↘ ↘ ↘ ↗ ↘
⊤ ⊤ ⊤ ↗ ⊤

Figure 1.6: Rule of signs. The symbols ↗, ↘ and → denote respectively positive real numbers,
negative real numbers, and 0. The operation returns the set ⊤ = {↗,↘,→} when nothing is
known about the result.

structure SR gives:

J3 + (−2) ⊜ 1KSR = J3 + (−2)KSR ⊜SR J1KSR

= J3KSR +SR J−2KSR ⊜SR J1KSR

= {3}+SR {−2} ⊜SR {1}
= {1} ⊜SR {1}
= 1

Its interpreation on the structure of signs SS gives:

J3 + (−2) ⊜ 1KSS = J3 + (−2)KSS ⊜SS J1KSS

= {↗}+SS {↘} ⊜SS {↗}
= {↗,↘,→} ⊜SS {↗}
= 1

This is equivalent of applying the function h that abstract values to their signs:

{h(x1)|x1 ∈ J3KSR}+SS {h(x2)|x2 ∈ J−2KSR} ⊜SS {h(x3)|x3 ∈ J1KSR}
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But since JcKSR = {c}, we have that

{h(3)}+SS {h(−2)} ⊜SS {h(1)} = {↗}+SS {↘} ⊜SS {↗}
= {↗,↘,→} ⊜SS {↗}
= 1

More interestingly, given an arithmetic equation given as a first-order formula (which by
definition does not contain ∀ nor ¬), we can apply John’s theorem (theorem 1.3.3 on page 23),
and we get that the solutions obtained with the SS reflect the solutions we can obtain with SR.

1.5 First-Order Ordinary Differential Equations in FOL

Since Newton, mankind has come to realise that the laws of physics are always
expressed in the language of differential equations.

Strogatz in [Str09]

Differential equations are a well-established mathematical tool extensively applied to model
all kinds of phenomena in all kinds of fields. Their power comes from the fact they do not say
explicitly what the next configuration of the system under study is, but instead toward where a
configuration tends to evolve. Indeed, it is often easier to describe locally the evolution of some
variables than it is to describe why they have some particular values at some point in time. For
example, it is simpler to explain why population sizes grow or shrink than to give the exact values
at a given time.

Mathematically, a differential equation is an equation that uses functions and function
derivative(s):

ẏ = f(t, y)

Differential equations come in different flavours, but in this thesis, we will only deal with
autonomous first-order ordinary differential equations. We abbreviate this as ODEs.

Here, first-order should not be mistaken with the first-oder logic introduced earlier. Instead, it
relates to the fact that higher-order derivatives (such as ˙̇x) are not permitted. However, note that
we will use first-order logic to encode the differential equations. The term ordinary means the
involved functions and derivatives use a single input (thought of as time). Finally, autonomous
means the equations do not explicitly depend on time. The relation between a function and its
derivatives is thus fixed in time.

We now give a formal definition of the syntax and semantics of ODEs. It is based on notions
from the first-order logic (see section 1.2.2). It is not the most common formulation, but this will
pay off later when we will extract the dynamics of reaction networks (chapter 3).

1.5.1 Syntax

Let Σ̇arith =
(
R, {+,×,−, /,pow, ˙}, ◦

=
)

denote the differential signature. Notice the addition of
the dot operator ˙ compared to the signature Σarith introduced in section 1.4. A term t ∈ T can
be a variable (possibly dotted), a constant, or a sum, a difference, a multiplication, a division
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or a pow of two terms. An ODE is a first-order formula ϕ ∈ F
Σ̇arith

(V) we can build with the
following BNF:

ODE ::= dottedvar ⊜ baseterm

dottedvar ::= v̇ v ∈ V
baseterm ::= v v ∈ V

| baseterm + baseterm

| baseterm− baseterm

| baseterm× baseterm

| baseterm / baseterm

| pow(baseterm,baseterm)

term ::= baseterm | dottedvar

With this definition, the ODEs can capture the kind of behaviour we are interested in. In
particular, classic chemical kinetics with mass-action law, Michaelis-Menten law and Hill law.

Example 1.5.1 (The simplest possible ODE). The following expression is an ODE:

ẋ ⊜ 0

Definition 1.5.2 (ODE system). An ODE system is a first-order logic formula ϕ ∈ F
Σ̇arith

(V)
consisting of an ODE or the conjunction of ODEs. The free variables fv(ϕ) of the formula φ are
undotted variables,.

Example 1.5.3. The following first-order formula is an ODE system:

Ȧ ⊜ 0

∧ Ḃ ⊜ A

∧ Ċ ⊜ B+ 1

(1.1)

1.5.2 Usual Semantics

From a logic point of view, the variables represent real-valued functions (in the mathematical
sense, not in the logic sense), the arithmetic operators +,×,−, / and pow are interpreted as the
usual arithmetic operations in the structure of real-valued functions R→ R, such as in section 1.4.
Finally, the unary operator ˙applied to some variable x returns the derivative of x, if x is derivable,
and returns undefined otherwise.

When we are given an ODE (or an ODE system) represented by the formula ϕ, we only know
how do the derivatives of the functions behave. Solving an ODE (system) consists in finding the
functions which respect the ODE specifications. These functions are called trajectories. In order
to find the functions themselves, we need to somehow integrate the derivative. However, an ODE
(system) alone does not uniquely determine the solutions. One thus must provide some additional
conditions, referred to as initial conditions.
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Example 1.5.4. If we try to solve example 1.5.1, we know that x represents a constant function.
But there is no way to specify the exact value of the constant x takes. If we set x(0) = 42 as
initial condition, the solution is now uniquely defined.

The process is also illustrated on a more complicated example in section 3.3.1.1 on page 79.

From a logic point of view, these functions correspond to the solutions of ϕ over the structure
of real-valued functions, i.e., solR→R(ϕ). For each such solution β and variable x ∈ fv(ϕ),
β(x) : R+ → R is a trajectory of x.

In this thesis, we will assume that for any fixed initial values (α0 : fv(ϕ)→ R), there exists
one solution β ∈ solR→R(ϕ), such that β(x)(0) = α0(x) for all x ∈ fv(ϕ). But in general, it
is not necessarily the case. Formally, given a first-order differential equation ẏ = f(t, y), the
Picard-Lindelöf theorem (also known as the Cauchy-Lipschitz theorem) states that if f and the
partial derivative ∂f

∂y is continuous in some neighbourhood of the initial condition point (t0, y0,
then there is a solution on an interval T about t0, and it is unique [NSS12]. A proof can be found
in the literature [Wal98]. This theorem has stronger results when additional assumptions are
made on f . Also, it can be extended to a system of n first-order differential equations [AAL93].

Table 1.4 illustrates the descriptive power of differential equations on several examples. That
is, the fact ODEs are easier (more concise) than their solutions. Indeed, constants ODEs have
linear functions as solutions. Linear ODEs have exponential solutions, sine and cosine functions
come from pretty simple linear differential equation systems.

The solutions are closed form if they consist of a finite sequence of elementary functions (no
√, cos and log for example).

ODE solutions can be approximated numerically [DR15]. This is particularly useful for ODEs
that cannot be solved explicitly. Several algorithms exist. Some will be mentioned in chapter 3.
But they all roughly consist in starting from a given configuration and following some direction
based on what the equations are indicating for a duration based on a chosen timestep. Moreover,
the accuracy of the approximated solution heavily depends on the chosen timestep, rounding
errors, and equation stiffness, as will see in chapter 3 as well.

Ultimately, the trajectory can be attracted to a specific value (fixed point) or be cyclic.
Fixed-point and cycles are both referred to as attractors. One can also be interested into the
stability of the attractors, because close to an unstable attractor, any small perturbations can
lead the system to very different states. This is what is called a bifurcation.

There exist many mathematical and computational tools developed to simulate and analyse
ODEs which have been used to study biological systems, in particular see [Stä+21; DR15] for
numerical simulation, [Ter+19] for steady state identification and [Csi+06; BT04; TCN01] for
bifurcation analysis.

1.6 Boolean functions

A Boolean function is a function from Bn to B. It thus maps points in Bn to either 0 or 1.

Definition 1.6.1 (Truth table, True-point, False-point). The function table of a Boolean function
is commonly referred to as a truth table. Each input is identified with a decimal number
corresponding to the input value in base 2. An input for which the function returns 1 (respectively
0) is called a True-point (respectively False-point).
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ḟ
(t)

=
α

✓
f
(t)

=
α
t
+
C

✓
(linear)

ḟ
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1.6. Boolean functions

Example 1.6.2 (The “exclusive or” Boolean function). The following truth table defines a Boolean
function f(A,B) which evaluates to 1 when either the value of A or of B (but not both!) is 1:

input output
AB X = f(A,B)

0 00 0

1 01 1

2 10 1

3 11 0

1.6.1 Representation with Hypercube

The concepts related to Boolean functions have a simple (and useful) geometric interpretation
based on hypercubes.

Let Un be the unit hypercube of size n, i.e., the graph whose vertices consist of all the Boolean
vectors of length n: V (Un) = {(x1, . . . , xn) | xi ∈ {0, 1}}. Two vertices are adjacent if they differ
in exactly one coordinate. This is similar to definition 1.2.7 on page 16. The unit hypercubes for
n from 0 to 3 are depicted in figure 1.7.

0-hypercube 1-hypercube 2-hypercube 3-hypercube
(point) (segment) (square) (cube)

A
1

B
1

C
1

0

Figure 1.7: Unit hypercubes from size zero to size three.

The mapping defined by a Boolean function of arity n can be represented on the unit hypercube
Un. As it is just another way to represent the truth table, the hypercube representation fully
characterises the function without losing information. By convention in this thesis, False-points
will be represented by empty circles and True-points by filled (coloured) circles.

Example 1.6.3 (Hypercube representation of a Boolean function). The hypercube representation
of the function defined in example 1.6.2 is:

A

B

1.6.2 Representation with DNF Propositional Formulas

The definition of a Boolean network given later in this thesis (definition 1.8.1 on page 40) relies on
Boolean functions that are represented by propositional formulas in non-redundant Disjunctive
Normal Form (definition 1.2.12).

As stated before, a Boolean function f of arity n is a function f : Bn → B. Propositional
formulas, in particular those in DNF, can be used to represent Boolean functions. A given
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propositional formula φ (in DNF or not) on n variables x1, . . . , xn encodes a unique Boolean
function fφ of arity n. To retrieve the function encoded by a formula φ, one computes the value
JφKι for each of the 2n possible interpretation ι of the n variables of φ. In turn, a Boolean function
of arity n can be represented by propositional DNF formulas on n variables. However, it exists an
infinite number of equivalent propositional DNF formulas on n variables: general DNF formulas
are thus not canonical representation of Boolean functions.

Example 1.6.4. The formulas A, A ∨ A, A ∨ A ∨ A encode for the same function whose truth
table is

input output
A f(A)

0 0 0

1 1 1

Example 1.6.5. The propositional expression (A ∧ ¬B) ∨ (¬A ∧ B) is in DNF and encodes the
Boolean function whose truth table is given in example 1.6.2. The formula (A ∨ B) ∧ (¬A ∨ ¬B)
on the other hand, encodes the same Boolean function but is not in DNF.

1.6.3 Minimal Expressions

Later in this thesis, we will be interested in formulas which are as short as possible. Since we are
only interested in expressions given in DNF, we assume that the expressions are all given in DNF
from now on.

The size of a formula φ, denoted |φ|, corresponds to the number of literals used in φ.

Example 1.6.6 (Formula length). The formula A has length 1 (one variable appearing once),
and A ∧ A has length 2 (one variable appearing twice).

Formula minimisation is the process of shortening a formula. It is a hard problem in the
general case. The computational complexity of the logic minimisation problem depends on the
representation of the input. It is NP -hard when the Boolean function is given by the set of its
True-points. The DNF minimisation process results in the generation of formulas in minimal
Disjunctive Normal Form (minDNF).

Definition 1.6.7 (Subset minimal DNF). Among the infinite number of DNF one can build to
represent a given truth table, the smallest ones are called (subset) minimal DNF.

Example 1.6.8. The truth table

input output
AB X

0 00 1

1 01 1

2 10 1

3 11 0
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1.6. Boolean functions

can be represented by an infinite number of DNFs. In particular, the four DNFs below. The
hypercube representations indeed prove that they encode for the same function. However, the
shortest possible one, i.e., the minDNF, is ¬A ∨ ¬B.

A

B

(¬A ∧ B) ∨ (¬A ∧ ¬B) ∨ (A ∧ ¬B)

(A ∧ ¬B) ∨ ¬A

(¬A ∧ B) ∨ ¬B

¬A ∨ ¬B

MinDNF is not a canonical representation since there are Boolean functions which can be
represented by several equivalent minDNF.

Example 1.6.9. The function encoded by the following truth table

input output
ABC X

0 000 0

1 001 1

2 010 1

3 011 1

4 100 1

5 101 1

6 110 1

7 111 0

can be encoded with two minDNFs:
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A

B

C

(A ∧ ¬B) ∨ (B ∧ ¬C) ∨ (¬A ∧ C)

(¬A ∧ B) ∨ (¬B ∧ C) ∨ (A ∧ ¬C)

When given a partial truth table, each completion of the truth table corresponds to a set of
minDNF. The smallest ones are called cardinal minimal DNF.

Definition 1.6.10 (Cardinal minimal DNF). A DNF is cardinal-minimal if it is the smallest
subset-minimal DNFs compatible with a partial truth table.

Example 1.6.11. We consider the following partial truth table.

input output
AB X

0 00 1

1 01 1

2 10 1

3 11 *

As seen in example 1.6.8, ¬A ∨ ¬B is a subset-minimal DNF if the completion for the last line is
0. However, if the completion is 1, the subset-minimal DNF is the constant 1, which is smaller
than the expression mentioned above (it has a size of zero since it has no literal at all). It is thus
a cardinal-minimal DNF.

We now describe minimal DNF more formally. The description relies on the notions of
implicants, prime implicants and redundant prime implicants. These concepts were introduced by
Quine [Qui52].

Definition 1.6.12 (Implicant). Given two Boolean functions f and g, we say that f implies
g (or f is an implicant of g) if f(X) = 1 ⇒ g(X) = 1 for all X ∈ Bn. Since every Boolean
expression can be regarded as a Boolean function, we will also say indifferently that expression f

implies expression g.

If φ is a DNF representation of the Boolean function f , then every conjunction of φ is an
implicant of f .

Definition 1.6.13 (Prime implicant). An implicant is prime if it ceases to be an implicant if
any of its literal is removed.

Example 1.6.14. Let φ be B ∧ (¬A ∨ C). The expression ABC is an implicant of ϕ (since
(A∧B∧C)⇒ ϕ). However, it is not prime since we can obtain a shorter 1-implicant by removing
the literal A: (B ∧ C)⇒ ϕ.
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1.6. Boolean functions

Example 1.6.15. Similarly, ABC is an implicant of ABC ∨ AB but it is not prime because AB is
a shorter implicant.

The conjunctions in a minDNF are necessary prime implicants [Qui52]. Moreover, they exhibit
interesting patterns we will rely on in chapter 4. In particular:

• The set of subset minDNF one can build with n variables is included in the set of non-
redundant DNF.

• The conjunctions are locally non-adjacent to one another i.e., if they contain the same
variables, they differ in more than one literal (definition 1.2.7). Indeed, if two conjunctions
are locally adjacent, they can be replaced by a shorter conjunction.

Example 1.6.16. The two conjunctions in the following DNF are locally adjacent: A∧B∨
A ∧ ¬B. They can be replaced by the expression A.

• The conjunctions do not subsume one another i.e., for all conjunctions c = ℓ1 ∧ . . . ∧ ℓm
and c′ = ℓ′1 ∧ . . . ∧ ℓ′n, we don’t have that, for all i such that 1 ≤ i ≤ m, there exists j such
that 1 ≤ j ≤ m such that ℓi = ℓ′j (definition 1.2.9). Indeed, subsumed conjunction can be
removed.

Example 1.6.17. Let us consider the following DNF: A ∧ ¬B ∨ A ∧ ¬B ∧ C. The second
conjunction is subsumed by the first one. The DNF can be rewritten a ∧ ¬B.

Several methods have been proposed for DNF minimisation. Logic minimisation problems
can be reduced to set covering problems [CH11]. Usually, the algorithm used is the one of
Quine-McCluskey [McC56]. It is exact and can return all the solutions when several exist.
Other algorithms such as Espresso [Bra+82] (available in the tool Logic Friday) only return an
approximated result.

1.6.4 Specific Classes of Boolean Functions

In the thesis, we will refer to some specific classes of functions. The number of functions for some
of these classes is given in table 1.5.

Definition 1.6.18 (Variable essentiality, degenerated function). A variable i is essential for a
Boolean function f of size n if there exist two inputs X and Y (in Bn) that are identical except
on their i-th coordinate and for which f(X) ̸= f(Y ). The function f is degenerated if it has (at
least) one of its variables that is non-essential. Otherwise, f is said to be non-degenerated.

Example 1.6.19 (Degenerated function). The expression (A ∧ B) ∨ A encodes for a degenerated
function f that takes a priori two input variables A and B, but by checking the truth table of f ,
we can see that B is actually not essential:

input output
AB f(A,B)

0 00 0

1 01 0

2 10 1

3 11 1
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The truth table above can thus be represented by an alternative formula A, that uses only one
input variable instead of two.

Definition 1.6.20 (Input-wise monotony). A Boolean function f is 1-monotone in its variable
i if for all input X and Y where X equals Y except on i where Xi = 0 and Yi = 1, we have
f(X) ≤ f(Y ). Symmetrically, f is 0-monotone in i if X < Y =⇒ f(X) ≥ f(Y ). The function
f is monotone in i if it is either 1-monotone or 0-monotone in i.

Definition 1.6.21 (1-monotone, 0-monotone and monotone function). A Boolean function f of
size n is 1-monotone if it is 1-monotone on all its inputs. Symmetrically, it is 0-monotone if it is
0-monotone on all its inputs. The function f is monotone if it is 1-monotone or 0-monotone.

The output of a 1-monotone function cannot return 0 by simply setting one of its input to 1.
Graphically, a Boolean function is 1-monotone when its hypercube representation has no “upward”
edge from 1 to 0. A 1-monotone Boolean functions can be represented by monotone formulas,
i.e., formulas that contain only conjunctions, disjunctions but no negations.

Conversely, a Boolean function is 0-monotone when its hypercube representation has no
“upward” edge from 0 to 1.

The number of 1-monotone Boolean functions of arity n is counted by the Dedekind numbers
Dn. They are known up to n = 94 (table 1.5), and for higher n, they are estimated by the
following (tight) bounds:(

n

⌊n/2⌋

)
≤ log2(Dn) ≤

(
n

⌊n/2⌋

)
×
(
1 +O

(
α log n

n

))
Definition 1.6.22 (Bipolar function [BS17]). A Boolean function f is bipolar if it is monotone
in each of its input variable.

Example 1.6.23. The “exclusive or” function (whose truth table is shown in example 1.6.2 on
page 31) is the classical example of non-bipolar function. Indeed it is non-monotone is all its
inputs: f(00) = 0 and f(10) = 1, but f(01) = 1 and f(11) = 0. Hence f is non-monotone in A.
Moreover, f(00) = 0 and f(01) = 1, but f(10) = 1 and f(11) = 0. Hence f is non-monotone in
B.

In the literature, some of the concepts introduced above take several inconsistent names.
Below, we summarise some of these alternative names, and where they appear. Note that in this
thesis, we will use the ones in bold.

1-monotone [ADG04] = monotone [ADG04]

0-monotone

bipolar [BS17] = unate [SMS22], monotone [CMC19]5

4 The result for n = 9 is very new [Jäk23; Van+23].
5 I am not so sure for this paper because it seams to me that the authors use the definition of bipolar Boolean

functions while saying they are counted with the Dedekind number.

36



1.7. Models for Dynamical Systems

In summary, the set of 1-monotone functions (resp. 0-monotone functions), is the set of
function where the variables have at most a positive influence, noted + (resp. a negative influence,
noted −), while in the set of bipolar function, we consider both signs for all the variables. This
distinction is useful to understand the number of Boolean functions one can have given a set of
variables: if we allow only simple sign influences, it is counted by the Dedekind numbers while if
everything is with a double sign, it is bipolar. Otherwise, we are in between.

Enforcing monotone influences only is a useful constraint for search space reduction when
synthesising Boolean functions, and it captures some ground truth about how influences between
the species work in biological systems (see section 2.4.1.3).

1.7 Models for Dynamical Systems

In this thesis, we will focus on reaction network models and Boolean network models. They are
both some kind of dynamical models used to describe dynamical systems, so they share a lot
of concepts. Roughly speaking, a dynamical system consists of a set of components (species)
that have a given status. At a given time, the configuration of the complete system is formed of
the status of the components of the system. The system is also defined by a transition function,
that returns the (set of) configuration(s) that are reachable from a given configuration. The
exploration of the configuration landcape leads to the construction of a transition graph. The
system is also associated with an influence graph, that summarises the influences between the
components of the system (whether a component tends to favour or disfavour the presence of
another component). Hereafter, we introduce the formal definitions for configuration, transition
function, transition graph and influence graph.

Let S be a finite set of species of interest, and V an arbitrary set of values. Depending on the
context, elements in S can for example, represent pools of genes, proteins, animals, etc.

Definition 1.7.1 (Dynamical model). A dynamical model over a finite set of species S is a
tuple (C, f), with C an arbitrary subset of SV , with V an arbitrary set of values and f a function
f : C → C. The set C is called the set of configurations and the function f is called the transition
function.

Definition 1.7.2 (Configuration). A configuration over species in S is a function C : S → V ,
with V an arbitrary set of values. A configuration is also denoted [X : C(X) | X ∈ S], and the
value C(X) taken by a species X in a configuration C will sometimes be noted CX.

When V = N, the configuration C is a multiset and can for example, be used to keep track of
the precise amount of the chemical species in solutions. Following the classical chemical notation,
we will write such a multiset as

∑
X∈C C(X)× X. When V = R, the function can for example,

be used to model the concentrations, or an average number of some molecules. When V = B, a
configuration can be represented with a bit vector once the ordering of the species has been fixed.

Example 1.7.3. The configuration [A:3,B:2], also denoted by 3× A+ 2× B, may represent a
chemical solution in which there are 3 molecules of a species A, and 2 of a species B. It can also
be a number of moles, or a number of moles per liter.
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1.8. Boolean Networks

Example 1.7.4 (Boolean configuration). For instance, the configuration [S:1, E:1, C:0, P:1] can
be identified with the bit vector 1101 when ordering the species as S, E, C, P.

Given two configurations C and C ′, the set of components that have a different value in
C and in C ′ is denoted by ∆(C,C ′) = {X ∈ S | C(X) ̸= C ′(X)}. Two configurations can
be compared. For a fixed order of components, we say C < C ′ if dom(C) ⊆ dom(C ′) and
∀X ∈ dom(C) : C(X) < C ′(X).

Definition 1.7.5 (Transition graph). A transition graph over configurations in C is a directed
graph G = (C, E), where C is a set of configurations and E a set of directed edges. In the figures,
the configurations are drawn as bit vectors, respecting the provided order, and the transitions
between configurations as arrows linking these nodes.

Example 1.7.6 (Transition graph on Boolean configurations). Below is a Boolean transition
graph that represents the transitions between Boolean configurations of a system with four species
(S, E, C and P).

Definition 1.7.7 (Influence graph). An influence graph over species in S is a directed signed
graph G = (S, E) where E is a set of signed directed edges (Y,X) that represent the influence that
the species Y ∈ S has on the species X ∈ S. The sign of the edge encodes whether Y favours (+)
or disfavours (−), or both/unknown (± in both cases) the presence of X.

Given an influence graph G = (S, E) and a species X ∈ S, the set of parents of X is denoted
parents(X) and correspond to all the species Y in S such that (Y,X) ∈ G.

Example 1.7.8. According to the influence graph given below, C and A are the parents of C.

• A activates C

• B activates itself
• B inhibits itself
• C activates A

• C activates B

• C inhibits B

• C inhibits itself

A

B

C

+

±

±+

−

1.8 Boolean Networks

This section is dedicated to formally define what a Boolean network is, as well as some related
key concepts. We also highlight some links between static (syntactic) and dynamical (semantic)
properties of Boolean networks, as they will be exploited in the chapter on Boolean network
synthesis (chapter 4).
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1.8.1 Syntax

Let S be a set of n species and S
next

a set obtained from S by the following bijection S
next

={
X

next
| X ∈ S

}
. For example, if S = {A,B,C}, S

next
=

{
A

next
, B
next

, C
next

}
.

Definition 1.8.1 (Boolean network). A Boolean Network with species on S is given as a
propositional formula of the form: ∧

X∈S

(
X

next
⇔ ϕX(S)

)
,

and where ϕX(S) is a propositional formula on S.

Remark 1.8.2. In this thesis, we will enforce each propositional formulas ϕX(S) to be in minimal
disjunctive normal form (minDNF). In contrast with using arbitrary expressions, we have a finite
number of possible expressions for each species. Still, we can represent all the Boolean functions we
may want to represent, since any Boolean functions correspond to a set of minDNF (section 1.6).

Example 1.8.3. Figure 1.8 shows two Boolean networks with species on S = {A,B,C}.

1.8.2 Semantics

Given a variable assignment α : S → B, JXKα can be understood as the current status of X. The
interpretation of JϕXKα computes X

next
, which represents the next status of X.

Example 1.8.4. The transition function associated with B in B2 (figure 1.8f) states that the
value of B will be 1 if either the value of B or that of C was 1 in the previous configuration.

Altogether, a Boolean network with species on S such as defined in definition 1.8.1 represents
a (global) transition function f : B|S| → B|S| between Boolean configurations. Alternatively, we
can see f as a system of |S| Boolean functions fX : Bn → B (one per species X ∈ S). These
functions correspond to the projection of f onto each of its axes, and they are referred to as
(local) transition functions.

Example 1.8.5. The following Boolean function:

f : B2 → B2, [(01, 00), (01, 01), (10, 01), (11, 11)]

can be projected on each of its two axes as:

f1 : B
2 → B, [(01, 0), (01, 0), (10, 0), (11, 1)]

and
f2 : B

2 → B, [(01, 0), (01, 1), (10, 1), (11, 1)]

The function f is thus equivalent to the system formed of f1 and f2.
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B1 =
(

A
next
⇔ C

)
∧

(
B

next
⇔ B ∧ ¬C

)
∧

(
C

next
⇔ ¬C

)
(a) Propositional formula representing the
Boolean network B1.

B1 =


fA : A

next
= C

fB : B
next

= B ∧ ¬C
fC : C

next
= ¬C

(b) System of Boolean functions repre-
sented by the formula figure 1.8a.

A

B

C

+

+

−

−

(c) Influence graph of B1.

(d) Synchronous transition graph of B1. (e) Asynchronous transition graph of B1.

B2 =
(

A
next
⇔ 0

)
∧

(
B

next
⇔ (B ∧ ¬C) ∨ (¬B ∧ C)

)
∧

(
C

next
⇔ A

)
(f) Propositional formula representing the
Boolean network B2.

A

B

C

±

±+

(g) Influence graph of B2.

(h) Synchronous transition graph of B2. (i) Asynchronous transition graph of B2.

Figure 1.8: The transition functions, derived influence graph, and transition graphs according to
synchronous and asynchronous update schemes of two Boolean networks.
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1.8.3 Dynamics: Transition Graphs

The global transition function f : Bn → Bn of a Boolean network over n species in S in fact
encodes the state towards which each species tends, given one of its 2n possible configurations.
A trace of a Boolean network corresponds to the precise evolution of a Boolean network. It is
computed by applying iteratively the local transition functions, starting from a given configuration,
in an order of application fixed by a chosen update scheme. In fact, the dynamics strongly depends
on the chosen update scheme [PS22].

The common representation to summarize the possible traces of a Boolean network is a
transition graph (definition 1.7.5) whose nodes are the 2n possible configurations of the Boolean
network. In this graph, there is a directed edge from C to C ′ if C ′ is the result of applying the
transition function(s) to C, according to the chosen update scheme.

The chosen update scheme abstracts reactions time by defining the order of application of the
transition functions. Formally, it consists in the application of a sequence (composition) of the
elementary deterministic updates, encoded by the transition functions. If different elementary up-
dates can be applied to the same configuration, we ultimately end up generating non-deterministic
traces. There exists an infinite number of update schemes (corresponding to the infinite number
of sequence of elementary updates), but the most commonly used ones are the synchronous, the
asynchronous and the general-asynchronous update schemes.

In the synchronous update scheme, the transition functions are applied all at once [Kau69].
In the strict asynchronous update scheme, the transition functions are applied one by one,
nondeterministically [Tho91]. In the general-asynchronous update scheme, any number of
components can be updated at each step. It is the most general classic update scheme in the
world of automata networks, as it captures all the transitions allowed from all the other existing
update schemes (including the synchronous and asynchronous update schemes).

The three update schemes presented above are incomplete in the sense there are some cases
in which they fail to capture a configuration sequence despite the logic to be correct. It is, for
example, justified when the underlying processes actually use several thresholds for a species.
The most-permissive semantics solves this. It consists in relaxing the status of the species thanks
to the addition of an intermediate status ∗. If a species is given the ∗ status, the species it
influences can non-deterministically consider it as being 0 or 1 [Pau+20].

Example 1.8.6. Figure 1.8 shows examples of synchronous and asynchronous transition graphs.

1.8.4 Structure: Influence Graph

The structure of a Boolean network is defined in terms of parent-child relationships between the
components. These relationships are summarised as an influence graph (definition 1.7.7). In the
following, this relationship is primarily defined from a dynamical point of view. However, if the
logical functions are given in minDNF, they can also be retrieved syntactically from the polarity
of the literals in the transition functions themselves.

Given the transition function fX of a species X ∈ S, the parents of X are the components P ∈ S
such that there exist two configurations C and C ′ which only differ on P such that fX(c) ̸= fX(c

′).
The polarity of the influence of P on X is determined by looking at the order preservation:
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Case positive influence If there are C < C ′ such that f(C) < f(C ′) (meaning C(P) = 0,
C ′(P) = 1, f(C) = 0 and f(C ′) = 1) we say that the polarity of the influence of P on X is
positive (noted +).

Case negative influence Conversely, if there are C < C ′ such that f(C) > f(C ′) (meaning
C(P) = 0, C ′(P) = 1, but f(C) = 1 and f(C ′) = 0) we say that the polarity of the influence
of P on X is negative (noted −).

A component can have both a positive and negative influence (noted ±).

Example 1.8.7. The influence graph for the function fX = (¬A ∧ B) ∨ (A ∧ ¬B) is

A B

X

±
±

Indeed, we can see in the truth table given in example 1.6.2 on page 31 that there are configurations
such that both cases presented above apply, for both species A and B:

• A
+−_ X because fX(00) = 0 and fX(10) = 1

• A
−−_ X because fX(01) = 1 and fX(11) = 0

• B
+−_ X because fX(00) = 0 and fX(01) = 1

• B
−−_ X because fX(10) = 1 and fX(11) = 0

If the transition functions are given as minDNF, it is possible to retrieve the influences
syntactically. If a component P appears in the transition function of a component X, it is a parent
of X. If P is negated, the polarity of its influence on X is negative. Conversely, if the parent is not
negated, the polarity is positive. In case P has both a positive and a negative influence on X, the
influence is non-monotone.

Example 1.8.8. The influence graph of B1 (figure 1.8c) contains B
+−_ B and C

−−_ B because B

appears positively and C appears negatively in the transition function associated with B.

Remark 1.8.9. When we retrieve the influence graph syntactically, it is really necessary for the
functions to be in minDNF. If it is not, we have no guarantee to obtain an influence graph that
corresponds to the one we would have obtained by checking the dynamics.

Example 1.8.10. Both expressions E = (A ∧ B) ∨ A and E′ = A represent the same function f

whose truth table is

input output
AB f(A, B)

0 00 0

1 01 0

2 10 1

3 11 1

If we retrieve the influence graph syntactically from E and E′, we get two different influence
graphs:
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A B

X

+
+

A B

X

+

The one retrieved from E′ is the same that what we get from one retrieved from the dynamics
because E′ is in minDNF, while E is not and introduces spurious influences.

1.9 Reaction Networks

1.9.1 Syntax

A reaction R models a process that transforms a multiset R of species (the reactants) into another
multiset P (the products), with a rate e. Formally, a reaction is thus a multiset of rewriting rules.
The rate of R is given by a mathematical expression e. In this thesis, we assume e is from the set
Earith(S) (see section 1.4 on page 23 for details about it).

Definition 1.9.1 (Reaction). A reaction with species in S is an element of NS × Earith(S)×NS .
A reaction R = (R, e, P ) is also denoted as

R :
∑
X∈R

R(X)× X
e−→

∑
X∈P

P (X)× X

where R(X) and P (X) are the multiplicities of X in R and P respectively. For a species X ∈ S,
the net stoichiometry of X in the reaction R is defined as R(X)− P (X). If the result is negative
(resp. positive), it means that X is effectively consumed (resp. produced) by the reaction R. A
species X that appears in the rate expression e of a reaction R but for which P (X)−R(X) = 0 is
called a modifier. It influences the speed of the reaction, without having its amount modified. A
modifier which increases (resp. decreases) the speed of the reaction is called an activator (resp.
inhibitor) of the reaction.

Example 1.9.2. Let S be {A,B} and e = 5.1× pow(A, 2)× B. The following tuple is a reaction:
R = (3× A+ 1× B, e, 1× A+ 2× C). It states that the 3 molecules of a species A and one of a
species B are transformed, with a rate e, into one molecule of A and two molecules of C.

Definition 1.9.3 (Reaction network). A reaction network with species in S is a set R of reactions
with species in S.

Example 1.9.4 (The reaction network Renz). The following reaction network models a simple
enzymatic process.

Ron : S+ E
kon×S×E−−−−−−→ C

Roff : C
koff×C−−−−→ S+ E

Rcat : C
kcat×C−−−−→ E+ 2× P

It has four species S = {S,E,C,P} and three reactions:

1. Reaction Ron transforms a pair of a substrate S and an enzyme E to a complex C.
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2. Reaction Roff does the inverse.

3. Reaction Rcat transforms the complex C into the free enzyme E and two instances of the
product P.

The reactions follow the mass action law kinetics which state that the speed is directly proportional
to the product of the concentrations of reactants [WG64] .

Definition 1.9.5 (Complete reaction network). A reaction network is said to be complete if all
the parameters (kinetics constants and initial concentration) are given a value.

The following property (well-formedness) ensures the consistency of the description of the
reactions with their kinetic expression. It will be an essential precondition in chapter 3 to retrieve
an influence graph from a reaction network such that it is correct, with regard to the dynamics of
the model.

Definition 1.9.6 (Well-formed reaction network). A reaction network is said to be well-formed
if each of its reaction R respects the following criteria [FGS12]:

1. Its kinetic expression e is well-defined, positive, and partially differentiable.

2. A species Y belongs to the set of reactants or activators of R if and only if ∂e
∂Y > 0 for some

positive values of concentration.

3. A species Y belongs to the set of inhibitors of R if and only if ∂e
∂Y < 0 for some positive

values of concentration.

Example 1.9.7 (Not well-formed reaction). Let us consider the following reaction. R =

(X, k × Y,_). It reads “X disappears at a speed k × Y”. Y appears in the kinetic expression, and
has an impact on the degradation of X (i.e., ∂k×Y

∂Y ≠ 0). But despite this, it is not listed as a
reactant nor modifier of R. This breaks the above mentioned criteria 2 and 3. R is thus not
well-formed.

Extended Reaction Networks In section 2.3.1.2, we present extensions of core reaction
networks with features such as additional rules and discontinuous events.

1.9.2 Differential Semantics

As mentioned before, a reaction network defines a transition function on a set of configurations. A
semantics is what defines exactly how to interpret and execute the reaction network. A reaction
network is usually analysed with one of the following semantics: stochastic, discrete, Boolean and
differential (see section 2.3.1.3 for more details).

The differential semantics is the one that is of particular interest in this thesis. It consists
of a system of deterministic ordinary differential equations (ODEs), one per species, that are
composed of the kinetic expressions of the reactions producing or consuming each species:

odes(R) =def
∧
A∈S

Ȧ
◦
=

∑
(RR,eR,PR)∈R

(PR(A)−RR(A))× eR
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This uses the syntax defined in section 1.5 on page 27. In particular, Ȧ denotes the evolution of
the species A over time. With the differential semantics, the rewriting defined by the different
reactions is applied synchronously, and the numbers computed are positive reals (that can be
interpreted as the amount or concentration of the species).

Example 1.9.8 (Renz: ODE system). The differential semantics of Renz (example 1.9.4 on
page 44) consists of the following ODE system:

Ṡ ⊜ − kon × E× S + koff × C

∧ Ė ⊜ − kon × E× S + koff × C+kcat × C

∧ Ċ ⊜ kon × E× S− koff × C− kcat × C

∧ Ṗ ⊜ 2× kcat × C

A possible parametrisation of this system is

kon = 106 koff = 0.2 kcat = 0.1

The units of these parameters are respectively mol s−1, s−1, s−1 if we are interested in the amount
of species (the unit of the derivatives is thus mol s−1), but kon is in Lmol−1 s−1 if we deal with
concentrations instead.
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The main challenges of model validation are the achievement of a match between the
precision of model predictions and experimental data, as well as the efficient and
reliable comparison of the predictions and observations.

Batt et al. in [Bat+05]

2.1 Introduction

What I propose in this thesis is to convert a given reaction network to a set of corresponding
Boolean networks. The method is directly inspired by existing synthesis methods. The goal of
the chapter is thus threefold:
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1. to justify the translation of a reaction network to a Boolean network,

2. to review the kind of information used to synthesise Boolean networks,

3. to review how existing methods use this information to synthesise Boolean networks.

In the following, I will thus give an overview of the formal modelling of biological systems. Of
course, the selection of works presented in this chapter is somewhat arbitrary and not exhaustive.
Indeed, it is difficult to define the “state-of-the-art” of systems biology, as the field is constantly
evolving and there are many different subfields within it.

This chapter discusses many types of models. A model is a specific instance of a given blueprint.
The term blueprint refers to a template which defines the common concepts and properties of the
models within it. Many blueprints have been used to model biological systems. As mentioned in
the general introduction, they can be categorised into two categories, namely mechanism-based
and influence-based. We focus on the blueprint of reaction networks and Boolean networks,
since they are of prime interest in this thesis. These blueprints are the respective epitomes of
mechanism-based and influence-based models.

Each blueprint defines some parameters that have to be adjusted. A good model is a
model parametrised such that it reproduces the idiosyncrasies of the system under study. More
specifically, the construction of a model starts with information about the structure and the
dynamics of the system under study. The model synthesis is defined as a parameter fitting task,
which goal is to optimise a function that evaluates the merit of the candidate models. The
optimisation itself is performed by an optimisation algorithm.

Once constructed, a model can be analysed. There are contexts in which the Boolean networks
can be considered to be “better” than reaction networks. More generally, model analyses are
usually considered simpler to perform on influence-based models rather than on mechanism-based
models. Moreover, given two blueprints, it is quite natural to compare them, and to attempt
converting models from one blueprint to another blueprint. This is what motivates the need to
develop an automatic conversion from reaction networks to Boolean networks.
Outline Section 2.2 reviews outstanding applications of formal modelling of biological systems.
Section 2.3 presents various model blueprints informally, but focuses on those of reaction networks
and Boolean networks. Then, in section 2.4, we discuss the synthesis of such formal models. In
section 2.5, we review the analyses one can perform on the constructed models as well as the
formal relationship and conversion between models of different blueprints. Finally, in section 2.6,
we summarise the chapter.

2.2 Success Stories in Systems Biology

So far, models have been used extensively to study various biological systems, at various scales,
and of various organisms.

At a cellular level, we can mention models of the specific pathways involved in the control
of cellular differentiation processes [Che+19b] (especially for T cells [Men06; Nal+10; Abo+14]
and blood cells [Col+17]), the cell cycle in several kinds of yeasts (budding yeast Saccharomyces
cerevisiae in [Kau+03], fission yeast in [DB08b], and Candida albicans yeast [Woo+21]) but also
in humans. We can also study specifically the mechanisms that go wrong and lead to cancer

48



2.2. Success Stories in Systems Biology

development [Coh+15] and other diseases. The map presented in [Ost+20] models the interaction
mechanisms between the SARS-CoV-2 virus and its host.

At the organ level, there are for example models of the heart [Nob60; HN60], and the brain
from the EPFL’s Blue Brain Project10 and the Human Brain Project11. Models have been
used to study tissues and organisms development. For example, [MÁ98; MTA99] model the
morphogenesis of the flower Arabidopsis thaliana. A model published in 2014 shed light on finger
formation during the embryonic development of animals [Ras+14]. Findings derived from this
model confirmed hypotheses (the reaction-diffusion process) formulated as early as 1952 by Alan
Turing [Tur52].

The work in [Kar+12] was driven by the ultimate goal of getting the complete picture of a
living organism, namely Mycoplasma pneumoniae, which is a small bacterium. It is the first-ever
comprehensive model of a whole cell. It includes all its 525 genes, gene products, and their
interactions. It is organised into 28 submodels. Each submodel corresponds to a functional
unit considered independent of the others. More recently, Szigeti et al. proposed to adapt the
methodology used for Mycoplasma pneumoniae to build a human whole-cell model [Szi+18].

At an even larger scale, models have been applied to ecology (with predatory-prey sys-
tem [Lot25; Vol26]), and epidemiology (through disease-spreading models such as in [Bea+22;
Mun+09]).

Numerous other examples of models can be found in BioModels database [Mal+20], especially
in the “Model of the Month” section. Several molecular systems biology models are also described
on Nicolas Le Novère’s blog [Nov13]. Finally, a report from the Infrastructure for Systems
Biology Europe (ISBE) highlights some success stories [ISB15]. By tracking down the story of the
construction of models, this report particularly highlights the interplay between the modelling
and the wet experiments which is, as mentioned in the general introduction (figure 1), at the heart
of the approach of systems biology. Moreover, it highlights the three interconnected purposes
that a model usually has:

1. compiling the knowledge one has about the system under study,

2. explaining observed phenomena,

3. predicting some behaviour based on changes in the input parameters.

The last item is particularly useful in pharmacology for drug discovery [BD17], response [Blo+18]
and resistance [GSA18]. In this context, using models before starting wet experiments is safe,
ethical, as well as money and time-saving.

Among all these models, we refer to those that aim at describing the detailed mechanisms as
mechanism-based models. They usually represent the mechanisms as pools of objects transformed
into other pools through processes. This representation maps very well with concepts from
(bio-)chemistry (species, solutions, reactions and rates). Hence, mechanism-based models have
been extensively used to study all kinds of systems at the (bio-)chemical level (metabolic or gene
regulatory networks). However, they are not limited to this sole case-study [MFS22; Lot25; Vol26;
DW05].

10 https://www.epfl.ch/research/domains/bluebrain/
11 https://www.humanbrainproject.eu/
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Influence-based models, however, abstract away details about the underlying mechanisms.
They can thus be considered simpler than mechanism-based models. Yet, they are not simplistic,
and like mechanism based-models, they have been used to study various systems at various scales.
However, as we will see later, the difficulty and cost (time and money wise) of collecting data
for constructing a mechanism-based model are usually higher than for the construction of an
influence-based model. This is why it is quite rare for a mechanism-based model to be built
exhaustively. Instead, these models usually focus on a subpart of the system, while influence
models can be used for bigger systems.

2.3 A Dichotomous Zoo of Model Blueprints

A whole bunch of model blueprints has been proposed to study biological systems. The blueprints
can roughly be categorised into two major classes, namely: mechanism-based (such as reaction
networks) and influence-based (such as Boolean networks). Models from these two classes are
in fact often used in parallel because they fulfil different needs. Indeed, they have different
philosophies and ultimately different use-cases.

The review [Bar+20] is very interesting, as it presents how to model one biological system (the
lactose metabolism of Escherichia coli) using different model blueprints (including differential
equation system, Boolean network, Petri net, P-system, . . . ).

2.3.1 Blueprints of Mechanism-Based Models

The models in this category try to mimic, with a lot of details, the underlying mechanisms of
the system under study. As mentioned earlier, they use concepts from (bio-)chemistry: Roughly
speaking, the models in this category describe a system as sets of entities (chemical species in
solutions) acted upon by processes (chemical reactions).

The construction of such models is a slow and intensive process, following a bottom-up
approach. Once reconstructed, the overall structure of mechanism-based models is usually not
likely to change much (other than adding more reactions), since the construction is directly based
on biochemical evidence. However, the construction process particularly suffers from the paradox
that the more and more data produced is often insufficient to create such detailed models. The
construction of such a model requires significant and precise knowledge. Indeed, not only the
structure (a reaction graph, see definition 2.4.2 on page 59) but also the kinetic parameters and
concentrations must be determined. Simple omics data is clearly not sufficient to determine all of
this, and since the biochemical evidence that is required might be difficult and costly to obtain
(time and money-wise), mechanism-based models usually focus on a small part of the system.
Despite all the efforts, the parameters may not be measured exactly and have to be fitted to
available data, following the procedure detailed in section 2.4.
Outline In the following, we define the core concepts of mechanism-based models by focusing
on reaction networks (section 2.3.1.1). Then we introduce several extensions of the core blueprint
(section 2.3.1.2). Finally, we present several semantics with which mechanism-based models can
be analysed (section 2.3.1.3).
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2.3.1.1 Core Reaction Networks

The blueprint of reaction network models (see definition 1.9.3) is the epitome of mechanism-based
models. The concepts used in core reaction networks are the base concepts used in the other
models from this category.

Example 2.3.1 (Reaction networks modelling the enzymatic process). In this example, the
system in consideration is the simple enzymatic process. Several reaction network models can
be used in parallel, depending on the desired level of detail and complexity, but the underlying
mechanism remains the same: it consists of the conversion of a substrate S to a product P

through the action of an enzyme E. Three possible models of the enzymatic process are depicted in
figure 2.1.

Model 1 (Renz) is the one introduced in example 1.9.4 on page 44. It is probably the most
common model of the enzymatic process. It has four species S = {S,E,C,P} and the three
reactions: reaction Ron transforms a pair of a substrate S and an enzyme E to a complex C,
reaction Roff does the inverse, and reaction Rcat transforms the complex C into the free enzyme E

and two molecules of the product P. The reactions follow the mass action law kinetics [WG64]
which states that the speed is directly proportional to the product of the concentrations of reactants.
This modelling is based on some assumptions, such as well-stirred solutions, fast-enough diffusion,
and constant temperature.

With additional assumptions (explicated in example 2.5.2), it is possible, while having some
mathematical garanties [Sri22], to simplify Model 1 into Model 2, where the components E and C

have been removed. Still, E remains a modifier of the reaction as it appears in the kinetic law.
On the contrary, Model 3 is more detailed than Model 1, and closer to reality (yet still

minimalistic). It uses two intermediary complexes C and C′ that can be seen as the enzyme binding
the substrate and the product, respectively. Of course, even more detailed models are possible,
including more intermediary complexes.

2.3.1.2 Extended Reaction Networks and Related Formalisms

There exist several extensions of the core definition of reaction networks. These extensions add
support for additional features. In particular:

Configurations in different spaces of values So far, the reaction networks were modeling
changes of amount or concentrations of the species. But depending on the system under
study, a reaction does not necessarily describe a change between configurations with positive
values. For example, a reaction network can be used to model cell-to-cell communication
through action potential. In this case, a configuration consists of continuous real values
which are not necessarily positive.

Conversaly, the formalism of reaction systems, introduced in [ER05], narrows the space of
values so that a configuration does not track the multiplicity of the species, but only their
presence. This impacts the semantics of inhibitors which are no longer considered to slow
down a reaction, but to prevent it from happening. Ultimately, this substantially affects
the dynamics of the model, as some configuration transitions will be inaccessible, unlike
what can be observed otherwise.
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Ron : S+ E
kon×S×E−−−−−−→ C

Roff : C
koff×C−−−−→ S+ E

Rcat : C
kcat×C−−−−→ E+ 2× P

S

E

C P

Ron

Roff

Rcat

(a) Model 1 (Renz)

R : S+ E

kcat×Etot×S×kon
S+kon+kcat−−−−−−−−−−→ E+ 2× P

S

Etot

PR

(b) Model 2

Ron : S+ E
kon×S×E−−−−−−→ C

Roff : C
koff×C−−−−→ S+ E

Rcat : C
kcat×C−−−−→ C′

Rrel : C′ krel×C′
−−−−→ E+ 2× P

S

E

C C′ P

Ron

Roff

Rcat Rrel

(c) Model 3

Figure 2.1: Reactions list and graph of three possible reaction models of the enzymatic process.
Circle nodes represent species and rectangle nodes reactions. A plain edge from a species to a
reaction (resp. a reaction to a species) indicates the species is a reactant (resp. product) of the
reaction. A dotted edge from a species to a reaction indicates the species is a modifier of the
reaction: it has an impact on the reaction rate, but its net stochiometry remains unchanged.
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Additional rules They define relationships among the variables of the model (species values,
or parameters) that must hold at all times. Such rules are particularly useful when the
exact reaction mechanism is not known. Three kinds of rules are usually distinguished:
algebraic, assignment, and rate. We define them briefly in the table below, where x stands
for a variable, f a numerical function, V a vector of variables that does not include x, and
W a vector of variables that may include x.

Denomination Description General Form

Algebraic Left-hand side is zero 0 ⊜ f(W )

Assignment Left-hand side is a scalar x ⊜ f(V )

Rate Left-hand side is a rate-of-change ẋ ⊜ f(W )

Example 2.3.2. The model from [Nov+01]12 describes the cell cycle of fission yeast
and uses an assignment rule to set the value of a parameter σ from the amount of two
species (cdc13T and rum1T) and a parameter (Kdiss) along the entire simulation: σ ⊜
cdc13T+ rum1T+ Kdiss.

Compartments The system can be partitioned into multiple regions with limited communication.
Typically, the species need to be in the same compartment to interact. P-system models,
introduced in [Pău00], make use of such compartments.

Events They model instantaneous discontinuous changes in the dynamics of the system. An
event defines the assignments to do when a condition becomes true. Conditions are usually
represented as propositional formulas.

Example 2.3.3. The model from [Nov+01]13 describes the cell cycle of fission yeast and
two events are used to reset the cell mass M (divide it by two) when MPF decreases below
0.1 at the end of the cycle:

Condition Assignment(s)

Event 1 (MPF ≤ 0.1) ∧ (flagMPF ⊜ 1) M = M/2

flagMPF = 0

Event 2 MPF > 0.1 flagMPF = 1

Additional details about local species arrangements In some systems (in particular in
signalling cascades) some reactions might depend on some precise local arrangement of
the components. With classic reaction networks, a species identifier refers to a pool of
components in a specific arrangement, and a distinct identifier has thus to be used for
each distinct arrangement of each component. The rule-based system κ (kappa) [Dan+07]
and the multi extension of the SBML language [Zha+20] intend to avoid this. As for a
reaction network model, each arrangement can be given an identifier, but in addition, an

12 https://www.ebi.ac.uk/biomodels/BIOMD0000000111
13 https://www.ebi.ac.uk/biomodels/BIOMD0000000111
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identifier can also refer to several arrangements of the same component. A κ model is a
list of interaction rules (instead of reaction rules). An interaction rule is very similar to a
reaction rule, but since an identifier can correspond to several species identifiers, it thus
corresponds to a (possibly infinite) set of reaction rules. The translation from an interaction
rule to the corresponding reaction rules is done by expanding the identifiers by the possible
correspondent species identifiers.

Example 2.3.4. Let A and B be two components. B can be in its phosphorylated or its
unphosphorylated form (respectively noted B# and B ). A and B can bind, independently
of the specific arrangement of B. In κ, this is modeled with a single interaction rule:

A+ B→ A.B

while in a classic reaction network, we would need the two following reactions, involving six
identifiers instead of three:

A+ B#→ A.B#

A+ B → A.B 

Example 2.3.5. Let us consider a component A that can bind to whatever component made
of A (denoted A+). In κ, this is encoded by the following interaction rule:

A+ A+ → A.A+

The interaction rule expands to an infinite set of reaction rules, involving an infinite number
of identifiers:

A + A → A.A
A + A.A → A.A.A
A + A.A.A→ A.A.A.A

. . .

2.3.1.3 Semantics of Mechanism-based Models

A mechanism-based model (and a reaction network model in particular) defines a transition
function on its set of configurations. Computing the transition graph of a mechanism-based model
consists in computing how its configurations evolve according to the consumption and production
of the species when triggering the reactions.

Let R be a set of reactions, and N =
⊎

(Ri,ei,Pi)∈RRi the multiset union of the reactants of
the reactions in R. N represents the minimal amount of reactant species needed to trigger the
reactions in R. We say a set R of reactions is triggerable in a configuration C if C contains
enough of the needed reactant species:

∀X ∈ N : N(X) ≤ C(X).

To compute the dynamics of the system (the transition graph), we have to rely on a semantics,
which defines how exactly to interpret and execute a model. For example, the exact definition
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(and meaning) of a configuration (especially the domain of the values in use) depends on the
chosen semantics. Mechanism-based models are usually analysed with the following semantics:
stochastic, discrete, Boolean, and differential.

Below, we illustrate how these semantics work by focusing on core reaction networks models
(introduced in section 2.3.1.1), but the semantics can be adapted to extended reaction networks
(section 2.3.1.2). Moreover, note that we assume the considered models are complete (all the
kinetic parameters are given a value) because the stochastic and differential semantics can only
be used with complete models.

Stochastic Semantics The model is interpreted as a continuous-time Markov chain (CTMC),
which computes the amount of each species by triggering the reactions according to their
speed, here interpreted as the number of reactions per time unit [AK11]. The classic
simulation algorithm used is the Stochastic Simulation Algorithm (SSA) [Gil76].

Discrete Semantics The model is interpreted as a Petri net [Pet62; RML94], which computes
the amount of each species, by triggering any possible triggerable set of reactions non-
deterministically, and without taking their speed into account.

Boolean Semantics Both the precise amont and the kinetics are ignored, and the model
is interpreted as a non-deterministic (asynchronous) transition system between Boolean
configurations which abstracts the precise amount of the component as just “presence” and
“absence”.

Example 2.3.6. For a model composed of the following reaction: A+ B→ C the configura-
tions [A:1, B:1, C:0] and [A:1, B:1, C:1] (A and B present, C don’t care) are connected to the
four following configurations: [A:0, B:0, C:1], [A:1, B:0, C:1], [A:0, B:1, C:1], [A:1, B:1, C:1]
because C is for sure present, A and/or B might be fully consumed or not.

Differential Semantics The model is interpreted as the following system of first-order ordinary
differential equations (as presented in section 1.9.2 on page 45):

odes(R) =def
∧
A∈S

Ȧ
◦
=

∑
(RR,eR,PR)∈R

(PR(A)−RR(A))× eR

With this semantics, the rewriting defined by the different reactions is applied synchronously,
and the values in the successive configurations are positive real numbers.

For extended reaction networks (section 2.3.1.2), the semantics are extended accordingly. In
particular:

• The differential semantics of a reaction network complemented of algebraic and assignments
rules will consist of a differential-algebraic system.

• A reaction network with events is typically analysed with methods and tools for hybrid
systems [LZ05]. In the differential semantics, the time-continuous subsystem is modelled
by differential equations as described previously, while the discrete events are modelled
by finite state machines. The semantics of the events might differ depending on the exact
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formalism and tool used. Some consider the events have to be triggered as soon as the
guard condition becomes true, while some others consider an event simply permits the
transition to be taken. During a simulation, the latter results in the transition to be taken
at an arbitrary time after the guard becomes true, leading to a non-deterministic behaviour.

2.3.2 Blueprints of Influence-Based Models

The class of influence-based models consists of the model blueprints that focus on the relationships
between the components of the system, abstracting the exact processes away. In this category, we
find all the classic models from machine learning and statistics (such as regression models, and
probabilistic graphical models), but also simple influence models and Boolean Networks (BN).

In contrast to mechanism-based models, influence-based models are usually simpler to create
and to analyse. They are more broadly applicable, even at large scale (even genome-wide), and
even when the system is not very well characterised. They relate more directly to the data than
mechanism-based models, and new data can lead to significant rewiring of the model. They
are close to the common reasoning schemes of biologists. Indeed, it is not rare for biologists to
naturally abstract the exact reactions and focus directly on the influence among the components:
“gene X is expressed in the absence of repressor Y”. However, these models are not (necessarily)
mechanistic, even though mechanistic knowledge can be included to constrain the dependencies of
the components. A pleasing side effect of this additional knowledge is that it helps the construction
of the model, as it reduces the search space.

A common representation for these models is the influence graph, presented in definition 1.7.7
on page 39.

2.3.2.1 Correlation Models

A model from this category does not take the directionality of the edges of the influence graph
into account, as it only works on the (partial) correlations between the species. With such models
(Markov random fields models, for example), we can infer the conditional independence of two
sets of species A and B given a third set of species C if all paths between the species in A and B
are separated by a species in C.

2.3.2.2 Causal Probabilistic Models

A model from this category distinguishes causation from mere correlation by taking the direc-
tionality of the edges of the influence graph into account. In a Bayesian network for example, it
is assumed that the values xi of each species Xi depends on the values pf its parents (denoted
as parents(Xi)), and only on them. As a result, the probability of observing a configuration
[X1 : x1, . . .Xn : xn] can be computed by factorising the conditional probability of having observed
each species Xi with value xi:

P ([X1 : x1, . . . ,Xn : xn]) =
∏

i=1...n

P (Xi = xi | parents(Xi)).

The blueprint of Bayesian networks was developed to study systems with discrete-valued and
continuous-valued components. For discrete-valued variables, the conditional probabilities can be
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represented as a table, which lists the probability that the child node takes on each of its different
values for each combination of values of its parents. For continuous-valued variables, the most
common distribution is the Gaussian distribution. For discrete nodes with continuous parents,
we can use the logistic/softmax distribution.

Once constructed, Bayesian networks can be used to answer complex questions such as: “what
is the probability to have X with value x given A has the value a and B the value b?”.

2.3.2.3 Logical Automata Networks

A logic automata network of size n is composed of n components, referred to as automata. The
status of each automaton is governed by its associated transition function, in which the influences
between the automata are encoded using logics (such as Boolean logic, multivalued logic, or fuzzy
logic).

The goal of this thesis is ultimately to produce a specific kind of such models, namely
Boolean (automata) Networks (BNs). The recent review [Sch+20] is a gentle introduction to
Boolean network models, and section 1.8 on page 39 presents the concepts used in this thesis
more in-depth. Boolean networks were originally introduced by Kauffman to model genetic
regulatory networks [Kau69]. As presented in section 1.8, the transition function associated to
each automaton is a Boolean function computes the next status of the automaton (either 0 or 1).
The meaning associated to the values 0 and 1 differs depending on the context: “absence/presence”,
“inactive/active”, “below/above a threshold”.

In the literature, a Boolean network of size n is sometimes defined alternatively, as a function
Bn → Bn [Mel+16]. Both definitions are actually equivalent. Indeed, a function f : Bn → Bn is
the Cartesian product of n functions f1×· · ·×fn, and it comes equipped with natural projections
so that, for a given f there are n functions fi : Bn → B that factors through the projection on B.
In other words, each fi is defined as the projection mapping of f on its i-th coordinate.

The simulation of a Boolean network returns a Boolean transition graph (see definition 1.7.5
on page 39), similar to what is obtained with the Boolean semantics of reaction networks
(section 2.3.1.3 on page 55) except that this time, the updates are computed from the species
themselves, without triggering any reaction. The order in which the species are updated depends
on the chosen update scheme. There are an infinite number of them. In the synchronous update
scheme [Kau69], the transition functions are applied all at once. However, as noticed by René
Thomas [Tho91], the choice of the synchronous semantics is not always justified because “there is
absolutely no reason why the time delays (. . . ) should be equal”. He thus proposed the strict
asynchronous scheme, where the transition functions are applied one by one. In the general-
asynchronous update scheme, any number of species can be updated at each step. It is the most
general classic update scheme in the world of automata networks, as it captures all the transitions
allowed from all the other update schemes (including the synchronous and strict asynchronous
update schemes).

The blueprint of qualitative networks is a refinement of the blueprint of Boolean networks, in
which one can use more than two levels (and thus multivalued logic) to represent the status of
the species. The blueprint of probabilistic Boolean networks allows several Boolean functions to
be associated to each species. Each function can have a different probability of being triggered.
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2.4 Model Synthesis as a Parameter Fitting Task

In this section, we are interested in how models are usually constructed. As mentioned in
section 2.3, models from each of the blueprints we presented have some parameters which must
be fitted to the biological system under study. Examples of such parameters are: the kinetic
parameters of a reaction network, joint probabilities of a probabilistic network, or the transition
functions of a Boolean network.

For some influence models (Boolean networks in particular), the construction process can
be made very simple by deciding on the structure (influence graph) and applying a generic
construction procedure. For example, one can produce a Boolean network model from a given prior
influence graph by using threshold functions encoding situations such as “X is activated if more of
its activators than its inhibitors are activated” or “X is always activated, except if at least one of
its inhibitors is activated”. The latter translates in propositional logics as X⇔ ¬(i1 ∨ ij), where
i1 . . . ij are inhibitors for X. But in general, one needs to browse the space of all the possible
models (or possible combinations of parameters values) and attempts to find the “best” one, that
is, those that fit the best to both the knowledge and data we have on the system. In section 2.4.1,
we summarise what this knowledge and data classically are.

The task of searching for the best model corresponds to an optimisation problem. It has been
widely studied in many domains because it is fundamental in many applications. Formally, the
problem is expressed as :

m∗ = arg optimm∈Mf(m)

where M is the search space, and f is a scoring function that evaluates the merit of a candidate
model m. Depending on the chosen scoring function, the value f(m) has to be either maximised
or minimised, and optim is changed to min/max accordingly.

Finding good combinations of parameter values is a hard problem, and there is an entire field
of research dedicated to this. The principal reason for this problem to be so hard is that the
search space for these parameters might be enormously large, and there is no hope of stumbling
on a good combination of parameters by blindly twiddling the parameters. More clever search
algorithms can be applied. We present them briefly in section 2.4.3. In addition to the choice
search algorithm, the scoring function f must be defined. We present some possible choices of
scoring functions in section 2.4.2.

All model construction methods roughly follow the same principles, but in the following,
we focus on the construction of reaction networks and Boolean networks. [LAM19] is a recent
comprehensive review focusing on parameters’ estimation in reaction networks, while [Hem+22]
focuses on BN synthesis.

2.4.1 Input: Available Knowledge and Data

For a model to be a good model of a biological system, it has to comply with what is known of
the system. The available knowledge and data about the system under study are thus of prime
importance for the model construction step. It can be divided into two categories: the knowledge
about the structure of the system (list of species of interest and how they interact with one
another) and the data about the dynamics of the systems (how the species evolve over time). In
sections 2.4.1.1 and 2.4.1.2, we present these two categories and detail how it can be retrieved.

58



2.4. Model Synthesis as a Parameter Fitting Task

On top of these categories, modellers often use additional constraints for the sake of parsimony.
This is presented in section 2.4.1.3.

2.4.1.1 Structural Knowledge

Structure Graphs — Definitions
Structural knowledge concerns the species to take into account (which genes, proteins, . . . ) as
well as their interactions. The most abstract form of structural knowledge is only about the
influences between the species. An influence can be directed (parent-child relationship) to express
the causation instead of mere correlation. Additionally, the influences can be labelled depending
on whether a species favours or disfavours the presence of another species. This knowledge is
classically represented with a Prior Influence Graph (PIG), also called prior knowledge network
in the literature [Ost+16]. The definition of influence graph was given in definition 1.7.7. What
changes is only the meaning of what the influence graph encodes. In particular, given a prior
influence graph P = (S, E) and a species X ∈ S, the parents of X are in fact the species that
potentially influence X. Moreover, the signs on the edges are the putative polarity of the influences.

Example 2.4.1 (Prior influence graph). Below is an example PIG for a system of three species.
Note that the graph is the same as the one in example 1.7.8 on page 39, but that the meaning of
the edge changes slightly. For example, C and A are the potential parents of C.

• A potentially activates C

• B potentially interacts with itself
• C potentially activates A

• C potentially interacts with B

• C potentially inhibits itself

A

B

C

+

±

±+

−

A prior influence graph is the minimal necessary knowledge to build influence-based models.
Mechanism-based models, however, need more detailed knowledge, because they need to know in
which reactions the species are involved precisely. This information is given as a graph referred
to as the Prior Reaction Graph (PRG).

Definition 2.4.2 (Prior reaction graph). A reaction graph that breaks down a given mechanism
as a directed bipartite graph with distinct nodes for reactions and species.

Example 2.4.3. Below is an example of PRG for a system of three species. In this PRG, A and
B are involved as input (substrate) of a reaction noted R which outputs some C. Note that this
PRG is not meant to agree with the influences encoded in the PIG of example 2.4.1.

A

B

CR

Structure Graph — Construction
We now discuss the construction of these graphs. We also discuss how to reduce the number of
objects (species and/or reactions) taken into account. This is of prime interest because the more
objects, and the more difficult will be the construction of the models and their analyses.
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It is often the case that models are used to study mechanisms that are in fact continuous,
such as chemical transformations, for example. As mentioned in the introduction, the study of
the exact continuous (bio-)chemical processes is the realm of molecular dynamics. But in systems
biology, modellers focus on a finite set of species. Typically, this set is chosen arbitrarily. It
consists of the species considered to be the most important to model the system under study.
One can use a predefined list of species that have been characterised in databases (list of genes,
or proteins). Unfortunately, for a given organism, the number of such elements is often large. For
example, the number of protein-coding genes in the human genome is 20 000 [Nur+22], and even
the modelling of Mycoplasma pneumoniae that have 525 genes was already tedious [Kar+12].

Subset lists have been proposed. For example, the list L1000 was proposed as a highly
representative subset of the human transcriptome [Sub+17]. It has been shown to be able to
capture approximately 80% of the relationships found when measuring all transcripts directly.
One can also decide to work only with transcription factors, because of their key role in the
regulation of gene expression [Kru+11]. DoRothEA is a curated collection of transcription factors
for human and mouse [Gar+19]. If we aim to model a specific pathway, it is possible to use
pathway databases as a starting point [Wix01] (such as KEGG [Kan00], Reactome [Gil+22],
Pathway Commons [Rod+20], WikiPathway [Mar+21]).

These databases aim at being exhaustive. Yet, the core of the mechanism is often governed
by a small number of species. For example, models about yeast cell cycle often contain less than
a dozen of species [Nov+01; DB08b], while around 800 genes are involved in the process [Spe+98].
Yet, such reduction is most of the time only doable through expert knowledge, which is not
directly accessible in databases. One way that is sometimes exploited, thought, is to use an
existing reduced model of the pathways of interest for another organism, and to start the model
construction from the equivalent species (homologue or analogue) in the organism of interest.

As we just saw, the list of important species can be defined a priori, but it can also be reduced
a posteriori. Two common approaches exist. They are mostly applied to influence-based models
and rely on dynamic information. First, one can simply remove the species which are always
observed constant. Their presence increases the model search space, while they are not really
necessary to explain the dynamical data at hand (since the data can be reproduced by simply
keeping such species constant). Hence, they can be safely removed. This approach is for example
used in [Che22]. Second, an easy trick to reduce the number of species is to merge together those
with similar dynamics. Indeed, such species are often co-regulated. This approach is for example
in use in [Hua+03]. In [Mar+07], the clusters are found using the k-means algorithm, but another
study reports strong agreement (∼80%) when the clustering is done with other methods such as
hierarchical clustering and self-organising maps [MDW04].

Once the list of species of interest has been defined, they are, by default, considered to all
influence one another. However, one can decipher how the species influence each other more
precisely, through analyses such as correlation analyses on dynamical data. This is enough to
build a prior influence graph, but not to build a prior reaction graph, though. Indeed, the latter is
more complicated to obtain, as more precise knowledge (in particular, molecular binding evidence)
is required to decipher the precise mechanisms [Fei+09]. If the system under study is known well
enough, one can also rely on the information from the pathway databases mentioned before.
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2.4.1.2 Dynamical Data

Presentation of the Data
Dynamical data can take various forms. Three common forms are: lists of input/output config-
urations (used in [AD22; AMK00], for example), sequences of configurations, and multivariate
timeseries (used in [Ost+16] for example).

Definition 2.4.4 (Sequence of configurations). It is a sequence of configurations indexed by
discrete time (which may correspond to a given continuous time). A sequence of configurations is
said to be deduplicated if all adjacent configurations C and C ′ are different.

Example 2.4.5. [A:0, B:1, C:0] → [A:0, B:1, C:1] → [A:1, B:0, C:0] → [A:0, B:0, C:1] is a
deduplicated sequence of Boolean configurations for a system with three components.

Definition 2.4.6 (Timeseries, binarised timeseries). A (multivariate) timeseries is a list of
values indexed by both time and species name. Each entry thus represents the value of one species
at a given time point. The value can represent various things, such as a concentration or an
activity, depending on the context. A timeseries is a binarised timeseries if it only takes values in
B = {0, 1}.

Example 2.4.7. An example of a multivariate timeseries is given below. The continuous
concentrations of three species (A, B and C) have been sampled for 20 timesteps. Here, all the
observations range from 0 to 100.

t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

A 0 3 7 13 20 30 49 61 100 63 36 25 2 3 1 1 3 0 0 0

B 100 86 64 57 54 53 51 49 45 37 33 28 22 19 14 12 9 5 2 0

C 0 27 36 42 60 75 54 44 38 48 60 72 88 90 100 100 100 100 100 100

The resulting binarised timeseries with a threshold of 50 is shown below, where the colors blue and
red encode respectively for “below” and “above” the threshold.

t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

A

B

C

Here there are four configurations ([A:0, B:1, C:0], [A:0, B:1, C:1], [A:1, B:0, C:0], [A:0, B:0, C:1])
lasting respectively 4, 3, 3 and 10 timesteps. Vertical bars indicate a change of configuration.

The most common form of dynamic data is a multivariate timeseries. It can be obtained
from direct measurements of the concentrations/activities of the components over time, or be
accessed from databases. The exact preprocessing of the data (noise reduction, normalisation,
binarisation. . . ) heavily depends on the technology used. When the technology cannot provide
several measures from the same sample (for example, single-cell measurement technics involve the
destruction of the cells), computational approaches have been developed to reconstruct timeseries
out of it [Che+19a].

Furthermore, timeseries bears a specific issue, namely the sampling rate, that is, the number
of data points that are collected per unit of time. Indeed, it is not possible to keep track of
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the concentrations/activities of the components at all points in time. An important task when
designing an experiment is thus to determine the lowest sampling rate that would not miss key
information. The sampling rate can be non-uniform, and adapt to the different timescales of the
mechanisms under study. It is usually higher at the beginning of an experiment than towards the
end, because it is usually assumed that the system reaches a steady-state.

Finally, various elements can have an impact on the dynamics of a system under study. Data
may for example differ for different experimental conditions, such as temperature, and pH, in
vitro and in vivo experiments, and for different strains or mutants. The data are sometimes
associated with an experimental context, corresponding to several experimental replicates, or
different perturbation experiments (different stimuli, or knockout experiments).
Extraction of Dynamical Patterns
Modelling studies rely on dynamical patterns to construct and validate models. These patterns
can be extracted through the analysis of timeseries data.

First, given a timeseries, one has direct access to the successive configurations of the system
(i.e., the successive values taken by the components over time). When data is missing (for
example, because of a not well-adapted sampling rate), one can focus on the reachability of the
configurations, instead of the exact transitions. This is what the method Caspo-TS focuses on
to synthesise Boolean networks [Ost+16]. Intuitively, this corresponds to the introduction of
a wildcard configuration between each pair of successive configurations in the sequence. For
example, the configuration sequence from example 2.4.5 would become [A:0, B:1, C:0] → ∗ →
[A:0, B:1, C:1] → ∗ → [A:1, B:0, C:0] → ∗ → [A:0, B:0, C:1]. Each wildcard can then be expanded
to any sequence of configurations.

Other key patterns concern the long-term (asymptotic) behaviour of the system. In particular,
the notion of attractor is a central concept in the study of dynamical systems. Informally, an
attractor is a periodic sequence of configurations in which the dynamical system loops. When
the attractor is reduced to one configuration, it is called a fixed-point attractor. Otherwise, it is
called a cyclic attractor. A lot of biological systems have been found to be driven by attractors.
For example, during the cell division cycle, a cell awaits in a specific configuration (G0) until it
receives a division signal [Li+04]. Consequently, the cell goes into a sequence of configurations
(referred to as G1, S, G2, M). Once the division process is done (configuration M is reached),
each daughter cell awaits again in the configuration G0.

Other dynamical patterns sometimes taken into consideration, involve so-called confined
dynamics (when some components of the system stop evolving after some time, which thus
guarantees that the attractors will also inherit of this value) and bifurcation (when a small change
in the system results in strong changes in its behaviour). In her thesis, Chevalier makes use of such
dynamical patterns adapted to the study of cell differentiation to build Boolean networks [Che22].

2.4.1.3 Additional Constraints

Additional constraints can be added to reduce the search space further. Such constraints are
particularly popular for determining the kinetic parameters of mechanism-based models. In this
context, the constraints usually correspond to physicochemical knowledge, such as enzymatic
capacity and reaction directionality.

For influence-based models, we already mentioned structural constraints used to reflect the
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known influences between the species. These constraints are already quite helpful in reducing
the search space. In addition, two additional kinds of constraints are commonly used: monotony
and minimality. In the literature, such constraints are justified by the parsimony principle,
which states that the simplest solutions are the best ones. We now illustrate the minimality and
monotony constraints by focusing on Boolean network synthesis. These concepts were formally
introduced in sections 1.6.3 and 1.6.4 respectively.

Minimality All the methods I am aware of claim to synthesise the simplest models. In the case
of Boolean network synthesis, this usually translates into synthesising transition functions
represented as minimal Boolean expressions, or as truth tables with the smallest number
of inputs. To achieve minimality, some tools directly hardcode the minimality constraint,
while some others generate functions that are later minimised using dedicated external
tools. For example, in [MDW04], Martin et al. generate truth tables which are subsequently
minimised (approximately) with the Espresso tool [Bra+82].

In theory, the number k of inputs for the transition function of each species should be
unbounded, and might even be equal to the number n of species considered. But for
computational complexity reasons (there are 22

k Boolean functions with k inputs), several
approaches propose to limit k. In particular, k = 5 in [Mar+07], but MIBNI opts for
k = 10 [BK17], while REVEAL [LFS98], and Best-Fit [LSY03] recommend k = 3, and BIBN
considers k only up to 2 [Han+14]. Most of the time, these limitations are justified by the
fact that in biology, the number of regulators (parents) for a component is usually small.
Indeed, several studies have found that the number of regulators for components of gene
regulatory networks follows a power law x−y with y ≥ 2 [BO04]. In other words, except
for some hub components, most of the components have a small number of regulators. In
figure 2.2, we plot the log of the power law distribution for several values of the parameter y.
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Figure 2.2: Power law distribution.

Monotony In biology, a given component is usually considered as either an activator or an
inhibitor of another species [Alo19, p. 12]. When the Boolean network synthesis is constrained
by the monotony of the transition functions, it means that even if the given prior influence
graph specifies several possible signs for an influence, at most one will be effectively used in
the constructed model. Examples of Boolean network synthesis methods that consider the
monotony of the influences as a hard constraint are [Ost+16; Che22]. Such hard monotony
constraints drastically reduce the search space, as presented in section 1.6.4.
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To the best of my knowledge, minimality is not questioned, except when it is achieved by
hard-bounding k with a very small value. The same cannot be said for monotony. Indeed, some
authors advocate for the consideration of non-monotone Boolean networks since they identified
some biological systems where monotony does not seem justified, in particular genetic regulation
systems [NRS11].

2.4.2 Scoring Functions

As presented in the previous section, the available information on the system under study typically
involves structural knowledge and dynamic data. Assuming they are correct, the best models are
the ones that reflect them the best.

Various measures have been used to quantify the merit of a candidate model toward given
knowledge and data [LMY12].

Several model construction methods use metrics founded on information theory [Sha48].
Mutual information criterion is very commonly used by methods that attempt to find, for each
species X, a set P of species such that the species in P explain fully the known behaviour of X.
For example, ARACNE [Mar+06], which reconstructs backbone networks from expression profiles,
and REVEAL [LFS98], NNBNI [BK20], and MIBNI [BK17], which construct Boolean network models,
are all using mutual information. Their goal is to find the set P by maximizing the mutual
information M(X, P ) between X and the species in P . Classically, the methods iterate on each
species N (not yet in the set P ) and adds it to P if it improves M(X, P ∪ {N}), or equivalently, if
it reduces H(X|P ∪ {N}).

Various formulas for M can be derived from entropy, including

M(X, P ) = H(P )−H(X|P ),

where H(P ) is the individual entropy of the components in P , and H(X|P ) is the conditional
entropy. The latter measure the information about X that is still missing when we keep track of
the components in P . Figure 2.3 is a visual description of the relationships of these quantities.

H(X, P )

H(X)

H(P )

H(X|P ) M(X, P ) H(P |X)

Figure 2.3: How the mutual information relate to the join entropy, individual entropies, and
conditional entropies. The figure is adapted from [Mac03].

Alternatively, one can use the maximum likelihood estimation to find the model that, given
the data, maximise the likelihood function [CL12]. In order to balance the likelihood with the
parsimony of the candidate model, other methods use measures that include an extra penalty
term for the size of the model. Common metrics in this category are the Akaike information
criterion (AIC) [Aka74], used, for example, in [Gui+13; PM14] and Bayesian information criterion
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(BIC) [Sch78] used, for example, in [MM06].
The metrics mentioned so far only quantify the relationship between variables. Conversely,

correlation measures distinguish between more specific relationships as they account for the signs
of the relationships. For instance, Pearson correlation metric is used in [Mau+11] to synthesise
Boolean network models.

Finally, let us mention the Root-Mean-Square Error (RMSE), Mean Square Error (MSE),
and r2 score (a normalised version of MSE), which quantify the differences between predicted
and observed continuous values. They are popular metrics classically used for fitting regression
models (continuous values), but they were also adapted for the construction of other models. For
example, the method Caspo-TS uses the MSE to evaluate how well the dynamics of the Boolean
networks it synthesises fit the values in the provided timeseries [Ost+16].

2.4.3 Search Algorithms

Many possible search strategies can be used to find models with good parameters values. The
strategy must be carefully chosen, especially when the search space is large (and it often is). A
few examples of large search spaces are:

• the reaction kinetic parameters are continuous values which can range over different orders
of magnitude (see Table 2.2 in [Alo19]),

• the structure of a Bayesian network is an acyclic graph of size n, but the number of such
graphs is exponential in n,

• there are 22
n Boolean functions of n nodes, and thus much more possible minimal DNF

expressions.

Outline In the following, we describe exhaustive, local, and global search strategies. They are
presented in sections 2.4.3.1 to 2.4.3.3 respectively. One can incorporate additional constraints
to limit the search space. This is presented in section 2.4.1.3. Finally, section 2.4.3.4 details
Bayesian inference, where the search strategies are informed about the a priori location of the
best parameter values.

2.4.3.1 Exhaustive Search Stategies

Exhaustive search strategies consist in testing all the possible candidates. This ensures finding
the global best candidates, but it is often considered intractable if the search space is too large.

In recent years, a lot of effort has been made to propose clever exhaustive search strategies, in
particular when the search space is finite. This was probably driven by the desire to solve hard
combinatorial search problems such as the satisfiability problem, which is of prime importance in
many domains. Many of these clever approaches use the divide-and-conquer principle.

Among them are the branch-and-bound-based algorithms. Such an algorithm constructs a
tree whose branches represent the possible decisions (parameter assignments) that can be made
at each step, and whose leaves represent the possible candidate models (combination of parameter
values). The algorithm explores the tree recursively. At a given node, it estimates what would be
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the score of the solutions contained in the node. With this information, it can prune the branches
that contain non-promising candidates.

Algorithms inspired by SAT-solvers, such as Conflict-Driven Clause Learning (CDCL)-like
algorithms, can be seen as a very specific variant of the branch-and-bound algorithm. The
branches represent the possible assignments of the variables of a logic formula which encodes the
specifications of the problem at hand. The task of the underlying solver is to find the variables’
assignments that make the formula evaluate to 1 (True). If the formula evaluates to 0 (False)
after having tried an assignment, CDCL backjumps and tries a different value for a variable. It
also learns from the encountered conflict by updating the formula to keep track of the failed
assignment. This constrains the future decisions, and helps to avoid the same conflict in the
future.

Formal verification tools can be used to find appropriate parameters values. For example,
in [Cal+06], the tool Biocham [CFS06] was used to describe a reaction network model of the cell
cycle, and temporal logic [Cla+05] was used to formally encode the properties of the system and
validate the model relatively to the available data.

2.4.3.2 Local Search Stategies

Local search strategies aim at finding the lowest value obtainable in the neighbourhood of the
starting point. These strategies often have fast convergence to a minimum, that might not be the
global minimum.

Gradient-based methods can be used when the gradient of the objective function can be
computed. These methods traverse the search space by following the path where the gradient
vanishes.

2.4.3.3 Global Search Stategies

A global search aims to overcome the “local minima trap” from which local search strategies suffer.
To do so, they use a stochastic sampling of candidates across the entire search space.

Simulated annealing is a slightly educated random walk [LA87]. It was adapted by Kirkpatrick
et al. in the eighties for function minimisation. The term “annealing” comes from an analogy
made between the search for the minimum value of the objective function and the process of
heating-and-cooling used in metallurgy to find stable configurations of the atoms of a material.
The algorithm uses a particular schedule fixed by a heating-and-cooling parameter to jump over
the solution space, without taking into consideration where it landed before. Simulated annealing
is for example used by the method ATEN to construct Boolean networks [Shi+20].

Evolutionary algorithms work on a population of candidate models. At each iteration,
they select a subset of candidate models based on their merit (fitness), and produce a new
population of candidate models based on them. Genetic algorithms are the most common type of
evolutionary algorithms [SP94]. The methods GABNI [BK18], CGA-BNI [TK21], SgpNet [Gao+22],
and GAPORE [Liu+21] all make use of a genetic algorithm to build Boolean networks.
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2.4.3.4 Bayesian Inference

By default, the search strategies presented before are not tailored to use prior belief about where
the best models are in the search space. On the contrary, Bayesian inference allows for an explicit
incorporation of such prior belief [Wil07].

Using Bayes’ theorem, Bayesian inference combines the prior probability distribution (the
initial belief about the models), the data, and the likelihood function (which represents the
probability of an observation given the data) to update incrementally the probability distribution.
Bayes’ theorem states that the posterior probability (the conditional probability of an event A
occurring given that event B has occurred) is proportional to the product of the likelihood (the
conditional probability of an event B occurring given that event A has occurred) and the prior
probability (the probability of A before any additional information is taken into account). It is
formulated as

posterior =
likelihood× prior

marginal likelihood

or, in more mathematical terms,

P (A|B) =
P (B|A)× P (A)

P (B)
.

In place of the denominator, the marginal likelihood P (B) of the event B occurring (also called
marginal evidence in the literature) acts as a normalising constant that ensures the result is a
valid probability distribution (that the posterior adds up to 1). It can be computed by summing
up the numerator over all possible values of B.

Bayesian inference has for example been used to construct Boolean networks in [Han+14],
and to fit the values of reaction networks in [Jia+22; WBS19].

2.5 Model Analyses and Transformations

2.5.1 Structure Analyses

Various qualitative analyses can be performed as soon as the structure of a model is known. For
reaction networks, let us cite flux balance analysis [VP94], elementary mode analysis [Sch99],
extreme pathway analysis [SLP00], and analysis from chemical organization theory [DD07;
KRD09]. For a Boolean network, it is for example possible to determine the number of fixed
points by simply looking at whether its influence graph contains cycles or not [Tho81; Ric19].

2.5.2 Dynamic Analyses

One of the main research trends in dynamical systems is the study of their dynamics. This
includes tasks such as retrieving the time course of the system [Fer+19], finding the attractors
that are reached ultimately (as mentioned in section 2.4.1.2, they are often given a biological
interpretation), checking the adaptation of the system to various perturbations, and control [Bia18].
Other studies focus on deciding if the system can present a particular dynamical behaviour [Sal13a]
[Sal13b], checking the complexity of the behaviours obtainable with limited resources [EMR11],
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finding bifurcation in the dynamics [Ben+22], or computing the probability for a system to reach
a halting state [EMR10], which is particularly useful when studying cancer [Uth21].

The full potential of mechanism-based models is only unlocked when they are complete, i.e.,
when all the parameters (initial concentrations and reaction rates, but also diffusion coefficients
for spatial model) are given a value (definition 1.9.5 on page 45). Among the analyses that are not
possible to apply to mechanism-based models with unknown parameters, we can mention their
simulation with the differential and stochastic semantics. However, motivated by the fact that
the essential dynamical properties of a biological system are generally robust against moderate
changes in the parameters value, technics such as parameter sensitivity analyses can be used to
find the invariant properties [DR06].

Various complexity results showed that, thanks to their discrete and finite nature, the dynamics
of Boolean network models are simpler to analyse, especially for large models.

2.5.3 Model Simplification

The complexity of a model is generally defined in terms of the number of objects involved
(components, reactions, . . . ). Like other modelling approaches, reaction network models and
Boolean network models are subject to simplification. Any reduction in model complexity is
generally desirable because the more objects are involved, the more the model is difficult to
understand and analyse. The time that an algorithm takes to identify attractors of a Boolean
network of size n by exhaustive search in its transition graph is O(2n). Therefore, for large
Boolean networks, it quickly becomes unfeasible, hence, the interest in simplification techniques
to reduce the number of species. Indeed, the number of configurations in the transition graph
(hence the complexity) is halved for each species removed.

Several methods have been proposed to simplify Boolean network and reaction network models,
while maintaining some of their properties. See, for example, [Ric05; SAR13; Vel+14; PV22;
Vel11; Nal+11; ZA13; YYC19] for studies about the simplification of Boolean networks and
[OM98; Rad+12; Val+06; Mad+16; Cho+08] for studies about the simplification of reaction
networks.

In the following, we just illustrate how much simpler the simplification process is on a Boolean
network than on a reaction network. We use a reaction network and a Boolean network of the
enzymatic process, shown respectively in figure 2.1 on page 52 (Model 1) and example 2.5.1. In
these models, it is quite natural to seek to eliminate the enzyme in both its free form E and its
bounded form C.

In the Boolean network case, removing a component generally consists in attributing the
effect of its parents directly to its children. Some components are particularly straightforward to
remove, such as those without a child or always constant.
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Example 2.5.1 (Boolean network simplification). We start from the following Boolean network:

B1 =
(

S
next
⇔ 1

)
∧

(
E

next
⇔ 1

)
∧

(
C

next
⇔ S ∧ E

)
∧

(
P

next
⇔ C

)
which can be simplified to:

B2 =
(

S
next
⇔ 1

)
∧

(
P

next
⇔ S

)
where the variable E has been removed and C was directly substituted by the result of its transition
function.

In the reaction network case, the simplification usually exploits a bit of algebra, the law of mass
conservation, as well as the different time scales of reaction speed between the reactions [Gun14c].
The latter means that we state that the speed of change of a slow variable is null (and hence the
variable stays constant), and we assume the fast variables to be in steady-state. This corresponds
to the necessary conditions for the quasi-steady-state approximation [Pel+21]. This type of
simplification has also been proposed in the stochastic case [RA03; Don+07; KJB14] (where it is
particularly useful to speed up the simulation with the Gillespie algorithm [Aga+12]).

Example 2.5.2 (Reaction network simplification). We start from the following ODE system,
reproduced from example 1.9.8:

Ṡ ⊜ − kon × E× S + koff × C (2.1)

∧ Ė ⊜ − kon × E× S + koff × C+kcat × C (2.2)

∧ Ċ ⊜ kon × E× S − koff × C− kcat × C (2.3)

∧ Ṗ ⊜ 2× kcat × C (2.4)

(2.5)

where
kon = 106 Lmol−1 s−1

koff = 0.2 s−1

kcat = 0.1 s−1

Here, C is a fast variable (it rises rapidly to its maximum value) while S and P are slow variables
(they respectively decrease and increase slowly). We thus assume C is constant (its speed of
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formation equals its speed of degradation)

C = constant

⇔ Ċ = 0

⇔ kon × E× S = koff × C+ kcat × C (2.6)

Now, what we want is to remove the variable E from equation (2.6). The conservation of
mass applies on the enzyme (which is, at all times, either in its free form E or bounded form C).
Indeed, adding equation (2.2) and equation (2.3), we obtain that, at all time:

Ė+ Ċ = 0

⇔E+ C = constant = Etot

⇔E = Etot − C.

Therefore, in equation (2.6):

kon × (Etot − C)× S = koff × C+ kcat × C

⇔ kon × Etot × S− kon × C× S = koff × C+ kcat × C (left side developed)

⇔ kon × Etot × S = kon × C× S+ koff × C+ kcat × C (sent − kon × C× S on the left)

⇔ kon × Etot × S = C× (kon × S+ koff + kcat) (right side factorised)

⇔Etot × S = C×
(
S+

kon + kcat
kon

)
(konsent on the other side)

⇔Etot × S = C× (S+KM) (posing
kon + kcat

kon
= KM)

⇔C =
Etot × S

S+KM
(isolate C) (2.7)

From equation (2.4), we have that
Ṗ = 2× kcat × C

If we replace C by what we obtained in equation (2.7), we have that

Ṗ =
2× kcat × Etot × S

S+KM

This equation corresponds to the so-called Michaelis-Menten kinetics [MM13b] (see [PG51; Mic+11;
MM13a] for English translations). The product kcat × Etot is often abbreviated Vmax because it
is the maximal speed of creation of the product (when all the enzyme is saturated). KM is a
characteristic constant for a given enzyme and substrat. It gives the value of S for which the
speed of the reaction is half Vmax. It is indirectly related to the affinity for E for S: a low (resp.
high) KM value reflects the high (resp low) affinity of E for S. One can interpret Vmax/KM as an
effective rate of capture of S by E [Nor98]. This kinetics also models a more realistic, yet still
minimalistic, model of the enzymatic reaction shown in figure 2.1 (Model 3). Of course, more
detailed models are possible, including more intermediary complexes.

The Michaelis-Menten simplification of the reaction network for the enzymatic process is a
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small example. Yet, it has terrified biochemistry students in spades (including myself). In contrast,
the process of simplification of influence-based models (and Boolean networks in particular) is
considerably simpler to grasp.

2.5.4 Aggregation of Models

On the opposite of model simplification, it can be useful to aggregate different models when they
model different parts of the same biological system (recall the model of Mycoplasma pneumoniae
mentioned in section 2.2 on page 48 [Kar+12]).

Aggregated models can be constructed from several mechanism-based models [Poo+22]. Ded-
icated tools (such as MFO or SBML Harvester) have been proposed to merge reaction networks
encoded in the Systems Biology Markup Language (SBML) and annotated using ontologies. Unfor-
tunately, not all SBML models have sufficient annotations for these tools to work. In [Chi+15], the
authors investigate the composition of reaction network models with heterogeneous semantics. In
any case, one needs to be careful to check if the parameters were fitted for similar physicochemical
conditions.

The aggregation of influence-based models is much easier. For example, one can simply merge
several Boolean network models by constructing a probabilistic Boolean network model, where
each species is associated with several transition functions (one from each initial model) that are
triggered with a given probability.

2.5.5 Conversion Between Models

Several models are often used in parallel to study a given biological system. Indeed, as we
saw in the previous sections, the different models have their own strengths and weaknesses. In
particular, we saw how different is the respective philosophy of influence-based models (such as
Boolean networks) and mechanism-based models (such as reaction networks). The latter are
more detailed than the formers, but their construction and analysis is more difficult, especially
when the tasks at hand are related to model checking, control, or model aggregation.

The formal relationship and conversion between various models have been addressed in several
studies. For example, Li et al. compare probabilistic Boolean networks and dynamic Bayesian
networks in terms of inference accuracy from timeseries data [Li+07], and Lähdesmäki et al.
discuss their formal relationship in terms of joint probability distribution [Läh+06]. Krumsiek
et al. explain how to convert a Boolean network model to ODEs [Kru+10], Barbuti et al. show
how to use a specific kind of reaction network model (namely the blueprint of reaction systems,
which ignores stoichiometry and kinetics) as an alternative way of exploring the dynamics of
threshold Boolean networks [BGM21; Bar+21]. Finally, let us mention Fages et al. who show
that an influence-based model with forces (similar to definition 1.7.7 but with a term to value
the force, and where inhibitors are not considered to prevent reactions from happening) can be
simulated by a core reaction network with either the stochastic, discrete, Boolean or differential
semantics, but that the converse is not true, except under the differential semantics where both
have the same expressive power [Fag+16].

Regarding the different semantics of core reaction networks (section 2.3.1.3), they correspond
to different abstraction (details) levels [FS08a]. They compute different transition graphs,
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and different aspects of the system can be studied [CFS05; CFS06]. The formal analysis and
comparison of the semantics (and of the transitions they lead to) was performed by Fages et al.
in [FS08a] by applying the principles of abstract interpretation. This framework was originally
introduced for the analysis of programs [CC77]. It consists of approximating the computation of
a program using computation with finite-lattice intervals. Fages et al. show how the stochastic,
discrete and Boolean semantics of a core reaction network are in fact successive hierarchical
abstractions [FS08a]. As a result, given two semantics, the absence of a behaviour in the most
abstract one entails its absence in the most concrete semantics, but the converse is not true. For
example, a behaviour which is not possible in the Boolean semantics, is also not possible in the
stochastic semantics, whatever the kinetic expressions are. The differential semantics, however, is
not connected in the same way. This is because it does not really “behave” the same as the other
semantics. Indeed, with the differential semantics, all the reactions are triggered in parallel, and
the values assigned to the species are positive reals computed deterministically. It has been shown
that the differential semantics is in fact a continuous and deterministic approximation of the mean
stochastic behaviour for a large number of molecules [Kur70; DN08]. In other words, it computes
the average number of copies of the species in an infinite number of stochastic simulations. The
connections are depicted in figure 2.4.

reaction set

stochastic

discrete

Boolean

differential correct abstraction
approximation

Figure 2.4: Formal relationships between reaction networks and their stochastic, discrete, Boolean,
and differential semantics.

Qualitative abstraction of the continuous dynamics of various models has drawn strong interest
over time, particularly in the Boolean domain. It is used to simulate the model abstractly [NVV22;
DB08a], explore the possible behaviours of a reaction network [FS08a], and study the complexity
of dynamical analyses [FMP14; Den+15b; Den+15a; Den+19]. Such Boolean abstractions include
the classic Boolean semantics of reaction networks presented previously, but also others we
introduce hereafter.

In [DB08a], the coarse-grain interpretation of a differential-algebraic system (normalised
between 0 and 1) leads to a partial function from B

n → B
n. This function is similar to a

Boolean network such as introduced in section 1.8 on page 39, but without the specification of a
local transition function for each species. The conversion was successfully applied to equations
modelling the cell division cycle of fission yeast. However, we cannot use this abstraction on a
given differential-algebraic system automatically, because the process relies on expert choices,
such as deduplication of some species, and the inclusion of some kinetic parameters as if they
were species.

More generally, connections have been made between the dynamics of piecewise linear dif-
ferential equations and asynchronous logical models: the asynchronous transition graph of the
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logical models is seen as an approximation of the phase space of the differential equations [Sno89;
JSB12]

Model simplification (section 2.5.3) and aggregation (section 2.5.4) can be seen as special
cases of model conversion. The simplification process illustrated in example 2.5.2 is one way to
grasp the relationship between reaction networks and Boolean networks. Indeed, the simplified
reaction network we obtained in example 2.5.2 is an abstraction of the reaction network model
we started with. Since the intermediary component was removed, it mechanically contains fewer
reactions. At the limit of this abstraction-of-reaction reasoning, a Boolean network can in fact be
seen as the ultimate abstraction of a reaction network, where no reaction remains.

Yet, in the abstraction we want to perform in this thesis, we want to get rid of the reaction
without losing any species.

2.6 Wrap-up

In this thesis, we aim to convert existing reaction network models into corresponding Boolean
network models. As we saw in this chapter, reaction networks and Boolean networks are the
respective epitomes of mechanism-based models and influence-based models. They have very
different philosophies, and the conversion from one to the other is relevant, at least for the
following three reasons.

1. From an application standpoint, it would be an ad hoc solution to ease some analyses that
are hard to run of reaction network models, instead of relying on the Boolean semantics, or
model simplification. Such analyses are related to the control, or the exploration of the
dynamic properties of the system.

2. From a theoretical standpoint, having access to such a conversion would certainly help to
understand better the relationship between reaction networks and Boolean networks.

3. In turn, I think exploring the converstion from a reaction network to Boolean networks
is useful to improve the Boolean network synthesis methods that use real biological data.
Indeed, due to the proximity of reaction networks with their underlying biological systems,
one can consider every Boolean network synthesis study to correspond indirectly to an
implicit conversion from a reaction network to a Boolean network. Hence, any finding in a
“controlled” synthesis (using inputs extracted from existing reaction network models) might
be adapted back to “uncontrolled” synthesis (using real biological data).

In the studies mentioned before (section 2.5.5), the results of the Boolean abstractions of
reaction networks are not really comparable with Boolean networks such as those synthesised in
this thesis. Indeed, they are Boolean transition systems, with no guarantee about the possibility
of deriving a Boolean transition function for each species of the original model.

The method I propose in this thesis takes inspiration from existing model synthesis methods
that usually start from information about the structure and the dynamics, define a merit function,
and use a dedicated parameter fitting algorithm to find the best models (the best combination of
parameter values) that fit the data. Hence, in chapter 4 we will use an exhaustive clever search
to synthesise all the Boolean networks that fit the best to a given structure and dynamics. But
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before that, the next chapter (chapter 3) shows how to extract a structure and a dynamics from
an existing reaction network model.
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Extracting the Structure and Dynamics
of a Reaction Network
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3.1 Introduction

As we saw in the previous chapter, existing Boolean network synthesis methods rely on knowledge
and data to guide the synthesis (section 2.4.1 on page 58). This usually concerns the structure
and the dynamics of the system. The knowledge about the structure is usually represented as a
prior influence graph (definition 1.7.7 on page 39), and dynamic data are usually represented as
times-series (definition 2.4.6 on page 61), sequences of transitions (definition 2.4.4 on page 61) or
truth tables (definition 1.6.1 on page 29).

In this thesis, we want to synthesise Boolean networks starting from a given reaction network.
The goal of this chapter is thus to show how to retrieve the structure and the dynamics from an
existing reaction network.

We propose to retrieve the structure by parsing the input reaction network. The influence graph
collects all the direct influences encoded by the model. If the input is a well-formed core reaction
network (definition 1.9.6 on page 45), the obtained influence graph is an overapproximation of the
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sign abstraction of the Jacobian matrix of the (event hybridised algebraic-)differential equation
system.

Concerning the extraction of the dynamics, what is studied here is technically an instance of
the general discretisation problem, which consists of the computation of an abstract transition
graph from a given reaction network. Various ways were proposed to retrieve such a graph. Here
we propose two methods. Both rely on the differential semantics of the input reaction network
model R, which consists of an ODE system odes(R) automatically reconstructed from the model.

The first method starts with a classic concrete numerical simulation of the system odes(R).
This method has a good trade-off between the accuracy and efficiency of the simulation. The
data are then binarised with a midrange procedure.

The second method is referred to as abstract simulation. It is based on the abstract interpreta-
tion of a first-order formula built from the system odes(R). However, the interpretation uses only
three values S = {↗,→,↘}. These values abstract the concrete values of the variables (species
value and their derivatives values) to their signs (above/equal/below zero). We call the formula a
First-Order Boolean Network with Non-deterministic Updates (FO-BNN), because it defines a
transition function from which we ultimately build a Boolean transition graph. We prove that
this graph is correct with regard to the Euler simulation of the original ODEs. Thanks to the
abstract simulation, we can characterise the complete abstract behaviour of the ODEs. This is
not possible with a concrete simulation since there are infinitely many initial configurations to
start from. However, the abstract simulation imposes some restrictions on the input reaction
network. In particular, it cannot involve any discontinuous event. Both simulation methods are
thus complementary to one another.
Outline First, in section 3.2, we explain how to construct a prior influence graph from the
provided reaction network. Then, in section 3.3, we explain how to retrieve the dynamics of a
reaction network. Related work on the computation of transition graph from a reaction network
is presented in section 3.4. Finally, in section 3.5, we conclude the chapter and discuss some
choices about our strategy to retrieve the dynamics as well as future outlooks.

3.2 The Structure of a Reaction Network

The advantage of starting from an existing reaction network is that we have access to the structure
of the system under study. However, this structure is a reaction graph (definition 2.4.2 on page 59),
whereas what we want is a prior influence graph (definition 1.7.7 on page 39).

The approach we propose to retrieve the prior influence graph P from a given reaction
network R needs to parse R only once. For a given reaction network R with species S, the
nodes of P are the species of R. As for the edges, they are obtained by applying the following
routines. In what follows, X and Y are two species in S.
On each reaction R = (R, e, P ) of R:

1. if Y is a reactant or an activator of R and P (X)−R(X) < 0 (meaning X disappears)
then Y

−−_ X ∈P

2. if Y is an inhibitor of R and P (X)−R(X) > 0 (meaning X appears)
then Y

−−_ X ∈P
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3. if Y is a reactant or an activator of R and P (X)−R(X) > 0 (meaning X appears)
then Y

+−_ X ∈P

4. if Y is an inhibitor of R and P (X)−R(X) < 0 (meaning X disappears)
then Y

+−_ X ∈P

When the reaction uses a modifier whose exact role is unknown, the modifier is considered as
both an activator and an inhibitor.
On each rule of R:

5. if Y is a species which appears on the right side of a rule defining X

then Y
+−_ X ∈P and Y

−−_ X ∈P

On each event of R:
6. if Y is a species which appears in a condition triggering a discontinuous change of X

then Y
+−_ X ∈P and Y

−−_ X ∈P

Example 3.2.1. The influence graph Penz constructed from Renz (example 1.9.4) is

S

E

C

P

−

−

+

−

−
+

−

+

+

+

Recall that a core reaction network consists only of reactions. For such a network, only the
first four routines apply. These routines are those proposed by Fages et al. to retrieve the so-called
syntactic influence graph of a reaction network [FS08b]. Moreover, they showed that the resulting
influence graph is an overapproximation of the differential influence graph, which corresponds to
the sign abstraction of the Jacobian matrix of the differential systems of a well-formed reaction
network (definition 1.9.6 on page 45). However, if the reaction network is not well-formed, there
is no such guarantee.

Example 3.2.2. Consider the reaction network model presented in example 1.9.7 on page 45. As
mentioned previously, this model is not well-formed because according to the kinetic expression, Y
is involved in the reaction ( ∂e

∂Y > 0), but this information is neither reflected by the list of reactants
nor by the list of modifiers (Y is listed in none of the lists). The influence graph constructed from
the reaction network is:

X Y
−

In this graph, Y is not even a parent of X, while according to the dynamics of the system, it should
be its inhibitor (since Y activates the degradation of X).

3.3 The Dynamics of a Reaction Network

In this section, the goal is to extract the Boolean dynamics of a given reaction network. We
propose two methods for this task. In both cases, we consider the differential semantics of the
input reaction network (interpretation with a system of differential equations, see section 1.9.2),
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and we end up with binarised trajectories represented by a (partial) Boolean transition graph.
Unlike the continuous trajectories of a reaction network with the differential semantics, which
are infinite objects, and for which there are infinitely many trajectories depending on the choice
of the initial concentrations, a Boolean transition graph is necessarily finite. Each node of the
resulting Boolean transition graph is a Boolean vector (i.e., a vector of Boolean values, one for
each species) that represents infinitely many concrete configurations (i.e., a vector of real values,
one for each species). A Boolean vector states, for each species, whether its concentration is
above or below a given threshold. The specific value of the threshold depends on the context,
and sometimes, it will be zero. In this case the Boolean vector states, for each species, if it is
present or absent.

The first method is referred to as concrete simulation. It uses a classic clever numerical
algorithm which makes a good approximation of the analytic solution of the ODE system. The
concrete trajectories are then binarised after having defined a threshold for each species.

The second method exploits abstract simulation. Given a reaction network, the process starts
with the construction of a FOL formula (section 3.3.3.1). Then, we interpret this formula using
only three values S = {↗,→,↘}. These values abstract the concrete values of the variables to
their signs. The result of this interpretation is a list of transitions between abstract (Boolean) con-
figurations of the reaction network. Moreover, by using John’s soundness theorem for the abstract
interpretation of FOL formulas [All21], we proved that the resulting transition graph is a sound
overapproximation of the Euler simulation of the ODEs of the reaction network (section 3.3.3.3).
However, for now, the method can only run on core reaction networks, those differential semantics
only use functions defined from R

+ (time) to R+ (amount or concentration).
Outline First, in section 3.3.1, we introduce and formalise three different relations between
the configurations of the system. The first relation (concrete temporally following) relates the
concrete configurations. The two others (abstract temporally next and abstract causally next)
relate abstract (Boolean) configurations (those obtained after binarisation). We illustrate on a
simple example how these relations are intertwined with one another. The goal of the concrete
simulation followed by a binarisation step is to approximate the abstract temporally next as best
as possible. In contrast, the goal of abstract simulation is to build an abstract transition graph
that over approximates the causal abstract next relation. These two simulations are presented in
sections 3.3.2 and 3.3.3 respectively.

3.3.1 From ODEs to Boolean Configuration Transitions

In this section, we illustrate the intuition behind the two methods we propose to derive a (partial)
Boolean transition graph from the ODEs retrieved from a given reaction network. The section
will use a simple example of ODEs modelling an object moving along an axis.
Outline Section 3.3.1.1 presents the example and recalls some basics about ODEs and their
solutions. In particular, the fact that ODEs specifies a relation between functions and their
derivative, and that solving an ODE system consists in finding the functions such that the
specifications are met. However, what we want ultimately is to construct transitions between
the Boolean configurations of the system. Thus, we need to change our perspective about what
an ODE system represents. This is initiated in section 3.3.1.2, where we start to consider the
values of the solution functions indexed by time, instead of the function themselves. In the
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literature, this interpretation of differential equations is popular for formal reasoning about ODEs
and hybrid systems in general [Pla18]. Based on the change of perspective, we introduce in
section 3.3.1.3, a relation between the successive concrete configurations of the system. We refer
to this relation as the concrete temporally following relation. This relation can be computed
exactly, but only partially thanks to the analytical solution of the ODEs. We illustrate this in
section 3.3.1.4. Unfortunately, we cannot always get access to an analytical solution of the ODEs.
This is where numerical simulations come to the rescue. In section 3.3.1.5, we use the Euler
algorithm to approximate (part of) the concrete temporally following relation,. We will see that
the Euler algorithm is not particularly efficient, and that the approximation errors it introduces
actually reflect the causation of the changes.

In section 3.3.1.6 we introduce the binarisation of the concrete configurations we were dealing
with up to now. In the abstract setting, the number of configurations is finite, and each Boolean
configuration represents an infinite number of concrete configurations. By abstracting the solutions
computed with the analytical solution and with the Euler algorithm, we define two relations:
the abstract temporally next and the abstract causally next respectively. They differ in that the
temporally next relation washes away the causation that is kept by the abstract causally next
relation.

These two relations are the basis of the two methods we propose to retrieve the dynamics of a
reaction network. Indeed, the first method aims at approximating the abstract temporally next
relation, while the second method overapproximates the abstract causally next relation.

3.3.1.1 ODEs: Back to Basics

As seen in the preliminaries (section 1.5 on page 27), the general form of an ODE is ẏ = f(y).
Moreover, recall that an ODE system can be encoded as a first-order formula ϕ whose variables
represent real-valued functions.

Example 3.3.1 (An object moving along an axis). The following system of differential equations
models an object moving along an axis. The position is denoted x, and its derivative ẋ equals the
velocity v, whose derivative v̇ equals the acceleration a, which is constant:

ȧ(t) = 0

v̇(t) = a(t)

ẋ(t) = v(t)

(3.1)

Equivalently, in logic, this is encoded as

ȧ ⊜ 0 ∧ v̇ ⊜ a ∧ ẋ ⊜ v (3.2)

The variables of an ODE system are functions (in the general mathematical sense, not in
the logic sense). Solving an ODE system consists in funding functions such as the specifications
encoded by the ODEs are met. In other words, a function s is solution of the ODEs on any
duration r iff for all times 0 ≤ z ≤ r, ṡ(z) = f(s(z)), such as specified by the ODEs. In logic, an
ODE formula φ is solved on the structure SR+→R+ .
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Example 3.3.2 (Moving object: analytical solution). We continue example 3.3.1. The analytical
solution of equation (3.1) is

a(t) = C1

v(t) = C1t+ C2

x(t) = C1
t2

2
+ C2t+ C3

(3.3)

with C1, C2, C3 being constant. Appendix B on page 179 shows in detail how to derive it.

3.3.1.2 ODE: change in perspective

The change of perspective consists in stopping considering the functions solving the ODE system,
but their values at all points in time.

These values correspond to the configuration at which the system is at a given time. Formally,
a base configuration is a vector storing the values of the base variables (those not rooted by the
dot operator). A configuration that also stores the values for the derivatives is referred to as a
enriched configuration.

Example 3.3.3 (Moving object: configurations). For the system presented in example 3.3.1, a
base configuration is a vector (xt, vt, at). An extended configuration is a vector (xt, vt, at, ẋt, v̇t,
ȧt).

We can visualise all the possible base configurations of an ODE system as a n-dimensional
space, with n being the number of functions involved in the system. Moreover, we can see the
ODE system as a vector field. Indeed, the ODEs associate to each base configuration, a vector
(ẋ | x ∈ V ) whose coordinates are the values of the derivative. These vectors state how each
configuration tends to change: as the system evolves from some initial configuration, the vector
field “guides” the point along some trajectory such that, at every moment, its direction and speed
matches the vectors from the vector field. Here, the words “direction” and “speed” do not refer
to the physical position and velocity of the moving object in the running example, but to an
abstract change and rate of change of the configuration of the system.

Example 3.3.4 (Moving object: vector field). Below, we visualise the vector field of equation (3.1),
along with three trajectories starting from three different initial configurations. Each point of
coordinates (xt, vt, at) in the three dimensional space, is associated to a vector of coordinates
(ẋt, v̇t, ȧt). However, to prevent clutter, the vectors are only drawn for some of the points and their
length has been scaled (divided by 2). The black dot has the coordinates (0, 0, 0). If the system
starts in this configuration, it stays there. The trajectory starting from the initial conditions
(0, 0, 1) and (2, 1, 0) are respectively drawn in blue and red. Since ȧ = 0, the trajectories stay in
the plan whose coordinate for a is equal to the initial value of a (a = a0). The plan is drawn in
the same colour as the corresponding trajectory.
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In logic, the change of perspective is reflected by changing the representation of the ODEs. For
any ODE system φ, we introduce its corresponding enriched ODE formula, where a term ẋ will
not only be an expression but a variable in its own right (now denoted x̊). Now, an assignment
for enriched ODE formula is thus both about base variables (the ones without the dot operator)
and the dotted variables. Also, we will stop assigning functions, and we will use values (either
reals, or signs, depending on the context).

Definition 3.3.5 (Enriched ODE). An enriched ODE is an expression φ̊ ∈ FΣarith
. It is obtained

by replacing any subexpression of the form ẋ in ϕ by the variable x̊:

ϕ̊ =def ϕ[ẋ/x̊ | x ∈ fv(ϕ)]

The set of variables V of φ̊ is thus V ∪ V̊ instead of V for the not enriched ODE φ.

Note that in our case, no dot operators remain in ϕ̊, since all subexpressions of ϕ that
are rooted by the dot operator must be of the form ẋ with x ∈ V by the definition of ODEs
(definition 1.5.2 on page 28). However, the transition semantics can generally be applied to
higher-order ODEs, using ė with e being any expression (not necessarily a variable) [Pla18].

The change in perspective can be summarised by the following lemma, where we index the
values of the functions by the time.

Lemma 3.3.6. If β ∈ solR+→R(ϕ) then βt ∈ solR(ϕ̊).

Proof. The lemma comes from the indexation of the functions values by time. Indeed, we have
that, for any assignment β : V → (R+ → R+) to an ODE formula, and time point t ≥ 0 we have
an assignment for an extended ODE formula βt : {x, x̊ | x ∈ V } → R such that: βt(x) = β(x)(t)

(in R+) and βt(̊x) = ˙ R+→R(β(x))(t) (in R, since derivatives values of positive function might be
negative).

The concepts of concrete base configuration and concrete enriched configuration introduced
earlier can be defined from an enriched ODE formula.

Definition 3.3.7 (Concrete configuration of an enriched ODE φ̊). Let φ̊ be an enriched ODE
formula with variables V = V ∪ V̊ . We call a function ω : V → R an enriched concrete
configuration of φ̊. We denote RV the infinite set of all possible concrete enriched configurations.
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The restriction ω|V of an enriched concrete configuration ω on the base variables V is a base
concrete configuration of φ̊.

Similarly, we also define the concept of abstract enriched configuration.

Definition 3.3.8 (Abstract configuration of an enriched ODE φ̊). Let φ̊ be an enriched ODE
formula with variables V = V ∪V̊ . We call a function ω : V → S an enriched abstract configuration
of φ̊. We denote SV the finite set of all possible abstract enriched configurations. The restriction
ω|V of an enriched abstract configuration ω on the base variables V is a base abstract configuration
of φ̊.

Given an enriched configuration ω (either concrete or abstract), ω(x) indicates the sign value
of the variable x ∈ V (which can be rooted by the dot operator or not) in the ω.

3.3.1.3 The Concretely Following Relation

One of the relations we are interested in is the one that relates a configuration of the system
to all the configurations that are accessible from it. In other words, a configuration ν follows
a configuration ω if we reach ν when starting in ω and following the differential equations for
some duration r. We say that ν concretely follows ω, and we refer to this relation as the concrete
following relation.

On the vector field presented earlier, it means that, starting from ω, ν is on the trajectory
defined by the vector field for a duration r. That is, a configuration ν concretely follows a
configuration ω if we end up in ν when following the ODEs from ω for some time. In our setting,
the time is continuous. The successive configurations ν can be ordered by the duration r during
which we followed the equations. However, it makes no sense to talk about the next configuration.
This is why we use the term following.

Example 3.3.9 (Moving object: concretely following configurations). In the vector field from
example 3.3.4, all the configurations laying on the coloured lines concretely follow the initial
configuration of the corresponding colours.

In logic, this translates as follows. We define the concrete following relation as a binary
reachability relation RV ×RV over the enriched configurations of the enriched ODE. The relation
relates the configurations connected by the ground-truth analytical solution of the ODE system.

Definition 3.3.10 (Concretely following relation). Let φ be an ODE formula over variables V ,
s = β(x) a function from R+ → R+ satisfying φ for some variable x ∈ V on a time interval
[t1, t2]. The enriched counterpart of φ is φ̊, those variables are V = V ∪ V̊ . Let ω, ν : V → R be
two concrete extended configurations of φ̊. We say that ν is temporally reachable from ω (denoted
(ω, ν) ∈ sol(φ̊)) if for all variables x ∈ V , ω(x) = s(t1) and ν(x) = s(t2). Moreover, the value of
x̊ at any time t′2 ∈ [t1, t2] is constrained along all the solution s: its value is equal to the analytic
time-derivative at time t′2: x̊(t

′
2) =def

ds(t′2)
dt′2

.

3.3.1.4 Compute the Concretely Following Relation

We can compute part of the concretely following relation thanks to the analytical solution of an
ODE system, in which can simply plug a duration r and an initial configuration ω to compute
the reached configuration ν.
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The computation is only partial, and this for two reasons:

• There are an infinite number of initial configurations, and each of them has its own set of
concrete following configurations.

• Starting from a given configuration, there are an infinite number of durations, and except in
some very specific cases (fixed point) each of them yields a different reached configuration.

From this follows one of the crucial points of this section: ODEs are infinite objects, and it is
not possible to explore their dynamics exhaustively by simply changing the initial configuration
and durations.

Example 3.3.11 (Moving object: configurations that concretely follow [x:0, v:0, a:1]). We start
from equation (3.3). Let us say the initial configuration is that at t = 0, the point lays at the
origin, has no velocity, but an acceleration of 1:

a(0) = 1 v(0) = 0 x(0) = 0

We thus have:

C1 = a(0) ⇒ C1 = 1

C2 = v(0)− C1t = 0− 1× 0 ⇒ C2 = 0

C3 = x(0)− C1
t2

2
− C2t = 0− 0− 0 ⇒ C3 = 0

In conclusion:

a(t) = 1 v(t) = t x(t) =
t2

2

The plot of these functions against time is shown below, and figure 3.1a summarises the configu-
rations reached when starting from [x:0, v:0, a:1] and following the differential equations for a
duration r ∈ {0, 1, 2, 3}.
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v(t) = t

x(t) = t2
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Example 3.3.12 (Moving object: configurations that concretely follow [x:5, v:1, a:0]). We start
from equation (3.3) and we change the initial conditions to

a(0) = 0 v(0) = 1 x(0) = 5

The constants now have the values:

C1 = 1 C2 = 0 C3 = 0
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The analytical solution thus changes to:

a(t) = 0 v(t) = 1 x(t) = t+ 5

We can reflect the changes visually by plotting x, v, a against time as well:
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3.3.1.5 Approximate the Concretely Following Relation

We saw how to retrieve the analytical solution of an ODE and use it to compute (part of) the
concretely following relation. However, as mentioned in section 1.5.2, it is not always possible to
find an analytical solution. Despite this, there is still a meaningful way to get an idea of what the
dynamics looks like, namely, numerical simulation. A numerical simulation consists in iterating
an algorithm that approximates successive configurations. Among existing possible numerical
methods, the Euler method is the simplest.

Example 3.3.13 (Moving object: Euler approximations). Figure 3.1 shows the approximated
values for x, v and a at t ∈ 0, 1, 2, 3 when starting from [x:0, v:0, a:1] at t = 0, and using different
time discretisation steps (∆ ∈ {2, 1, 0.5}).

(a) With the analytical solution
t 0 1 2 3
a 1 1 1 1
v 0 1 2 3
x 0 0.5 2 4.5

(b) With Euler and ∆ = 2

t 0 1 2 3
a 1 1 1 1
v 0 0 2 2
x 0 0 0 0

(c) With Euler and ∆ = 1

t 0 1 2 3
a 1 1 1 1
v 0 1 2 3
x 0 0 1 3

(d) With Euler and ∆ = 0.5

t 0 1 2 3
a 1 1 1 1
v 0 1 2 3
x 0 0.25 1.5 3.75

Figure 3.1: Successive configurations of equation (3.1) according to the analytical solution
(equation (B.1) on page 180) and to the Euler algorithm using different time discretisation steps
(∆ ∈ {2, 1, 0.5}).

Now, we show how the Euler algorithm approximates the successive configurations. We
illustrate the algorithm on a scalar function, whose configurations thus consist of a vector of one
value. However, everything we will derive from how the algorithm works with a scalar function
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will also hold when dealing with a system of differential equations. In particular, it applies to
what we will derive in terms of accuracy and efficiency.

The Euler algorithm works by iterating as follows. Starting from a given configuration it takes
a step for a duration ∆ based on the direction encoded by the vector on which the configuration
sits. The point where it lands has the value f̂(t+∆), which is an approximation of f(t+∆). The
procedure for one iteration is visualised in figure 3.2 and summarised by the following formula:

f̂(t+∆) = f̂(t) + ∆× ḟ(t).

f(t) and f̂(t)

f : exact solution with
f(t) as initial solution

t t+∆

local error

f(t) = f̂(t)

f̂(t+∆)

f(t+∆)

Figure 3.2: Procedure of the Euler algorithm on one iteration. The scalar function f to
approximate is plotted in blue.

Error accumulation At each iteration of the procedure, the error accumulates. Hence, after
several iterations, one might be quite far from the actual value. In figure 3.3, we plot the Euler
approximation on three iterations. The function to approximate is in blue. The black points are
the approximations for t ∈ {0,∆, 2∆, 3∆}. The local error at a time t is computed in regard to
what f would have looked like if starting from f̂(t), while the global error is simply the difference
between f(t) and f̂(t).

t

f(t) and f̂(t) f

0 ∆ 2∆ 3∆

Figure 3.3: Error accumulation after several iterations of the Euler algorithm. The scalar function
f to approximate is plotted in blue. The local and global errors at each iteration are respectively
plotted in orange and red. The local error are computed in regard to the solution with f(t) as
initial condition (in gray).
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Accuracy and Causation For a given step size ∆, the accuracy of the approximation heavily
depends on the stiffness of the problem (i.e., how fast are the changes occurring). Conversely,
the accuracy depends on the choice of ∆ itself: the approximations approach the true solution as
∆ gets smaller. This is illustrated in figure 3.4.

t

f(t) and f̂(t)

f
0.5∆

∆
2∆

Figure 3.4: More accurate approximation with the Euler algorithm using smaller ∆.

However, no matter how small ∆ is, the function is arbitrarily far from the true solution. In
particular when dealing with a system of ODE, the Euler algorithm captures the direct causation
between the variables changes.

Example 3.3.14. Whatever the choice of ∆, and for any initial condition such that a(0) >
0, v(0) = 0, x(0) = 0, the Euler algorithm will always need two iterations to set x at a value
different from 0. This is because it is the change in speed that produces the change in position, but
the speed first needs to be updated from the acceleration. In contrast, with the analytical solution,
the only time point where x(t) = 0 is at t = 0. This is reflected in figure 3.1.

Efficiency of the Computation Relatively to the Step Size We just saw that the smaller
the ∆, the more accurate the approximations are. However, the computation is also less efficient
since it requires more iterations to compute the values on the same time interval.

Remark 3.3.15. More sophisticated numerical methods can reduce the error made by the Euler
methods, and balance the tradeoff between accuracy and efficiency. We will be using one of such
methods in section 3.3.2.

3.3.1.6 Abstraction

Recall that what we want ultimately is to get access to transitions between Boolean configurations.
Yet, for now, we are only dealing with transitions between concrete configurations (on reals).

Let us consider the following binarisation, where the function hS : R→ S abstracts a given
concrete value r ∈ R relatively to a threshold θ:

hθS(r) =


↗ if r > θ

→ if r = θ

↘ if r < θ
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The binarisation transforms infinite sequences of configurations into finite sequences of config-
urations. Indeed, several concrete configurations map to one abstract configuration. Moreover,
after the binarisation, it is possible to define the next abstract configuration.

Example 3.3.16 (Moving object: abstraction of the sequences of configurations). For each initial
concrete base configuration such that [x:0, v:0, a>0], the binarisation of an Euler simulation will
always return

[x:0, v:0, a:1]→ [x:0, v:1, a:1]→ [x:1, v:1, a:1]⟳.

The configuration [x:0, v:1, a:1] is the next configuration of [x:0, v:0, a:1]. The binarisation of the
analytical solution from the same initial condition is:

[x:0, v:0, a:1]→ [x:1, v:1, a:1]⟳.

The abstraction of the analytical solution and Euler solutions are the base of our formal
definitions for the abstract temporally next relation and the abstract causally next relation,
respectively. We now give the formal definitions of these relations in the two following sections.

3.3.1.7 Abstract Temporally Next Relation

The abstraction of the analytical solution is the base of our formal definition for abstract temporal
next.

Definition 3.3.17 (Abstract temporally next relation tnext ). Let γ1, γ2 : V → S be two abstract
enriched configurations of an enriched ODE formula ϕ̊. We call γ2 a temporally abstract next
configuration of γ1 with respect to φ̊ and write (γ1, γ2) ∈ tnext φ̊ if there exists a real-valued
function β ∈ solR→R(φ) and two time points 0 ≤ t1 < t2 such that, for all variables x ∈ V and
time points t′2 ∈]t1, t2]: γ1(x) = hθS(β(x)(t1)) and γ2(x) = hθS(β(x)(t

′
2)).

A visual illustration of the definition can be found in figure 3.5.
As we will see after, the causation of the changes can be deduced from the signs of the

derivatives. In the meantime, if not interested in the values of the derivatives, we can consider
the restriction of the successor relation on the base variables (those without the dot operator). A
visual illustration of this can be found in figure 3.6.

Remark 3.3.18. The next base configurations might not be unique.

3.3.1.8 Abstract Causally Next Relation

The following relation is different from the abstract temporally next in that it captures the
causation of the changes from the derivatives, as illustrated before (see example 3.3.14).

Definition 3.3.19 (Abstract causally next relation cnext). Let ϕ̊ be an extended ODE system
with variables V = V ∪ V̊ , and γ1, γ2 : V → S be two abstract extended configurations. We call γ2
a causally-next extended configuration of γ1 and write (γ1, γ2) ∈ cnextϕ̊ if γ2 ∈ solS(ϕ̊) and there
exists an abstract configuration γ′2 such that (γ1, γ′2) ∈ tnext ϕ̊ and for all base variable x ∈ V :
γ2(x) = γ1(x) if γ′2(̊x) = 0 and γ2(x) = γ′2(x) otherwise.
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t2t′2
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Figure 3.5: Illustration of the abstract temporally next relation (definition 3.3.17). Let f be the
function assigned by β for some variable v in the set V of some ODE formula ϕ, such that β(v) is
solution of ϕ. The function f is plotted in blue, and the threshold θ is plotted with a dashed line.
At time t1, the abstract configuration is [x:0, x̊ : 1]. At time t2 and at all timepoints t′2 ∈]t1, t2],
the abstract configuration is [x:1, x̊ : 1]. The abstract configuration [x:1, x̊ : 1] is thus a temporal
abstract next configuration of the abstract configuration [x:0, x̊ : 1]. In fact, all the pink area
corresponds to time points those corresponding abstracted configuration is the temporal abstract
next configuration of the abstract configuration that corresponds to time point t1. The pink area
stops as soon as x̊ switches from 1 to 0.
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Figure 3.6: Illustration of the abstract temporally next relation (definition 3.3.17) after restriction
on the base variables. We use the same setting as before: f is the function assigned by β for
some variable v in the set V of some formula ϕ, such that β(v) is solution of ϕ. The function
f is plotted in blue, and the arbitrary threshold θ is plotted with a dashed line. All values
above or equal the threshold map to 1 and all below map to 0. We thus end up with abstract
configurations using values {0, 1} ∈ S. At time t1, the abstract base configuration is [x:0]. It can
be thought of as the last time point before it switches to [x:1]. At time t2 and at all timepoints
t′2 ∈]t1, t2], the abstract configuration is [x:1]. The abstract configuration [x:1] is thus a temporal
abstract next base configuration of [x:0]. Again, the pink area corresponds to the time points
those corresponding abstracted configuration is the temporal abstract next configuration of the
abstract configuration that corresponds to time point t1. But this time, the pink area is wider
since the values of the derivative are not considered.
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Again, the configurations can be restricted to consider only the base variables: we say that γ2|V
is a causally-next base configuration of γ1|V and write (γ1|V , γ2|V ) ∈ cnextϕ if (γ1, γ2) ∈ cnextϕ̊.

Remark 3.3.20. We believe that tnextϕ ⊆ (cnextϕ)∗ holds for any ODEs for which the numerical
simulation by Euler’s algorithm is sound, that is, when using exact arithmetic and an adapted
step size.

3.3.2 Concrete Numerical Simulation and Binarisation

The goal here is to approximate the relation abstract temporally following (definition 3.3.17) as
well as possible. To do so, we first run a deterministic numerical simulation of the differential-
algebraic system of equations retrieved from the reaction network. Then, we binarise the resulting
timeseries.

For the numerical simulation, we want to use a method that works well for all kinds of reaction
networks. In particular, it is not rare for the reaction networks from the literature to model
phenomena that involve mechanisms with varying time scales. This ultimately leads to ODE
systems with stiff dynamics [GW82] (i.e., with both rapid and slow variations). Unfortunately, to
perform an accurate simulation of a problem that might be stiff, the Euler algorithm used in the
section 3.3.1.5 would require an impractical amount of small steps, because the step size needs to
be small enough so the algorithm does not miss sudden changes. We thus propose to use the
Livermore Solver for Ordinary Differential Equations (LSODE for short) [RH93]. It is part of the
clever algorithms mentioned in section 3.3.1, that achieve a good tradeoff between the accuracy
of the approximation and the efficiency of the computation. In particular, LSODE automatically
adapts the step size to limit the local error to a predefined value. Moreover, it uses Backward
Differential Formula (BDF) method for stiff solving and the Adam-Moulton (AM) method for
non-stiff solving.

In the literature, stiff problems are often referred to as systems with large Lipschitz con-
stants [AFK93]. But the stiffness property is actually local in that the condition above may
be true in some intervals and not in others. LSODE automatically detects the stiffness of an
ODE ẏ = f(t, y) based on the evaluation of the eigenvalues of the Jacobian matrix of the system
i.e., the square matrix J with elements Jij defined as ∂fi/∂yj with i, j = 1, . . . , N . This matrix
represents the best linear approximation of f at a close neighbourhood of a given configuration C.
Hence, for the same function f , the Jacobian can differ depending on C. Once we have this
matrix, we can compute its eigenvalues, which represent the scaling factors of the eigenvectors,
i.e., the vectors that remain in their own span despite the linear transformation represented by
the matrix J . In [SG79], Shampine et al. state:

“By a stiff problem we mean one for which no solution component is unstable (no
eigenvalue has a real part which is at all large and positive) and at least some
component is very stable (at least one eigenvalue has a real part which is large and
negative). Further, we will not call a problem stiff unless its solution is slowly varying
with respect to the most negative real part of the eigenvalues.”

In other words, negative eigenvalues of the Jacobian mean that the time evolution points back to
the configuration C while positive eigenvalues indicate that it points away from it.
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In the former case, LSODE switches to non-stiff solving (AM method) while in the latter case,
it switches to stiff solving (BDF method). Since BDF has more computational overhead, the
ability of LSODE to switch back to non-stiff solving automatically when not necessary anymore
is really appreciable.

Another thing to know is that BDF and AM methods are multistep and implicit methods. This
kind of methods is known to achieve better accuracy than one-step and explicit methods (such as
the Euler algorithm). In contrast with a one-step method solver, a multistep method calculates
an approximation at a given timestep by solving an equation involving the approximation done
at several previous timesteps (instead of using only the approximation computed at the previous
timestep). The number of timesteps it needs is the order of the method. LSODE automatically
adjusts the order of BDF and AM. In contrast with an explicit method, an implicit method uses
the yet unknown value of f(t) to compute f̂(t). They thus rely on a first guess (prediction step)
which is then adjusted later (correction step).

Overall, LSODE is:

Consistent As the step size ∆ goes to zero, the local error goes to zero even faster. In other
words, the error divided by the integration step size goes to zero as the step size goes to
zero.

Stable The numerical solution does not diverge when the exact solution isn’t diverging, hence
the global error is bounded for a given step size and time interval (small changes in the
initial condition result in small changes in the computed solution) even for stiff problems,
thanks to the use of BDF which is stable.

Convergent The global error goes to 0 when the step size ∆ goes to 0.

These are some interesting features which guarantees good numerical approximations, even for
stiff problems.

3.3.2.1 Concrete Simulation for Extended Reaction Networks

LSODA can be used for reaction networks those differential semantics involve spaces of values
extended to R→ R, and with additional rules. Another important extension of the method is
LSODAR, standing for Livermore Solver for Ordinary Differential equations, with Automatic
method switching for stiff and non-stiff problems, and with Root-finding. It is able to determine
with precision when to trigger discontinuous events (even though it remains an approximation),
which is precious when simulating reaction networks involving such events.

3.3.2.2 Binarisation

To go from continuous time series to sequences of Boolean configurations, we apply a binarisation
procedure. That is, we compute a threashold θ for each species. Then, with Xt the value of X at
time t in the timeseries, the binarised value X̂t of X at time t is

X̂t =

{
1 if Xt ⩾ θX
0 otherwise.
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Many binarisation approaches exist [BN13]. Yet, we decided to go by default with the
midrange threshold.

θX =
min+max

2

where min and max are the minimum and maximum values of X observed in the timeseries. The
main reason for this choice is that it is quite natural, and usually gives good results despite its
simplicity [Tys+96; Vid+15; Ost+16].

3.3.2.3 Application on Renz

Figure 3.7 shows the result of the numerical simulation of the ODE system in example 1.9.8
(which does not use rules nor events) from t = 0 to tmax = 100 seconds (chosen arbitrarily)
starting from the following initial conditions:

S(0) = 1.0× 10−5 mol/L

E(0) = 0.5× 10−5 mol/L

P(0) = 0 mol/L

C(0) = 0 mol/L

(3.4)

figure 3.8 shows the result of the midrange binarisation.

Figure 3.7: Timeseries for Renz with initial
concentrations from equation (3.4).

Figure 3.8: Binarised timeseries for Renz,
with midrange-based binarisation thresholds
(blue if binarised to 0 and red if binarised
to 1).

3.3.3 Abstract Simulation

The goal of the abstract simulation is to build a Boolean transition graph that overapproximates
the causal next transition of ODEs (see definition 3.3.19).

Having defined an ODE system as a first-order formula (section 1.5) is justified in this
particular section. Indeed, this framework is suitable for the syntactical transformations and
the abstract interpretation which we will use here. Indeed, the abstract simulation of a reaction
network with the differential semantics consists in interpreting a so-called FO-BNN formula on
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the structure of signs. As we will see in section 3.3.3.1, an FO-BNN is a first-order formula
(section 1.2.2) built from an ODE expression. FO-BNN stands for First-Order Boolean Network
with Non-deterministic updates. The name comes from the fact we can use them to define a
relation on abstract configurations (i.e., a relation BS × BS , with S the set of species considered)
and that a Boolean network B with non-deterministic updates and species in S is also some
kind of definition of a Boolean transition graph G ⊆ BS × BS [PS21]. The non-determinism
of the updates in an FO-BNN in fact reflects the non-determinism of the interpretation of the
formula with the structure of signs. As proven in section 3.3.3.3, this relation consists of a sound
approximation of the causal transition of the ODEs from which it is constructed.

Finally, in section 3.3.3.2 we show how to use an FO-BNN to compute a transition graph.
The computation can be done only partially, when are only interested in the configurations that
are reachable from a given set of abstract configurations.

3.3.3.1 First-Order Boolean Networks with Non-deterministic Updates

We assume that S ⊆ V and fix two bijections .
next

: V → V and .̊ : V → V such that S, S̊, S
next

,

and S̊
next

are disjoint subsets of V. Furthermore, we assume that .
next

(̊.(x)) = .̊( .
next

(x)) for any
x ∈ V. In other words, applying the composition .

next
◦ .̊ is the same as applying the opposite

composition .̊ ◦ .
next

.

Definition 3.3.21 (FO-BNN of a reaction network). For any reaction network R with species
S = {A1, . . . ,An}, we define its FO-BNN bnn(R) as a first-order formula ϕ ∈ FΣarith

with free
variables fv(ϕ) = V ∪ V

next
(recall that V ⊆ V):

bnn(R) =def ∃Å1. . . . .∃Ån. ˚odes(R)

∧ ∃ Å1
next

. . . . .∃ Ån
next

. ˚odes(R
next

)

∧
n∧

i=1

next_spec(Ai, Åi, Ai
next

, Åi
next

)

with next_spec a formula such as defined in definition 3.3.23.

Remark 3.3.22. No dot operators can occur in an FO-BNN ϕ. Indeed, the only terms in the
ODEs with the dot operators are variables, and all have been replaced with .̊

For any A ∈ S, let varsA be the sequence of the four variables A, Å, A
next

, Å
next

.

Definition 3.3.23 (Next species formula). The formula next_spec encodes an equation that
relates, for any species A ∈ S, the value of the variable A

next
to the values of the variables A, Å
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and Å
next

. We propose three different variants:

next_spec1(varsA) =def ψ(varsA)

∧
(

A
next

◦
= 0→ (A

◦
= 0 ∧ Å

◦
= 0) ∨ Å

next

◦
= −1

)
next_spec2(varsA) =def ψ(varsA)

∧
(

A
next

◦
= 0→ ((A

◦
= 0 ∧ Å

◦
= 0) ∨ (A

◦
= 1 ∧ Å

◦
= −1 ∧ Å

next

◦
= 1))

)
next_spec3(varsA) =def ψ(varsA)

∧
(

A
next

◦
= 0→ A

◦
= 0

)
with ψ(varsA) =

(
A

next

◦
= 1→ (A

◦
= 0 ∧ Å

◦
= 1) ∨ A

◦
= 1

)
.

We now detail the steps for obtaining an FO-BNN from a reaction network R with enriched
ODEs ˚odes(R). First, the formula ˚odes(R) is added. Second, a copy of ˚odes(R) is added, in
which all variables x are replaced by x

next
. All variables in S̊ ∪ S̊

next
are existentially quantified.

Furthermore, we pick a formula next_spec(varsA) for any species A ∈ S. Which variant is
applicable or best depends on the properties of the reaction network. In particular, each variant
treats differently the cases where the value of the species is set to 0.

0 0 0 0 0

next_spec1 next_spec2 next_spec3

A
next

Å
next

Å

A

Additional knowledge can be included in the FO-BNN, for example, if the kinetics in R are all
mass-action kinetics, we can safely impose the following invariant for all the species:

A ≤ A
next

because species A can never become absent when it was present before. This is for example
reflected in next_spec3 that indeed states that A

next
= 0 only if A = 0.

Example 3.3.24 (Renz: a possible FO-BNN). Figure 3.9 gives the FO-BNN of the reaction
network Renz with next_spec3. Because the kinetics of Renz are all mass action kinetics, we add
the invariant mentioned just before.

3.3.3.2 Sign Interpretation of FO-BNN

From the perspective of the sign abstraction of a reaction network, the variable A ∈ S states
whether species A is present at the current time point and the variable Å represents the sign of
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∃ S̊ ∃ E̊ ∃ C̊ ∃ P̊ ∃ S̊
next
∃ E̊
next
∃ C̊
next
∃ P̊
next

.

S̊
◦
= − Ron + Roff ∧ S̊

next

◦
= − Ron

next
+Roff

next

∧ E̊
◦
= − Ron + Roff + Rcat ∧ E̊

next

◦
= − Ron

next
+Roff

next
+ Rcat

next

∧ C̊
◦
= Ron − Roff − Rcat ∧ C̊

next

◦
= Ron

next
−Roff

next
− Rcat

next

∧ P̊
◦
= Rcat ∧ P̊

next

◦
= Rcat

next

∧ S
next

◦
= S+ S̊ ∧ S ≤ S

next

∧ E
next

◦
= E+ E̊ ∧ E ≤ E

next

∧ C
next

◦
= C+ C̊ ∧ C ≤ C

next

∧ P
next

◦
= P+ P̊ ∧ P ≤ P

next

with
Ron = 1000000× S × E Roff = 0.2× C Rcat = 0.1× C
Ron
next

= 1000000× S
next
× E

next
Roff
next

= 0.2× C
next

Rcat
next

= 0.1× C
next

Figure 3.9: An FO-BNN for the reaction network Renz (bnn(Renz)).

its derivative. The variable A
next

stands for the presence of the species A at the next time point,

and similarly, Å
next

stands for the sign of its derivative at the next time point.
Any variable assignment γ : V ∪ V

next
→ S represents a transition between abstract configura-

tions. We denote the abstract state transition restricted on the base variables with

trans(γ) = (γ|V , γ| V
next

) ∈ SV × SV .

The solutions of an FO-BNN interpreted on the structure of signs can be represented as a
transition graph, as defined in definition 1.7.5 on page 39.

Example 3.3.25 (Renz: abstract simulation). Figure 3.10 shows the abstract transition graph
computed using the FO-BNN bnn(Renz) shown in figure 3.9. Note that the configurations have been
restricted to the base variables only. The set of species of reaction network Renz has a cardinality
of 4. Therefore, the transition graph of the FO-BNN of Renz has 24 = 16 configurations.

Figure 3.10: Abstract simulation of Renz via bnn(Renz).

We can restrict the transition graph to the subgraph that is accessible from the abstraction of
an initial configuration.
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Example 3.3.26 (Renz: partial abstract simulation). Figure 3.11 is the subgraph of the con-
figurations reachable from the abstract base configuration [S:1, E:1, C:0, P:0]. It contains three
configurations instead of 16.

Figure 3.11: Partial abstract simulation of Renz via bnn(Renz).

3.3.3.3 The Soundness of the Sign Interpretation of an FO-BNN

In [NVV22], we proved that the sign interpretation of an FO-BNN bnn(R) is sound relatively to
the causal successor relation cnextodes(R). All the proofs from [NVV22] are reported below and
adapted to the notations used in this thesis. The general idea is the following. First, we apply
John’s soundness theorem [All21] (about the abstract interpretation of first-order logic formulas)
for the abstract interpretation of ODEs over signs. The John’s soundness theorem along with a
sketch of the proof were briefly presented in theorem 1.3.3. We show that the solutions we get by
interpreting the ODE formula over signs contains the abstraction of the real solutions. Then, we
show that the solutions of an FO-BNN formula built from an ODE formula and interpreted on
the structure of signs contains the abstract solutions of ODEs.

Let us recall from section 1.2.2.4 that the set of solutions of a formula ϕ ∈ FΣ(V) over a
relational structure S with the same signature Σ is the set of assignments of the free variables of
ϕ such that ϕ evaluates to 1. Formally: solS(ϕ)={α|fv(ϕ) | α : V → dom(S), JϕKα,S = 1}.

Recall that h0S : R→ S is a homomorphism between relational structures with signature Σarith

and that the formula ϕ̊ has the same signature Σarith for any ODE ϕ. John’s theorem thus shows:

Corollary 3.3.27. For any ODE ϕ, it holds that

hS ◦ solR(ϕ̊) ⊆ solS(ϕ̊).

This corollary states that the set of abstract dotted states of an ODE ϕ can be overapproxi-
mated by interpreting ϕ̊ abstractly in the structure of signs. It can be used to reason about the
temporal and causal next transition relations of ODEs as follows:

Lemma 3.3.28. For any ODE ϕ, if (γ1, γ2) ∈ next ϕ̊ ∪ ˚cnextϕ, then {γ1, γ2} ⊆ solS(ϕ̊).

Proof.

1. Definition 3.3.17 of the temporal next relation and lemma 3.3.6 show that for any pair
(γ1, γ2) ∈ next ϕ̊ that it satisfies γ1 = hS ◦ α1 and γ2 = hS ◦ α2 for some α1, α2 ∈ solR(ϕ̊).
Corollary 3.3.27 of John’s soundness theorem for abstract interpretation of logic formulas
applied to ODEs shows that hS ◦ solR(ϕ̊) ⊆ solS(ϕ̊) and thus {γ1, γ2} ⊆ solS(ϕ̊).
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2. If (γ1, γ2) ∈ ˚cnextϕ then γ2 ∈ solS(ϕ̊) by definition 3.3.19. Furthermore, there exists γ′2 such
that (γ1, γ

′
2) ∈ next ϕ̊. The first property shows that γ1 ∈ solS(ϕ̊) too.

First, let’s show that all the next_spec(varsA) proposed in definition 3.3.23 respect the
following property:

Property 3.3.29 (next_spec property). For all γ1, γ2 : S ∪ S̊ → S and all reaction networks R
with species in S:

(γ1, γ2) ∈ ˚cnextodes(R) ⇒ (γ1 ∪ γ2
next

)|{varsA} ∈ sol
S(next_spec(varsA)).

Proof. next_spec1(varsA) satisfies property 3.3.29 since using causally-next relation (but this
would not hold for the temporal-next relation). If all kinetic expressions are infinitely derivable,
then, when a concentration becomes 0, the derivative requires an increase immediately after, in
order to not become negative. If all reactions follow the mass action law, then non-zero concen-
trations can never become zero later on, so next_spec3(varsA) should satisfy the requirement
too.

In the following, we assume any formula next_spec(varsA), A ∈ S that respect the property
above.

The following theorem states the soundness of an FO-BNN bnn(R).

Theorem 3.3.30 (Soundness of bnn(R)). cnextodes(R) ⊆ trans ◦ solS(bnn(R)).

Proof. Let (γ1, γ2) ∈ cnextodes(R). Then there exists (γ′1, γ
′
2) ∈ ˚cnextodes(R) such that γ′1 =

γ1|S and γ′2 = γ2|S . By assumption on next_spec(varsA), this implies for all A ∈ S that
γ′1 ∪ γ′2

next
∈ solS(

∧n
A∈S next_spec(varsA)). Lemma 3.3.28 shows that γ′1, γ′2 ∈ solS( ˚odes(R)) so

that γ′2
next
∈ solS( ˚odes(R

next
)). By definition of bnn(R), we obtain γ′1|S ∪ γ′2|S

next

∈ solS(bnn(R)).

Hence, (γ1, γ2) = (γ′1|S , γ
′
2|S) ∈ trans ◦ solS(bnn(R)) as stated by the theorem.

3.4 Related Works on the Extraction of a Transition Graph from
a Reaction Network

As we saw in chapter 2, the abstraction of models of biological systems is an active field of
study. Several technics have been proposed to build abstractions which aim to capture the overall
dynamics of the original model. In this section, we focus on abstractions from which we can
retrieve an abstract transition graph for a given reaction network.

Mover et al. [Mov+21] develop an efficient implicit method for the exact abstraction of
dynamical systems, whose abstract configuration space description and ODE dynamics are
restricted to be systems of polynomial equations. While polynomial equations allow the exact
description of abstract configuration spaces that are more general and fine-grained than the ones
used for Boolean networks, they do not provide enough expressiveness to describe the kinetic
expressions frequently used for the modelling of chemical reaction networks.
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In [FS08a], the authors build an asynchronous Boolean transition system based on the reactions
of the reaction network. Whenever a reaction A+ B→ C exists, the configurations 110 and 111
(A and B present, C don’t care) are connected to the following configurations: 111, 101, 011,
001 (C for sure present, A and/or B might be fully consumed). This has been proven to be an
overapproximation of the quantitative dynamics of the reaction network. It has been used for
model checking [CFS06]. However, the overapproximation is so big that we often can not really
derive any useful information to build Boolean networks from it.

It is important to know that different abstractions often lead to conflicting conclusions
concerning the dynamics [PHD09]. In particular, when the model consists of non-linear equations
with a switch-like behaviour (negligible activity below a threshold, rapid increase near a threshold
and level off for higher values), it can be approximated with Piecewise Linear (PL) differential
functions [GK73]. The dynamics of a PL model can be studied qualitatively by the mean of a
transition graph (TG) constructed as follows: the phase space is divided into qualitative states
(regions) according to some given thresholds and there is a transition between two qualitative
states if a solution starting in the first region reaches the second region, without passing through
a third region. It was shown that qualitative simulation using this transition graph is sound
but incomplete. In turn, a PL model can be approximated by a multivalued network (model
of Thomas) [Tho73]. Such a model is really similar to a Boolean network, but is relies on
discrete functions which describe the influences among the species of the system. Also, the overall
dynamics is obtained by updating the status of one species at each timestep. The resulting
dynamics is represented by an asynchronous transition graph. Despite the close correspondence
between PL equations and models of Thomas [Sno89], it was shown that paths and long-term
dynamics do not always agree between the transition graph of a model of Thomas and the
transition graph of a PL model [JSB13].

Our abstract simulation approach is different from the ones mentioned above. In particular
because (1) it focuses on the Boolean abstraction and does not need to find a set of thresholds
for each species; (2) the resulting transition graph we obtain is a sound overapproximation of the
numerical Euler simulation of the ODEs.

3.5 Summary

3.5.1 Wrap-up

The goal of the chapter was to retrieve the structure and the dynamics of a given reaction network,
so that they can be used in the next chapter to synthesise Boolean networks.

Our strategy to retrieve the structure was presented in section 3.2. We parse the elements of
the models to build an influence graph that stores the direct influences among the species of the
models.

As for the dynamics, we used the differential semantics of the reaction networks. We saw that
an ODE system defines a reachability relation between the configurations of the system. We refer
to this relation as the concretely following relation. When we have an analytical solution, we
can compute part of this relation exactly. Without having access to an analytical solution, it is
still possible to approximate the concretely following relation using simulation. We presented
two approaches. The first approach consists of a concrete numerical simulation followed by a
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binarisation step. We do not use the Euler algorithm since it does not balance very well the
trade-off between accuracy and efficiency of the computation. Instead, we rely on algorithms from
tools tailored for the simulation of reaction networks. As for the second approach, refered to as
abstract simulation, it consists of a novel method that characterises the qualitative behaviour of
a reaction network abstractly, without any exact knowledge of the initial concentrations. It relies
on the abstract causally next relation of the ODEs, rather than on the abstract temporally next
relation. We saw that the relationship between these two relations is linked to approximation
errors of Euler’s numerical simulation, and that our approach is sound, yet imprecise. However,
in contrast to concrete simulation, it can for now only be used on core reaction networks.

3.5.2 Discussion and Perspectives

3.5.2.1 About the choice of focusing on the differential semantics

Many things are to be discussed about the way we retrieve the structure and the dynamics
of a reaction network. One of the things I really want to attract attention to concerns the
way we retrieve the dynamical data, and particularly the choice of focusing on the differential
semantics of reaction networks to retrieve the dynamics instead of the stochastic, discrete or
Boolean semantics. The main reason for that is that the differential semantics is deterministic.
It smoothes out the fluctuations (noise) by averaging the behaviour of an infinite number of
stochastic simulations [Kur70]. The simulation of an ODE system is thus, in a sense, the idealised
representation of what happens under the hood.

Of course, the underlying system might express variability; fluctuations arise naturally in
biological systems, even with a fixed reaction network. This was particularly highlighted in
recent years through single-cell analyses. Among the typical examples where stochasticity plays a
crucial role, let us mention the synaptic plasticity, which is known to be involved in learning and
memory [MG20]. At a cellular level, it results from the modulation of information flow between
neurons. At a molecular level, it results from reactions taking place at the junction of two neurons:
the synapses. The volume in which these reactions take place (and hence the number of molecules
involved) is so small14 that discreteness has to be taken into account for correct analysis. In this
particular context, the stochasticity induced was shown to be the reason of efficient information
transfer [Fuj+17]. As for other examples, we can mention basically any processes involving a
small number of molecule copies, such as protein–DNA binding, transcription and translation

In the context of this thesis, fluctuations would be cumbersome to handle. Of course, we could
use extensions of Boolean networks that have been proposed to take variability into account [LH12],
but the classic Boolean networks (the ones we synthesise in this thesis) are deterministic by
nature, in the sense the update of a given species in a given configuration will always produce the
same configuration. Note that this has nothing to do with the choice of update scheme which
only accounts for different updating periods of the species.

Another characteristic of the differential semantics of reaction networks is that it washes away
structural ambiguity of the underlying mechanisms. By this, we mean that the same set of ODEs
can be produced from different reaction networks that will thus present the same behaviour

14 Typically from 0.01 µm3 to 0.8 µm3 of the dendritic spine head, while the volume of the cell body is typically
5000 µm3, hence 104-fold bigger.

98



3.5. Summary

when studied with the differential semantics. This contrasts with the stochastic semantics which
requires the correct structure.

Example 3.5.1. The following system of ODEs

Ȧ ⊜ −k × A

∧ Ḃ ⊜ k × A

can be induced by (at least) these two reaction networks:

R1

R1.1 : A
k−→ B

R2

R2.1 : A
k−→ ∅

R2.2 : A
k−→ A+ B

The system of ODE mentioned earlier can be directly produced from R1, and from R2, it can be
produced after simplifying the following:

Ȧ ⊜ −k × A︸ ︷︷ ︸
from R2.1

+ k × A− k × A︸ ︷︷ ︸
from R2.2

These two reaction networks thus have the same deterministic behaviour (thus the same mean
stochastic behaviour) but not the same local stochastic behaviour.

In this thesis, we used models from BioModels. However, it is not unlikely that some of these
models fall into what Kohl et al. refer as the plausibility trap [Koh+10]. That is, the fact that
just because a model correctly predicts observed behaviour, this does not mean the mechanisms
it posits—hence, its structure—are involved in the system under study.

Indeed, most of the models in BioModels were in fact published as ODEs built such that
they fit given dynamical observations. They were unpacked as reaction networks only for their
submission to BioModels, using the differential semantics. But in fact, a reaction network is
only uniquely defined under very specific conditions [SH10]. Unpacking a given ODE model
as a reaction network is a difficult problem because ODEs are ambiguous [CP08]. Automatic
procedures have been proposed for this task, when the ODE uses mass action kinetics in [HT79]
and with general kinetics in [FGS15].

For the models in BioModels, this conversion is made by hand most of the time, and the
curation process of BioModels does not ensure the validity of the models in terms of structure. It
only requires the model to be able to reproduce the figures from the original publication. Since a
lot of the models were actually studied with the differential semantics, we think it is safer to use
the differential semantics as well to retrieve the dynamics.

However, because of the way we retrieve the prior influence graph and perform the abstract
simulation, we do not beneficiate from the ODEs washing away the structure ambiguity: the
structure of the underlying reaction network will play a crucial role in the conversion. Thus we
can only hope for the structure to be correct.
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3.5.2.2 About the Binarisation

In the method presented in section 3.3.2, the values obtained after the concrete simulation step
are continuous while we need them to be binarised so we can apply the Boolean network synthesis
procedure. We proposed to use the midrange procedure, but many other binarisation procedures
exist. However, it is hard to pick the appropriate one automatically. In our context, appropriate
means that ideally, we would like the binarised values to preserve the causation of the events that
produce the dynamics we obtain.

In the method presented in section 3.3.3, the underlying binarisation of the abstract simulation
is the “zero/non-zero” binarisation. By doing so, we showed that we preserve the causation of the
events. However, one may argue that this is too drastic and does not carry a lot of information.
We started to investigate this problem in [NVV22]. The idea is to add phantom species such that
their derivative equals the species of interest minus a given threshold. We show this on a simple
example.

Example 3.5.2 (Renz: abstract simulation with threshold on S). We start with Renz. Let’s
say that we would like to know whether the concentration of S is above, equal, or below a given
threshold ϵ > 0, say ϵ = 0.3. This is the same as asking whether S− ϵ < 0. We add the species
Sϵ to the reaction network, such that Ṡϵ = S− ϵ. This can be done by adding the following two
reactions:

Rcons Sϵ : Sϵ
ϵ−→ ∅

Rprod Sϵ : ∅
S−→ Sϵ

We can run the abstract simulation algorithm on the ODE system of the extended reaction network.
The system contains the equation Ṡϵ = S− ϵ in addition of the same ODEs than before. When Sϵ
is negative (↘), it means that S− ϵ =↘⇔ S < ϵ. Conversely, a positive sign S− ϵ =↗ means
S > ϵ, and S − ϵ = → means S = ϵ. The abstract simulation starting from the initial abstract
configuration set to [S:1, E:1, C:0, P:0, Sϵ:↘], yields to the transition graph in figure 3.12. In this
picture, we write S− ϵ instead of S̊ϵ.

Figure 3.12: Abstract simulation of Renz with one threshold (on S).

Unfortunately, in this small example, not much can be concluded. This is due to the
overapproximation made by the abstract interpretation. This leads to the following perspective.

3.5.2.3 Better Approximation of cnext Using Abstract Interpretation

We saw that our abstract simulation is only an overapproximation of the abstract causally next
relation. One open question is whether one can compute the abstract causally next relation
exactly, or at least whether more accurate approximations may be achieved.
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This question is related to the exact computation of the Boolean abstraction of linear equation
systems, explored for example in [ANV21]. We also started to investigate the matter in [NVV22].
The proper addition of thresholds, combined with the utilisation of the exact Boolean abstraction
algorithm from [ANV21] considerably leads to more fine-grained abstract simulation of the input
reaction network. The automatic application of the exact Boolean abstraction algorithm to the
simulation of Boolean networks with thresholds require however an extension of the algorithm
to the inhomogeneous case, which is under implementation. Hence, for now, we have manually
rewritten the inhomogeneous equations into some homogeneous ones for the algorithm to be
applied.

Example 3.5.3. We continue example 3.5.2. With the addition of a further threshold for P

and of an upper bound on the sum of the initial concentrations of S,C,P, the abstract simulation
allows us to conclude that only one final state may be reachable during the abstract simulation,
where the concentration of S is below the given threshold, as shown in figure 3.13.

Figure 3.13: Abstract simulation of Renz with two thresholds (on P and S).

3.5.2.4 Process More Reaction Networks

Another perspective would be to be able to process more reaction networks. (1) First, we want to
be able to process extended reaction networks. However, they make use of various elements, and
even the dedicated tools sometimes struggle to implement them. For example, not all simulators
allow the use of discontinuous events. Our abstract simulation also does not take it into account
either. We think a better formal semantics of these extended reaction networks would help, and
we started to look in this direction with Joachim Niehren and Cedric Loushaine. (2) Another
future work would be to lift the pipeline to process reaction networks for which the kinetic
expressions are only partially known. The most frequent case is that some parameters of the
kinetic expressions are unknown. Alternatively, the form of the kinetic expressions may be known
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only up to similarity [Nie+16; ANV19]. Such networks cannot be simulated concretely without
estimating the missing kinetic information from data, so abstract simulation may provide an
interesting alternative to retrieve the qualitative behaviour of such networks.

3.5.2.5 Make Use of More Knowledge and Data

First, we could take more dynamical patterns into account such as fixed points and cyclic
attractors. There are some tools dedicated to the numerical computation of the attractors of a
reaction network [Hoo+06]. However, we could also investigate ways to compute them abstractly,
with our FO-BNNs.

Second, for now, the duration of each numerical simulation has to be provided or retrieved
manually from publication. The procedure is error-prone, but we could extract the information
automatically from Simulation Experiment Description Markup Language (SED-ML) documents,
if available. These documents describe the models to use, the modifications made to those models,
the order in which all simulation procedures were applied, how the raw results were processed
and a description of the final output. They implement what the Minimum Information About
a Simulation Experiment (MIASE) standard proposes as a minimal set of information for the
simulations to be reproducible.
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4.1 Introduction

The current chapter is dedicated to how to synthesise Boolean networks compatible with a
structure and a dynamics. We present the method ASK&D-BN (read “asked B-N”). The name
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stands for Automatic Synthesis of Boolean Networks compatible with given structure Knowledge
and dynamics Data. The first version of the method was introduced in [VBS21a].

As presented in section 1.8 on page 39, a Boolean network is seen as a set of transition functions
(one per species). Its structure is defined as an influence graph, which gives the influences of the
species on one another. Its dynamics is given by a transition graph, which yields the possible
changeovers between the different configurations the Boolean network can take, according to the
chosen update scheme.

The notion of compatibility used in this chapter is closely related to the one given in chapter 2.
As seen there, various strategies have been proposed to synthesise Boolean networks (and models
in general). However, all roughly consist in enforcing the influence graph and the transition
graph of the synthesised Boolean networks to contain specific edges, those “allowed” by the given
structure (known influences between the species) and those “required” by the given dynamics
(known behaviour of the species).

In this chapter, the structure and dynamics are assumed to be given, but they are not
necessarily obtained from a reaction network. Nevertheless, the constraints used by ASK&D-BN are
tailored for this specific use case. This is different from the existing Boolean network synthesis
methods. In particular, when dealing with timeseries, we assume that they are complete (i.e.,
without missing timesteps). Moreover, despite the structure constraint, the Boolean network
synthesis problem is usually largely under-constrained: there is usually only one timeseries
available, which usually does not visit much of the system’s dynamic landscape. We thus focus on
the synthesis of Boolean networks with cardinal-minimal DNFs: the smallest DNFs compatible
with the partial dynamic observations. With this constraint, we can avoid the synthesis of too
many Boolean networks. However, if we are willing to synthesise many Boolean networks, it is of
course possible to relax the mincard constraint and synthesise all the minDNFs instead.

For example, the reaction network model of enzymatic reaction for the running example
example 1.9.4, there are 22

4
= 65 536 possible functions a priori (hence much more subset-

minimal DNFs!) of which 128 satisfy the influence graph in example 3.2.1. Using the sequence of
configurations in figure 3.11, this number can be reduced to 14 Boolean networks with subset-
minimal DNFs. Unfortunately, it is quite a difficult task to analyse too many Boolean networks
(even though some works go in that direction [Che+20]). Thanks to the mincard constraint, we
can reduce the number of Boolean networks to 1.

In this chapter, the evaluation of ASK&D-BN mostly consists of sanity check experiments, but
in-depth experiments about Boolean network synthesis from structure and dynamics directly
retrieved from reaction network models are presented in the next chapter (chapter 5).

Outline In section 4.2, we present our method ASK&D-BN. In section 4.3, we discuss some
related work and justify some modelisation choices made when designing ASK&D-BN. In section 4.4,
we conduct experiments to compare ASK&D-BN with three state-of-the-art algorithms for the same
task, namely REVEAL, Best-Fit and Caspo-TS. We conclude in section 4.5 with some additional
discussion and perspectives.
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4.2 Presentation of ASK&D-BN

As mentioned earlier, ASK&D-BN synthesises a set of Boolean networks compatible with a given
structure and a given dynamics. The structure is given as an influence graph (definition 1.7.7
on page 39) and the dynamics either as a (partial) truth table (definition 1.6.1 on page 29) or a
timeseries (definition 2.4.6 on page 61), which can be continuous or binarised.

The notion of compatibility used by ASK&D-BN is closely related to what we presented in
chapter 2. A Boolean network synthesised by ASK&D-BN obeys the next two principles:

Structure compatibility: its influence graph is a spanning subgraph of the input structure.

Dynamics compatibility: its general-asynchronous transition graph contains as many transi-
tions of configurations retrieved from the input dynamics as possible.

ASK&D-BN is composed of three steps, summarised in figure 4.1:

(1) The binarisation of the provided dynamical data, when it consists of a continuous timeseries.
This is detailed in section 4.2.1.

(2) The local synthesis of transition functions for each species, such that they comply with the
given structure and dynamics. This is the subject of section 4.2.2.

(3) The global Boolean network(s) assembly, that consists in the generation of all the Boolean
networks from the functions synthesised in the second step. This is presented in section 4.2.3.

Note that the Boolean network synthesis is done species-wise. However, the notion of
compatibility has only been defined at the Boolean network level, and not at the species level. To
cope with this issue, we will introduce in step 2 the notion of local compatibility of a transition
function with a structure and a dynamics. Then, in step 3, we will combine locally compatible
transition functions to reach compatible Boolean networks.

At the end of the synthesis, ASK&D-BN summarises the quality of the synthesised Boolean
networks using criteria presented in section 4.2.4.

4.2.1 Step 1: Binarisation of the Given Dynamics

This step only applies when the given dynamics is not already binarised. That is, in the case
of continuous timeseries. In this case, ASK&D-BN applies a binarisation procedure to get the
corresponding Boolean observations.

Let S a set of species and T a continuous timeseries. For each species X ∈ S, its binarisation
threshold θX is either given, or computed as the midrange of the observations of X:

θX =
min+max

2

where min and max are the minimum and maximum values of X observed in T . Then, with Xt

the value of X at time t in the timeseries, the binarised value X̂t of X at time t is

X̂t =

{
1 if Xt ⩾ θX
0 otherwise.
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structure dynamics

(1) Binarisation
binarised dynamics

ASK&D-BN (2) Local synthesis of transition functions
set of formula(s) for each species

(3) Global Boolean network assembly
(set of) Boolean network(s)

Boolean network evaluation and usage
coverage, . . .

Figure 4.1: Workflow of ASK&D-BN (blue box). The local synthesis takes the following inputs (thick
arrows): a structure (influence graph) and a dynamics (either a truth table or a timeseries and its
binarisation). Once ASK&D-BN has terminated, we have a set of Boolean networks compatible with
the given structure, and explaining the dynamics as well as possible. These Boolean networks
can then be evaluated and used for further analyses.

4.2.2 Step 2: Synthesis of Transition Functions

In ASK&D-BN, this step is done species-wise: for each species, the goal is to construct all the
simplest transition functions that are compatible with the given structure, and that explain the
dynamic data with as little error as possible.

The general principle of this step is the following. For a given species X, ASK&D-BN searches
among all possible transition functions fX for X. The candidates that do not respect the given
structure constraints are ruled out. Then, each remaining candidate is evaluated on its ability
to reproduce the given observations. It might be that no candidate function can explain all the
given dynamical data. In this case, we aim to minimise the error of the candidate functions with
respect to the data.

When the given dynamics is a truth table, the error of a candidate function fX is the number
of lines where the truth table of fX disagrees with the given truth table. When the given
dynamics is a timeseries, the error of fX is weighted by “how far” the continuous values at the
unexplained timesteps are from the binarisation threshold. Finally, among the candidates that
have the smallest error, we select the simplest ones, that is, those that use the smallest number
of influences.

In algorithm 1, we give a general procedure to solve the transition function synthesis problem.
The algorithm returns, for each species, the exhaustive set of the simplest transition functions
that minimises the error regarding the given dynamics, and respects the given structure. This
problem consists in both a combinatorial problem (structure constraint) and an optimisation
problem (dynamics and minimality constraints). The Answer-Set programming framework (ASP)
provides a convenient declarative language to describe and solve this kind of problems. The
constraints are encoded in logic, and thanks to heuristics (inspired from SAT solvers), an ASP
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Algorithm 1 Naive imperative algorithm for the local synthesis of ASK&D-BN.
Require: a species X, structure knowledge P, dynamical data T
1: function local_synthesis(X, P, T , dnf ∈ {mincard, all} )
2: if dnf = all then
3: D ← all_completion(T )
4: else
5: D ← {T }
6: for d in D do
7: mine ←∞ ▷ stores the smallest error computed so far
8: minl ←∞ ▷ stores the smallest cardinality seen so far
9: C ← generate_candidates(X, X.parents)

10: ▷ all combinaisons of all possible conjunctions on X.parents
11: for c in C do
12: if compatible(c, P) then
13: c.error = compute_error(c, d)
14: if c.error < mine then
15: mine ← c.error
16: minl ← len(c.literals)
17: else if c.error = mine ∧ len(c.literals) < minl then
18: minl ← len(c.literals)
19: yield [c for c in C if c.error = mine ∧ len(c.literals) = minl]
20: ▷ candidates with smallest error and the smallest number of literals

solver performs a clever exhaustive search of all the solutions that satisfy the given constraints.
ASP is very powerful and quite straightforward to use for implementing the transition function
synthesis step.

In the following, we detail the constraints and describe their encoding in ASP. We split the
explanations into five steps:

1. (section 4.2.2.1) The encoding of the given structure and dynamics.

2. (section 4.2.2.2) The generation of the search space.

3. (section 4.2.2.3) The hard structure constraint.

4. (section 4.2.2.4) The fit of the candidates to the dynamics.

5. (section 4.2.2.5) The minimisation of the size of the candidate.

Recall that the Boolean network synthesis is done species-wise. However, the notion of compati-
bility has only been defined at the Boolean network level (section 4.2), and not at the species
level. To cope with this issue, we will introduce the notion of local compatibility of a transition
function with a structure and a dynamics. Then, we will combine locally compatible transition
functions to reach compatible Boolean networks.
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4.2.2.1 Encoding the Local Structure and Dynamics

In this section, we explain how to encode the local structure and dynamics in ASP, i.e., the subset
of the given structure and dynamics that relates to a given species. Recall that the global structure
is given as an influence graph (definition 1.7.7 on page 39), and the global dynamics as either a
(partial) truth table (definition 1.6.1 on page 29) or a (binarised) timeseries (definition 2.4.6 on
page 61).
Local Structure
Given an influence graph P = (S, E) and a species X ∈ S the local structure relatively to X is
given by the local influence graph PX defined as follows.

Definition 4.2.1 (Local influence graph). Let X be a species. The local influence graph PX is a
subgraph of P defined over {X} ∪ parents(X) and which contains every edge of P of the form
Y

s−_ X where Y is a parent of X.

In ASP, each node Z of PX is encoded with a predicate nodeID(Z), and each of its edges
Y

s−_ X with a predicate pig(Y,X, v), where

v =

{
+1 if s ∈ {+,±}
−1 if s ∈ {−,±}

Example 4.2.2 (Encoding the local structure in ASP). We consider the influence graph P

shown in example 2.4.1 on page 59 and the species C. According to P, the local structure relative
to C is:

CA

+

−

The following predicates encode the graph above:

1 nodeID(a). nodeID(c).
2 pig(a, c, 1). pig(c, c, -1).

Local Dynamics
The local dynamics relative to a species X, is the subset of data concerning the following set of
species: I = {X}∪parents(X). If the dynamics is given as a timeseries, the ASP encoding consists
of predicates obs(t,Y, v) which give the value v, stretched between -100 and 100, of each species
Y ∈ I at time t. Similarly, for a binarised timeseries, we use predicates obsBinarised(t,Y, v)
which give the binarised value (either −1 or 1) of each species Y ∈ I at time t. As for the case
where the dynamics is given as a (partial) truth table, we use a set of predicates ttin(i,Y, v)
and ttout(i,Y, v), which give the value v (either 1 or −1) of the species Y ∈ I in the i-th line of
the truth table.

Example 4.2.3 (Encoding of a timeseries and its binarisation in ASP). The following predicates
encode the first few steps of the times series in example 2.4.7 on page 61, along with its binarisation.
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1 time(1). time(2). time(3).
2 obs(1, a, -100). obs(1, b, 100). obs(1, c, -100).
3 obs(2, a, -94). obs(2, b, 72). obs(2, c, -46).
4 obs(3, a, -86). obs(3, b, 28). obs(3, c, -28).
5 obsBinarised(1, a, -1). obsBinarised(1, b, 1). obsBinarised(1, c, -1).
6 obsBinarised(2, a, -1). obsBinarised(2, b, 1). obsBinarised(2, c, -1).
7 obsBinarised(3, a, -1). obsBinarised(3, b, 1). obsBinarised(3, c, -1).

Example 4.2.4 (Encoding a truth table in ASP). The following predicates encode the truth table
given in example 1.6.9 on page 33.

1 ttin(0, a, -1). ttin(0, b, -1). ttin(0, c, -1). ttout(0, x, -1).
2 ttin(1, a, -1). ttin(1, b, -1). ttin(1, c, 1). ttout(1, x, 1).
3 ttin(2, a, -1). ttin(2, b, 1). ttin(2, c, -1). ttout(2, x, 1).
4 ttin(3, a, -1). ttin(3, b, 1). ttin(3, c, 1). ttout(3, x, 1).
5 ttin(4, a, 1). ttin(4, b, -1). ttin(4, c, -1). ttout(4, x, 1).
6 ttin(5, a, 1). ttin(5, b, -1). ttin(5, c, 1). ttout(5, x, 1).
7 ttin(6, a, 1). ttin(6, b, 1). ttin(6, c, -1). ttout(6, x, 1).
8 ttin(7, a, 1). ttin(7, b, 1). ttin(7, c, 1). ttout(7, x, -1).

4.2.2.2 Search Space Generation

At this step, we generate the set of all candidate transition functions for a given species X ∈ S.
This set is finite since it consists of all the non-redundant DNF expressions one can construct
from the set parents(X) (definition 1.2.12 on page 16). First, we discuss how we represent a
non-redundant DNF expression, then we show how the formalisation translates to ASP, and how
we ask ASP to consider each candidate.

Let V be a set of variables. A non-redundant DNF over V is represented as a set of elementary
conjunctions with variables in V. Each elementary conjunction consists of an assignment cV :

V → {−1, 1, 0}, which encodes the polarity of each variable v ∈ V. That is, whether v appears
negatively, positively, or does not appear in the elementary conjunction. Note that, by construction,
cV is satisfiable because it cannot contain a literal and its negation.

Example 4.2.5 (Elementary conjunction as assignement). Let V = {a, b, c}. The assignment
(a : 1, b : 1, c : 0) represent the elementary conjunction a ∧ b. The assignment (a : 1, b : −1, c : 1)
represents the elementary conjunction a ∧ ¬b ∧ c.

Example 4.2.6 (DNF expression as set of assignements). Let V = {a, b, c}. The set {(a : 1, b :

1, c : −1)} represent the DNF a ∧ b ∧ ¬c and {(a : 1, b : 1, c : −1), (a : 1, b : 0, c : 0)} represent the
DNF (a ∧ b ∧ ¬c) ∨ (a).

The DNF represented by the empty set states that the component under study is constant,
but the value (either always 1 or always 0) is left non-determined. This differs from the usual
interpretation in logic, where the empty set represents only the constant 0.

To represent a DNF in ASP, we use a set of predicates conjTaken(i,Y, v) which state the
polarity v of each species Y in the conjunction with ID i. Then, we use a choice rule to generate
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all the possible candidates DNFs from the 3|parents(X)| possible elementary conjunctions. This
number is stored in maxNbPossibleConj. As for the possible elementary conjunctions are given by
a set of predicates possibleConj/3 (with the same arguments as the predicate conjTaken/3). In
the current implementation, we generate the predicates possibleConj/3 with a Python program
from the list of parents of the component under study. Generating them directly in ASP is a
future work.

1 1{conjIDTaken(0..maxNbPossibleConj)}. % (choice rule)
2 conjTaken(I, X, V) :- possibleConj(I, _, _); conjIDTaken(I).

Example 4.2.7 (A candidate transition function). According to the influence graph in exam-
ple 4.2.2, the species C has two parents: A and itself. Thus, there are 32 = 9 possible elementary
conjunctions. They are encoded by the following predicates:

1 #const maxNbPossibleConj=9.
2 % 0:constant 1:a 2: not a
3 possibleConj(0, a, 0). possibleConj(1, a, 1). possibleConj(2, a,-1).
4 possibleConj(0, c, 0). possibleConj(1, c, 0). possibleConj(2, c, 0).
5 % 3:c 4: not c 5: a and c
6 possibleConj(3, a, 0). possibleConj(4, a, 0). possibleConj(5, a, 1).
7 possibleConj(3, c, 1). possibleConj(4, c,-1). possibleConj(5, c, 1).
8 % 6: a and not c 7: not a and c 8: not a and not c
9 possibleConj(6, a, 1). possibleConj(7, a,-1). possibleConj(8, a,-1).

10 possibleConj(6, c,-1). possibleConj(7, c, 1). possibleConj(8, c,-1).

If the choice rule has produced conjIDTaken(6) and conjIDTaken(8), the candidate DNF is (A ∧
¬C) ∨ (¬A ∧ ¬C).

The empty conjunction is always given the ID 0, so we can enforce the choice rule not to pick
it along another elementary conjunction:

1 :- conjIDTaken(0); conjIDTaken(N); N != 0.

We now have generated a finite search space of candidate transition functions. However, some
of these candidates might be encoded by a DNF expression that is not minimal (definition 1.6.7).
We postpone this problem to section 4.2.2.5, where we will show how we enforce the synthesis of
transition functions in minimal DNF. For now, we will tackle another issue, namely, that the
search space may contain transition functions that are not compatible with the input structure.
In the next section, we thus add constraints to discard these incompatible candidates.

4.2.2.3 Structural Constraint
What are the best functions regarding the given structure?

Global Structure Compatibility
Recall that we intend to synthesise Boolean networks whose respective structure is compatible
with the given structure. That is, the influence graph of each synthesised Boolean network has to
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be a spanning subgraph of the given influence graph P. Since we work species-wise, we introduce
the notion of local compatibility of a transition function with respect to P.
Local Structure Compability
Let P = (S, E) be the given influence graph, X a species from S, fX a candidate transition
function for X represented by a DNF E. We say that fX is locally compatible with P if it only
involves influences that are allowed by P. Formally, the notion of local compatibility is based on
the syntax of the DNF expression E that encodes fX. For each conjunction cP(X) in E, we want
that, for each parent Y of X,

(
cP(X)(Y) ̸= 0

)
=⇒

(
Y

cP(X)(Y)
−−−−−_ X ∈P

)
.

A Boolean network is locally compatible with P if each of its transition function fX is locally
compatible with P. Enforcing the local compatibility species-wise implies the global compatibility
of each synthesised Boolean network B as the influence graph of B will be a spanning subgraph
of the input influence graph P.

Translated to ASP, we have:

1 interactionUsed(ParentID, x, V) :- conjTaken(ConjID, ParentID, V); V!=0.
2 :- interactionUsed(ParentID, x, V); not pig(ParentID, x, V).

Example 4.2.8. We continue example 4.2.7. The candidate DNF (a ∧ ¬c) ∨ (¬a ∧ ¬c) would be
ruled out because the rules above generate the following predicates:

1 % because of conjIDTaken(6): % because of conjIDTaken(8):
2 interactionUsed(a, c, 1). interactionUsed(ParentID, c, -1).
3 interactionUsed(c, c, -1). interactionUsed(ParentID, c, -1).

but pig(a,c,-1) is not a valid predicate, as one can see in example 4.2.2.

Note that if X has no parents, then parents(X) = ∅, and the only compatible conjunction is
the one with ID 0. Hence, the only transition functions that can be synthesised are the constant
functions (always 1 or always 0).

4.2.2.4 Dynamic Constraint
What are the best functions regarding the given dynamics?

Global Dynamic Compatibility
Recall that we intend to synthesise Boolean networks whose respective dynamics is compatible
with the given dynamics. More precisely, from the given dynamics, we extract a set of transitions
(i→ o), where i and o are Boolean configurations of size |S|, and we want these transitions to
appear in the general-asynchronous transition graph of the synthesised Boolean networks.

When the dynamic data are given as a (partial) truth table, the set of transitions corresponds
to the set of (input, output) of the given truth table

Example 4.2.9 (Retrieve the transitions from a truth table). Consider the following partial
truth table:
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input output
A B C A B C

1 000 000

2 001 100

We want the general-asynchronous transition graph of each Boolean network we synthesise to
contain the following transitions: 000→ 000 and 001→ 100.

When the dynamics data are given as timeseries, the transitions to explain is retrieved from
a deduplicated sequence S of configurations. In such a sequence, the n-th configuration differs
from the (n− 1)-th configuration. This sequence is constructed from the binarised timeseries by
discarding the configurations that repeat over several successive timesteps. Ultimately, we want
this sequence to be a walk in the general-asynchronous transition graph of the Boolean networks
we synthesise.

Example 4.2.10 (Retrieve transitions from a timeseries). We obtain the following successive
binarised observations from the binarised timeseries shown in example 2.4.7 on page 61

010→ 010→ 010→ 010→ 011→ 011→ 011→ 100→ 100→ 100→
001→ 001→ 001→ 001→ 001→ 001→ 001→ 001→ 001→ 001.

Based on this sequence, we construct the following deduplicated sequence of configurations:

010→ 011→ 100→ 001.

Note that ASK&D-BN can work with a partial truth table. However, it assumes the given times
series are complete (i.e., they do not have missing values). Yet, it allows inconsistent transitions
(where the same input leads to different outputs). However, this is not necessarily a problem since
we work with the general-asynchronous update scheme, which also introduces non-determinism.

Since we work species-wise, we now introduce the notion of local compatibility of a transition
function with respect to the given dynamics.
Local Dynamic Compatibility
Given a species X, the species that are important for the synthesis of its transition functions
are the species in I = {X} ∪ parents(X). We consider the restriction of the transitions on the
set I. More precisely, given a transition (i → o) where i(X) ̸= o(X), we restrict the input on
parents(X) and the output on X. The element i is thus a Boolean vector of size |parents(X)| and
o is only one Boolean value. A restricted transition is denoted (i|parents(X) → o|X). The set of
restricted transitions obtained from a deduplicated sequence of configuration forms a partial truth
table which a candidate transition function should be able to explain. This explains why we
only consider transitions in which X actually changed: we want to make the fewest assumptions
possible and give the candidate the benefit of the doubt.

Example 4.2.11. We continue example 4.2.10. For the species B whose parents are C and itself
(example 4.2.2), the restricted transitions are: [B : 1,C : 0]→ [B : 1], [B : 1,C : 1]→ [B : 0] and
[B : 0,C : 0]→ [B : 0]. Only the second one is to explain since in the two others, the value of B
has not changed.
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We aim to synthesise transition functions whose truth table corresponds to the set of restricted
transitions. Let fX be a candidate transition function and (i → o) a restricted configuration.
We say that (i → o) is unexplained with respect to fX when the value of X predicted by fX(i)
disagrees with the value o. We have two cases:

Unexplained activation: fX(i) = 0 while o = 1 (hence none of the conjunctions of fX is
satisfied by the input i).

Unexplained inhibition: fX(i) = 1 while o = 0 (hence at least one of the conjunctions of fX is
satisfied by the input i).

From the set of unexplained transitions, we compute the error ϵ ∈ R+. The way to compute ϵ
depends on whether the data are given as a truth table or timeseries. This will be detailed later.
For now, we assume the error ϵ of a given candidate transition function is stored in the predicate
error(EPSILON). We want to keep all the transition functions that minimise ϵ. In ASP, this is
expressed as

1 #minimize{EPSILON@2 : error(EPSILON)}. % highest priority

Ultimately, this minimisation results in synthesising functions that fit the transitions. Intuitively,
there are three cases:

1. ϵ = 0: the candidate fX agrees perfectly with the given dynamics.

2. ϵ > 0 and there is a transition (i → o) with an unexplained activation: fX misses a
conjunction c such that c is satisfied by the assignment i. We would favour a candidate f ′X
that contains c, because it would explain the activation.

3. ϵ > 0 and there is a transition (i→ o) with an unexplained inhibition: fX contains at least
one conjunction c that is satisfied by the assignment i. We would favour a candidate f ′X
that does not contain the conjunction c, because it would explain the inhibition.

By fitting each transition functions with this strategy, we assume the synthesised Boolean
networks will contain the observed transitions in their transition graph computed with the
general-asynchronous update scheme.

We now explain how to compute the error ϵ from a truth table and from a timeseries.
Computation of the Error ϵ Relatively to a (partial) Truth Table
When the dynamics is given as a truth table T , the error ϵ corresponds to the number of lines in
the truth table where the candidate function fX disagrees with the output:

ϵ = |U | where U = {(i, o) | fX(i) ̸= o,∀(i, o) ∈ T }

To compute ϵ in ASP, we proceed as follows. First, we spot for which input i of the truth table
we have fX(i) = 1. To do so, we generate a predicate compatible(ℓ, c) if the input at the ℓ-th
line of the truth table satisfies the c-th conjunction of fX:
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1 compatible(L, C) :-
2 input(L, NodeID, Val) : conjTaken(C, NodeID, Val), Val != 0
3 ; inputID(I); conjIDTaken(C) .
4 nbCompatibleConj(I, Count) :-
5 Count = #count {ConjID : compatible(I, ConjID), inputID(I)}; inputID(I).

Then, we generate a predicate pbDynamic(ℓ) for each line ℓ of the truth table where the observed
output and the prediction of the candidate transition function differ. That is, if the line ℓ falls in
one of the two cases below:

1 % Unexplained activation:
2 pbDynamic(L) :-
3 ttout(L, x, 1)
4 ; nbCompatibleConj(L, Count)
5 ; Count == 0 .
6 % Unexplained inhibition:
7 pbDynamic(L) :-
8 ttout(L, x, -1)
9 ; nbCompatibleConj(L, Count)

10 ; Count > 0 .

Finally, the predicate pred/1 stores the number of lines for which the predicate pbDynamic/1 was
generated:

1 error(EPSILON) :- EPSILON = #count{L : pbDynamic(L)}.

Computation of the Error ϵ Relatively to a Timeseries
When the dynamics is given as a timeseries, the procedure to compute ϵ is slightly more complicated.
Indeed, we will weigh the unexplained transitions with “how far” the observations of X are from
the binarisation threshold θX. The procedure is the following. Given a binarised timeseries T̂ ,
let d be the function that returns the set of timesteps t⋆ that are the consecutive duplicates of a
given timestep t.

d(t) = {t⋆ | T̂t = T̂t⋆ and T̂t = T̂t′ for all t′ ∈ [t, t⋆] :}

Remark that t ∈ d(t) by construction.

Example 4.2.12. Consider the following sequence of configurations, indexed from t = 0 to
t = 6: 000 → 100 → 100 → 110 → 110 → 111 → 000. We have that d(0) = {0}, d(1) = {1, 2},
d(2) = {2}, d(3) = {3, 4}, d(4) = {4}, d(5) = {5} and d(6) = {6}.

In ASP, we generate a predicate consecutiveduplicate_tuple(t⋆, t) for each pair (t⋆, t) where
t⋆ ∈ s(t), but t is not itself a consecutive duplicate (hence t⋆ /∈ s(t ⋆−1)).

1 consecutiveduplicate(T) :-
2 obsBinarized(T-1, N, V):obsBinarized(T, N, V); time(T).
3 consecutiveduplicate_tuple(T, Tfirst) :-
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4 consecutiveduplicate(T)
5 ; time(T); time(Tfirst); Tfirst < T; not consecutiveduplicate(Tfirst)
6 ; consecutiveduplicate(Ta):time(Ta), Ta > Tfirst, Ta <= T.
7 consecutiveduplicate_tuple(T, T) :- time(T).

Let t be a timestep that is not a consecutive duplicate. If there is an unexplained activation
or inhibition of X between T̂t−1 and T̂t, we generate a predicate pbDynamic(t) that stores the
timestep on which an unexplained configuration starts. That is, if one of the two following cases
applies:

1 % Case 1: unexplained activation
2 pbDynamic_unexplainedactivation(T) :-
3 obsBinarized(T, x, 1)
4 ; nbCompatibleCunjunction(T-1, Count)
5 ; Count == 0
6 ; not consecutiveduplicate(T).
7 pbDynamic(T) :- pbDynamic_unexplainedactivation(T).
8

9 % Case 2: unexplained inhibition
10 pbDynamic_unexplainedinhibition(T) :-
11 obsBinarized(T, c, -1)
12 ; nbCompatibleCunjunction(T-1, Count); Count > 0
13 ; not consecutiveduplicate(T).
14 pbDynamic(T) :- pbDynamic_unexplainedinhibition(T).
15

16 % Helpers predicates:
17 compatible(T, ConjID) :-
18 obsBinarized(T, NodeID, Val):conjTaken(ConjID, NodeID, Val), Val!=0, ConjID!=0
19 ; time(T)
20 ; ConjID(ConjID)
21 ; ConjID!= 0.
22 nbCompatibleConj(T, Count) :-
23 Count = #count {ConjID : compatible(T, ConjID), time(T)}
24 ; time(T).

We now describe how to compute the error ϵ of a candidate fX towards the timeseries. Let U

be the set of all timesteps t such that there exists a predicate pbDynamic(t). The error ϵt of fX
at time t is the average of “how far” the value of X is from its binarisation threshold θX on all
the timesteps on which the binarised configuration starting at t spans. This corresponds to the
mean absolute error.

ϵt =

∑
t⋆∈s(t) |Xt⋆ − θX|
|s(t)|

Finally, the total error ϵ is
ϵ =

∑
t|(t,t⋆)∈U

ϵt

The procedure translates as follows in ASP:
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1 % in case of pdDynamic at time T, determine the error associated with all the
timesteps on which the config at T spans↪→

2 error(T,S/C) :-
3 S=#sum{|V|, Tother: consecutiveduplicate_tuple(Tother,T), obs(Tother, c, V)}
4 ; C=#count{Tother: consecutiveduplicate_tuple(Tother, T), obs(Tother, c, V)}
5 ; pbDynamic(T).
6 sumErrors(S) :- S = #sum{E, T : error(T, E)} .
7 mae(S/NbT) :- sumErrors(S); nbtime(NbT).

Here again, the error is 0 when the candidate transition function explains all transitions.

4.2.2.5 Minimality Constraint
What are the best functions regarding their size?

So far, we generated the search space of transition functions, and evaluated the candidates based
on their compatibility with the given structure and dynamics. However, we have no guarantee
that a candidate transition function is encoded by a minimal DNF expression (definition 1.6.7
on page 32). Indeed, there were no such constraints when we generated the search space
(section 4.2.2.2 on page 109). This section aims to show how ASK&D-BN enforces minimality.

As a first step, we can discard each candidate whose DNF has locally adjacent conjunctions
(see definition 1.2.7 on page 16), or conjunctions subsuming one another (see definition 1.2.9 on
page 16). Indeed, as seen in section 1.6.3 on page 32, a DNF with such conjunctions cannot
be minimal. However, these hard constraints are still insufficient to guarantee the synthesis of
minimal DNF. Additionally, we rely on the active minimisation of the size of the DNF. The
minimisation constraints depend on whether we are interested in subset-minimal or cardinal
minimal DNFs. This distinction makes sense in the context of Boolean network synthesis from
biological data. Indeed, the given dynamics is usually partial in the sense that it does not explore
all the possible behaviour of the system under study. Consequently, the truth tables we build
from such partial are partial as well, for there are some inputs with unknown outputs. Recall from
section 1.6.3 that each possible completion of a partial truth table corresponds to one Boolean
function which corresponds in turn to a (set of) subset-minimal DNF(s). Also, recall that
among all the subset-minimal DNF compatible with a partial truth table, the smallest DNFs
are called the cardinal-minimal DNFs definition 1.6.10. Note that all cardinal-minimal DNF are
subset-minimal, but the converse is not true.
Remove Candidates with Local Ajdacent and Subsomptive conjunctions
The following ASP constraints enforce that no conjunctions picked by the choice rule (during the
search space generation) are locally adjacent nor subsume one another.

1 :- pbpolarity(C1, C2); isvariablesubsetof(C1, C2); conjID(C1); conjID(C2); C1!=C2.
2

3 pbpolarity(C1, C2) :- diffcount(C1, C2, 1).
4

5 diffcount(C1, C2, N) :-
6 conjID(C1); conjID(C2); C1 != C2
7 ; N=#count{NodeID : isdiff(C1, C2, NodeID)}.
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8

9 isdiff(C1,C2, NodeID) :-
10 conjID(C1); conjID(C2); C1!=C2; varID(NodeID)
11 ; cube(C2, NodeID, V2); cube(C1, NodeID, V1); V2!=V1; V2!=0; V1!=0.
12

13 isvariablesubsetof(C1, C2) :-
14 conjID(C1); conjID(C2)
15 ; NI=#count{NodeID : commonimportantvariables(C1, C2, NodeID)}
16 ; nbLiteral(C1, NI).
17

18 commonimportantvariables(C1, C2, NodeID) :-
19 conjID(C1); conjID(C2); C1 != C2; varID(NodeID)
20 ; cube(C1, NodeID, Val1); cube(C2, NodeID, Val2)
21 ; Val1 != 0; Val2 != 0.

Enforce the Synthesis of Transition Functions in Cardinal-Minimal DNF
Finding the cardinal-minimal DNFs is the most straightforward since we only need to minimise
the number of literals used by the DNF of the candidate transition function. In ASP, we use the
predicates nbLiteral(C, N) to store the number N of literals in each conjunction C.

1 % count the number of literals whose polarity is not 0 in the conjunction C
2 nbLiteral(C, S) :- conjIDTaken(C); S=#sum{|V|, N : cube(C, N, V)}.

The size of a candidate DNF is computed by summing the number of literals in each conjunction.

1 nbLiteral(S) :- S=#sum{N, C : nbLiteral(C, N), conjIDTaken(C)}.
2 % N literals in the conjunction C

Finally, we minimise the expression size using the following ASP rule.

1 #minimize{S@1 : nbLiteral(S)}.

The priority of this minimisation rule is 1. That is lower than the one priority given earlier to the
minimisation of the error toward the dynamics (section 4.2.2.4). The size of the candidate will
thus be optimised only afterward. Hence, among the candidates transition functions with the
smallest error, ASK&D-BN selects the ones represented witht the smallest DNF expressions.

Example 4.2.13. Let f1B := B ∧ ¬C and f2B := (B ∧ ¬C) ∨ (¬B ∧ C) be two candidate transition
functions. Let us assume both have the same error with respect to the input dynamics. Here,
ASK&D-BN will prefer f1B over f2B as it is smaller. Indeed, it has a size two instead of four.

Relax the Cardinal-Minimal Constraint to get Subset-Minimal DNFs
We want to relax the cardinality constraint to synthesise all the subset-minimal DNFs, not only
those that are cardinal-minimal DNFs. We cannot simply remove the ASP minimisation rule
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mentioned above, as ASK&D-BN could then generate non subset-minimal DNFs that the hard
constraints we presented earlier (about local adjacency and subsomption) do not rule out.

We thus proceed with two sequential ASP programs. The first one deals with the partial
truth table corresponding to the observations, from which it produces all the possible complete
truth tables by guessing the unobserved lines. The second ASP program runs on each completed
truth table and generates the corresponding cardinal-minimal DNFs.

Example 4.2.14. To illustrate the procedure, we use the truth table from example 1.6.9 on
page 33 except that we now assume the output for the 7th line (input 111) is unknown. Hence, we
guess what the output could be: either 0, or 1. We end up finding different answer sets depending
on the initial guess.

• If we guess that 111 returns 0, then the solution is A ∨ B ∨ C which has size 3.

• If we guess that 111 returns 1, then the solutions are (¬B ∧ C) ∨ (A ∧ ¬C) ∨ (¬A ∧ C) and
(B ∧ ¬C) ∨ (A ∧ ¬B) ∨ (¬A ∧ C) which have size 6.

All these DNF are subset-minimal by construction and explain the same partial observation. Yet,
applying the parsimony principle (section 2.4.1.3), one can consider the shortest one (obtained
when the guess for 111 is 0) to be more parsimonious and thus better.

The procedure is also illustrated in example 1.6.11 on page 34.

4.2.3 Step 3: Global Boolean Network Assembly

The goal of this step is to create all the possible Boolean networks from the sets FX of transition
functions we synthesised for each species in X ∈ S in the previous step. To do so, ASK&D-BN
generates the Cartesian product of the sets. The number of Boolean networks thus corresponds
to the product of the number of functions synthesised for each species. However, in practice, if
the mincard option is used, the local synthesis step usually finds one formula for each species,
resulting in a unique assembly (section 4.4).

Example 4.2.15. Let us consider the Boolean network synthesis problem for three species A, B and
C yielded the following sets of transition functions: FA =

{
f1A, f

3
A, f

3
A

}
, FB =

{
f1B

}
, FC =

{
f1C, f

2
C

}
.

The global Boolean network assembly will produce six Boolean networks, corresponding to all the
possible combinations.

4.2.4 Evaluation of the Synthesised Boolean Networks

In the last step of ASK&D-BN, we evaluate the quality of the synthesised Boolean networks. Several
criteria are considered:

• The number of Boolean network synthesised, which should be small.

• The compatibility of the synthesised Boolean networks with the given structure
and dynamics. Since the Boolean networks are compatible with the given structure (by
construction), our quality check focuses on the compatibility with the given dynamics. The
coverage ratio of a Boolean network is the proportion of transitions extracted from the data
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that are in its general-asynchronous transition graph. We compute this coverage ratio for
each Boolean network synthesised. Then, we aggregate the individual coverage ratios by
computing their median and standard deviation. Ideally, the pipeline returns only Boolean
networks with maximal coverage ratios i.e., with a median of 1 and a standard deviation of
0.

• The monotony of the local transition functions. Following the basic principle of
parsimony (section 2.4.1.3), a biological species is usually assumed to have either an
activation or an inhibition role towards another species [Son07]. As a result, non-monotone
local transition functions (i.e., functions which contain a literal and its negation) are
supposed to be quite unlikely. We thus count the number of monotone local transition
functions synthesised. Note that only a non-monotone prior influence graph can result in the
synthesis of non-monotone transition functions. Note that, by construction, a prior influence
graph built from a reaction network using rules and events is non-monotone (section 3.2 on
page 76).

4.3 Related Works

Boolean network synthesis is a long ongoing problem. It is an extension of Boolean function
synthesis, which is not specific to biology and found some applications in electronic circuit
synthesis, for example. As mentioned in chapter 2, various methods have been proposed to
synthesise Boolean network models of biological systems from a given structure and dynamics.
To date, Boolean networks are often built by hand, but there are some methods that aim at
automating the process [LFS98; LSY03; Ost+16; AD22; Che+19b; BK18; Dor+16]. They all
share common characteristics, in particular regarding the general notion of compatibility. Indeed,
they all roughly consist in enforcing that the influence graph and the transition graph of the
synthesised Boolean networks contain specific edges that correspond to what is known of the
structure and dynamics of the underlying system. However, despite these commonalities, there
are several important keypoints for which they use different strategies. I believe it is crucial to
address them carefully because they have a significant impact on the quality of the synthesised
Boolean networks.

In the following, we thus discuss some of these keypoints. We particularly focus on REVEAL [LFS98],
Best-Fit [LSY03] and Caspo-TS [Ost+16], as they are the methods with which we compare
ASK&D-BN in section 4.4. We also use this discussion section to take a step back and justify several
modelisation choices made in ASK&D-BN.

Outline The section is organised as follows. Section 4.3.1 discusses the definition of non-
redundant solution. Sections 4.3.2 and 4.3.3 review the way of fitting to the structure and to the
dynamics, respectively. Section 4.3.4 compares the two main strategies of enumeration of the
solutions: the partial enumeration of the good-enough solutions versus the exhaustive enumeration
of the globally good solutions. Finally, section 4.3.5 deals with the notion of simplicity of the
solutions, in particular in terms of monotony and size.
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4.3.1 Non-redundant Boolean Networks

To the best of my knowledge, all the automatic Boolean network synthesis methods claim to
synthesise non-redundant Boolean networks. However, they do not all use the exact same
definition of non-redundancy. Since all the Boolean network synthesis methods I am aware of
work species-wise, we will first define non-redundancy on transition functions. The definitions
will then be extended to define non-redundant Boolean networks.

The notion of non-redundancy depends in fact on how the transition functions are represented
(which data structure, in a sense). Recall from section 1.6 on page 29 that a transition function
is a Boolean function Bn → B, where n is the number of inputs of the function. The Boolean
mapping it corresponds to can be represented with several kinds of expressions, including —but
not only— minimal propositional logic expressions in disjunctive normal form (minDNF). Some
data structures used to represent Boolean functions are canonical, which means a data structure
for which there is a unique representation of a given mapping. Truth tables are one of such
canonical representations, for example. However, minDNF are not since several minDNF can
represent the exact same mapping (example 1.6.9 on page 33).

The choice of representation is often driven by the necessity of easing the synthesis, or reducing
its computation cost. Once the representation has been fixed, it is possible to define what a
redundant solution is. They are two co-existing ways of defining non-redundancy of transition
functions (and thus of Boolean networks): the one based on the mapping of the transition
functions, and the one based on the expressions representing the transition functions.

4.3.1.1 Redundancy of the Boolean Mapping

The first definition of redundancy deals with the Boolean mappings. It is particularly adapted
for the methods in which the transition functions are represented as truth tables, or full DNF
expressions. In REVEAL and Best-Fit, the transition function are encoded in minDNF, but the
non-redundancy is defined from the mapping. When several minDNF are equivalent, only one is
picked at random.
At the Boolean network level Non-redundant Boolean networks have to differ in at least one
configuration in the mapping Bn → Bn. This definition of non-redundancy is usually impractical
with a large number of inputs because it requires comparing all the mappings.

4.3.1.2 Redundancy of the Expressions

The second definition of redundancy deals with the expressions themselves. This definition is
usually applied on expressions in standard form, such as DNF, for example. Two expressions
E and E′ are said to be redundant if E′ can be derived from E using a given set of syntactic
transformation rules. These rules have to preserve the mapping represented by the expressions.
The rules typically involve changing the order of the literals in a conjunction, or of the conjunctions
in a disjunction. Caspo-TS is one of the Boolean network synthesis methods that use this notion
of non-redundancy. It is thus able to return all the minDNF which equivalently encode a given
mapping.
At the Boolean network level Non-equivalent Boolean networks can have the exact same
transition graph, even though the expression of the transition functions they comprise are
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non-redundant.

In ASK&D-BN

We synthesise transition functions expressed in minDNF. This choice makes the search space larger
compared to if we had considered the Boolean mapping, since a given truth table corresponds to
potentially several minDNF.

Example 4.3.1. The expressions shown in example 1.6.9 on page 33 are two minimal DNF
expressions corresponding to the same Boolean mapping. Hence, they are redundant according to
the first definition (section 4.3.1.1), but not according to the second definition (section 4.3.1.2).
In particular, ASK&D-BN would thus consider both as different solutions.

However, it is also easier to check the non-redundancy. In our case, the notion of redundancy
is defined syntactically. Redundant expressions are ruled out from the generation of the search
space, thanks to the way we represent the candidates in ASP. Last but not least, these expressions
are easy to interpret from a biological point of view. Indeed, minDNF can be seen as the list of
minimal necessary conditions for a species to be activated.

4.3.2 Fitting the Structure

All the automatic Boolean network synthesis methods that use a prior influence graph use it
to hard constraint the synthesis. This means that the influence graph of a synthesised Boolean
network is necessary a spanning subgraph of the given prior influence graph.

However, the methods differ in the kind of information they use. For example, Caspo-TS can
take the influence signs from a prior influence graph, while REVEAL and Best-Fit cannot use
them. Note that, a priori, this might not be too much of a problem. Indeed, it is reasonable to
assume that the dynamics data will reflect the sign of the influence anyway.

In ASK&D-BN

We hard constrain the influence graph of the synthesised Boolean network to be a spanning
subgraph of the given influence graph. This includes the signs of the influences. Since we
represent the transition functions as minDNF expressions, we only have to use syntactic checks
(see section 1.6.3).

4.3.3 Fitting the Dynamics

All the automatic Boolean networks synthesis methods claim to synthesise the best Boolean
networks in regard of given dynamic data. They extract from the data a list transitions between
Boolean configurations that one would like to see in the transition graph of the synthesised
Boolean networks. The methods differ in how are the transitions retrieved, how is the fit between
the dynamics and the transition graph of the Boolean networks measured, and what is the update
scheme used to compute the transition graph.
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4.3.3.1 Binarisation

At some point or another, the Boolean network synthesis procedures require the data to be
binarised. As a matter of fact, there exist a lot of binarisation procedures. The choice of the
binarisation procedure is crucial for the outcome and the choice is a difficult problem with no
obvious best one. In particular, the procedure might heavily depend on the technology used to
get the data (DNA chip in [Mar+07], RNA seq, trajectory from single cell data [Che+19a]).

Most of the methods either leave the binarisation burden to the user [AD22; LFS98; LSY03],
or at least propose the user to provide the threshold themselves [Ost+16]. All these tools are
thus agnostic of the technology used to produce the data.

The methods which propose to binarise the data themselves, tend to rely on quite simple
binarisation procedures, such as the average threshold in [MDW04], or the midrange in [Vid+15;
Ost+16]. Despite their simplicity, these procedures produce good results when applied in the
context of Boolean network synthesis from biological data.

In ASK&D-BN

The user can provide the threshold for each species. However, by default, we use the midrange
binarisation procedure. This is because it is intuitively less impacted than others (especially the
average and median-based) by periods of time where the value of a species oscillates in a small
range of values. The midrange procedure is however very sensitive to outliers. Yet, in the context
of this thesis, we intend to use data obtained from the simulation of existing reaction networks
interpreted with their differential semantics. It is thus reasonable to assume there is no such
outliers.

4.3.3.2 Extraction of the Transitions from a Timeseries

When the data are given as times series, the method has to extract the transitions. Given a
binarised timeseries T̂ , some methods such as REVEAL and Best-Fit assume there is a synchronous
transition at each timestep.

Example 4.3.2. We consider the binarised times series from example 2.4.7 on page 61. REVEAL
and Best-Fit try to explain 010→ 010→ 010→ 010→ 011→ 011→ 011→ 100→ . . .

The problem with doing so is that the procedure is likely to result in considering inconsistent
transitions i.e., transitions where a configuration is associated with distinct successor configu-
rations. Indeed, biological systems often involve processes happening at different speeds, and
the configurations corresponding to slower processes might thus span several timesteps. More
generally, inconsistent transitions can also occur if the sampling rate is too high.

Example 4.3.3. We continue the example 4.3.2. We remark that some time elapses before the
configurations to change. As a result, the transitions 010→ 010 and 010→ 011 are inconsistent.

Such inconsistencies cause the failure of REVEAL since it is not designed to handle them and
dumbly attempts to find the functions that explain all the transitions (and thus have a coverage
proportion of 1). Unlike REVEAL, Best-Fit can manage inconsistencies. To do so, it relaxes the
definition of compatibility of a Boolean network with the dynamics. Indeed, it is capable of
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returning Boolean networks that do not perfectly explain the measurements, as long as they
explain the maximal number of timesteps. In other words, it weights each transition by the
number of timesteps it was observed. But with this strategy, we now have the problem that
Best-Fit focuses on explaining self-loop transitions, corresponding in particular to the slower
processes, that span several timesteps.

Example 4.3.4. We continue example 4.3.2. In the sequence shown there, 010→ 010 is observed
three times and 010→ 011 only once, Best-Fit will focus on explaining the former instead of the
latter.

The strategy of Caspo-TS [Ost+16] is quite different and makes much fewer assumptions
regarding the dynamics of the underlying system. In particular, Caspo-TS focuses on explaining
the asynchronous reachability of the configurations, instead of the transitions themselves. This
feature is an asset in the case of missing time points.

Caspo-TS processes as follows. (1) First, it works on a deduplicated sequence of configurations.
(2) Second, it includes wildcard configurations, that can be expanded to any asynchronous
sequence of configurations.

Example 4.3.5. The following sequence of configurations 010 → 011 → 100 → 001 (taken
from example 2.4.7 on page 61) is transformed to 010→ ∗ → 011→ ∗ → 100→ ∗ → 001.

(3) Third, Caspo-TS attempts to find Boolean networks with asynchronous transition graph in
which the sequence is a path. The third step is in fact divided into two steps. (3a) Caspo-TS uses
an overapproximation of the dynamics using the so-called most-permissive semantics [Pau+20].
Because of this overapproximation, the result can contain many false positive Boolean networks,
i.e., Boolean networks optimising the cost function used under the hood of Caspo-TS, while their
asynchronous dynamics is not able to reproduce the configuration sequence of the multivariate
timeseries. (3b) These false positive Boolean networks are subsequently ruled out using exact
model checking. This filtering is PSPACE -hard, but thanks to the step (3a), a large set of Boolean
networks has already been excluded.

One last thing to mention with the strategy of REVEAL and Best-Fit, it that since they do
not use the quantitative data, they cannot mitigate the binarisation effect at all. Caspo-TS has a
finer grain error than the simple coverage used by REVEAL and Best-Fit. Indeed, it takes the
quantitative data into account to weight the errors by how far the value is from its binarisation
threshold. This strategy thus relaxes a bit the effect of the binarisation. We can thus assume
that Caspo-TS is less biased by the chosen binarisation procedure than REVEAL and Best-Fit.

In ASK&D-BN

We attempt to make as few assumptions as possible, in particular regarding the update scheme of
the underlying system. This is why we used the general-asynchronous update scheme, as it is the
most general one. Also, for a given species X, we only consider transitions where X has changed
its value, without caring about whether the parents of X have changed their value. Thanks to this
strategy, we kind of let the benefit of the doubt to the candidate transition functions: they only
have to explain the transitions for which we are sure X has updated. This strategy assumes some
kind of switch-like behaviour (as soon as X changed, we look at the value of its parents in the
previous timestep), but this assumption sounds reasonable since this is often the case in biology.
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Example 4.3.6. We consider the binarised times series from example 2.4.7 on page 61. ASK&D-BN
consider the following sequence of configurations:

010→ 011→ 100→ 001.

Regarding the binarisation, we already justified the choice of midrange by default. But on top
of this, we have a similar strategy to Caspo-TS in that we use the quantitative values of the input
multivariate time-series to compute the error. The error for an unexplained transition where X

was close to its threshold is smaller than for an unexplained transition where X is far from it.
This relaxes a bit the effect of the binarisation.

Finally, let us mention the strongest assumption of ASK&D-BN. It assumes the given timeseries
are complete i.e., there are no missing time points. Since we intend to use ASK&D-BN with data
obtained by simulation, this assumption is fulfilled.

4.3.4 Partial Good-Enough versus Exhaustive Optimal Synthesis

Recall that the mapping of a Boolean function can only be uniquely identified if all the input/output
pairs of its truth table are provided [AMK99]. Moreover, even a complete truth table corresponds
potentially to several Boolean expressions. In the context of Boolean network synthesis from
biological knowledge and data, the available dynamics data is usually very incomplete. In turn,
the Boolean network synthesis problem is thus not very constrained. As a result, the search space
is really large, and the number of equally good transition functions —and thus Boolean networks—
vis-à-vis the constraints is often huge [Mar+07]. There are two strategies regarding this.

Some Boolean network synthesis methods are designed to return all these equally good Boolean
networks, exhaustively. It is usually the case for the methods that rely on constraint satisfaction
technics, such as logic programming [Che+20; Vid+15] or SAT-Modulo Theory (SMT). In both
cases, the set of constraints is encoded and an exhaustive search can (virtually) be performed.
When too many Boolean networks are synthesised, some methods post-filter them based on other
criteria that were not used to hard constrain the synthesis. In [Mar+07] for example, the authors
only keep the Boolean networks whose synchronous transition graph has some known attractors.
Finally, note that if a unique Boolean network is required, it is always possible to extract one by
randomly selecting one transition function for each species. This is the solution adopted by most
of the methods [Mar+07]

In contrast, other methods are limited to the synthesis of only one Boolean network, the best
they could find [AMK00]. It is mainly the case for methods based on stochastic optimisation
technics (such as genetic algorithm, for example). As we discussed in chapter 2, not only such
methods cannot synthesise all the equally good solutions, but also cannot guarantee to eventually
synthesise globally optimal Boolean networks. CellNOptR [Ter+12] (standing for Cellular Network
OptimizeR), which implements in R the method introduced in [Sae+09], is one of such methods.
It is based on a genetic algorithm that returns the best Boolean network it could derive during
the run.
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In ASK&D-BN

We opted for the first strategy and return all the equally good Boolean networks. For this, we rely
on the clever exhaustive search performed by ASP. In the case, too many Boolean networks are
synthesised, our philosophy would be to avoid post-filtering the Boolean networks based on new
knowledge and data not used for the synthesis. We would rather encode these as new constraints.
ASP is really flexible, so this strategy would really not be a problem.

4.3.5 Simplicity

All the Boolean network synthesis methods I am aware of claim to synthesise Boolean networks
with the simplest transition functions possible. This is justified by the parsimony principle, as
among all the possible explanations, the best ones are the simplest. The concept of simplicity
usually involves the minimality of the transition functions and monotony of the influences among
the species (section 2.4.1.3).

4.3.5.1 Minimality

The definitions of minimal transition function differ slightly depending on whether it is its mapping
or its expression that is considered.

When focusing on the mapping, the goal is simply to eliminate useless inputs, i.e., an input
whose status has no consequence on the species of interest. Each input evicted halves the number
of lines in the truth table, or equivalently, the number of conjunctions in the corresponding full
DNF.

When focussing on the expression, the measure of simplicity relates to the size of the expressions
(section 1.6.3). Since minimisation is a hard problem, some approximative methods have been
developed. Among them, we can mention the method Espresso [Bra+82] that is used in [MDW04]
It returns one DNF and there is no guarantee for it to really be minimal.

4.3.5.2 Monotony

As already mentioned in chapter 2, several methods [Ost+16; Che22] hard constraint the monotony
of the influences used by the transition functions. Not only this drastically reduces the search
space (see table 1.5 on page 38), but it also complies with the fact that in biology, a species is
usually either an activator or an inhibitor (but not both).

Caspo-TS is one of such methods that can only generate Boolean networks with bipolar
transition functions (definition 1.6.22 on page 36).

In ASK&D-BN

We return Boolean networks with transition functions expressed in minDNF. The strategy to
obtain minDNF expressions is to actively minimise the number of influences used by the expression,
directly in ASP. The minimisation is thus exact. Moreover, we return all the minDNF that are
equally good regarding the given constraint. In particular, we do not take the monotony of the
transition functions into account. That is because some authors contested the use of monotony as
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a hard constraint [NRS11], and I personally share their point of view. However, I think parsimony
is a good criterion in evaluating the synthesised functions.

4.4 Evaluation of ASK&D-BN

In this section, we evaluate ASK&D-BN by comparing it with three state-of-the-art methods, namely
REVEAL [LFS98], Best-Fit [LSY03] and Caspo-TS [Ost+16].

4.4.1 Boolean Network Synthesis Methods for the Comparison

In this section, we summarise the key elements of each method with which we compare ASK&D-BN.
Note that we chose these methods because they are very similar to ASK&D-BN in their inputs and
in their goal. Indeed, as seen in section 4.3, they all use a prior influence graph and dynamic
data to synthesise an exhaustive set of Boolean networks. However, despite this similarity, and
despite they inspired our work, they differ on several key points that were discussed in section 4.3.
table 4.1 summarises their differences. In particular, unlike REVEAL and Best-Fit, ASK&D-BN is
capable of using the influence signs provided in the given prior influence graph and the raw values
of the input multivariate timeseries. Unlike Caspo-TS, ASK&D-BN directly fits the behaviour of
each species with the timeseries. Also, it is not limited to the synthesis of Boolean networks with
bipolar transition functions.

Table 4.1: Comparison of ASK&D-BN with REVEAL, Best-Fit and Caspo-TS. The colours indicate
how bad we assume the assumptions are in the specific context of Boolean network synthesis from
structure and dynamics retrieved from a reaction network (red: very bad, orange: not so bad).

Method PIG
Assumption on

the TS and the config. seq.
Redundancy Function Class

REVEAL Unsigned
Sync. transition at each timestep

and no inconsistency
Mapping All

Best-Fit Unsigned Sync. transition at each timestep Mapping All
Caspo-TS Signed Asynchronous reachability Expression Bipolar
ASK&D-BN Signed Complete timeseries Expression All

4.4.2 Datasets

A dataset corresponds to a prior influence graph and a timeseries. Two of our datasets are real
published datasets of two biological systems, while the others correspond to generated data for a
given system (among six) in a given setting (among eight), with a given seed (among seven). We
thus have a total of 338 datasets.
Real Datasets The real datasets are about the yeast ’s cell cycle and A. thaliana’s circadian
clock. The influence graph and experimental multivariate timeseries are taken from [Loc+06]
and [Spe+98], and they involve four and five species respectively. Table 4.2 summarises these two
datasets.
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Table 4.2: Summary of the two real datasets used for the evaluation of ASK&D-BN.

System Species PIG TS Source

Yeast
(cell cycle)

Fkh2, Swi5,
Sic1, Clb1

Sic1 does not influence
itself nor Fkh2

14 timesteps
6 transitions [Spe+98]

A. thaliana
(circadian clock)

LHY, PRR7,
TOC1, X, Y

LHYX

TOC1 Y

PRR7
+

+

−

+

−−

+

− 50 timesteps
11 transitions [Loc+06]

Generated Datasets For the six other systems15, we generate the data from existing Boolean
networks taken from the repository of Boolean networks of the package PyBoolNet [KSS16].
Except for one, these Boolean networks are published models of real biological systems. For these
systems, the number of species ranges from three to ten.

The prior influence graph we consider is the influence graph of the associated Boolean network.
As for the generation of the multivariate timeseries, three parameters are taken into consideration:

• the update scheme (either synchronous or asynchronous);

• the maximum number of repetitions introduced for each configuration (either 1 or 4);

• the standard deviation of the added noise (either 0 or 0.1).

We thus have eight combinations of these parameters, aka settings. In the following, we denote
ARN the setting with the Asynchronous update scheme, random Repetitions of configurations (of
4 max) and Noise addition (with standard deviation of 0.1). This setting allows us to get close to
real timeseries.

For each system and each setting, we produce seven timeseries. To do so, we use a procedure
similar to the function generateTimeSeries of the R package BoolNet [MHK10]. The procedure
is run with a different random seed each time.

1. Choose randomly a configuration c of the considered Boolean network

2. Apply the transition function(s) 20 times (starting from c) w.r.t the chosen update scheme.

3. If Repetitions: duplicate randomly each configuration in the obtained sequence (added in
contrast to generateTimeSeries)

4. If Noise: add Gaussian noise with a standard deviation of N .

Now, we illustrate how to generate a multivariate timeseries in the ARN setting.

Example 4.4.1 (Generation of a multivariate timeseries in the ARN setting.). We start from a
random configuration of the Boolean network B1 (figure 1.8a on page 41). Let it be 010. Then we
apply 20 times the transition functions of B1 with the asynchronous update scheme. This process

15 Refered to as raf, randomnet_n7k3, xiao_wnt5a, arellano_rootstem, davidich_yeast and faure_cellcycle
in PyBoolNet.
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is not deterministic as any path from figure 1.8e starting from 010 and of length 20 is valid. Let
us say we obtain a path starting with

010→ 011→ 010→ 011→ 111→ 101→ . . .

Now, we add a random number of duplications (in bold). The beginning of the sequence could for
example look like

010→ 011 → 011→ 010→ 011 → 011 → 011

→ 111→ 101 → 101 → 101 → 101→ . . .

Finally, we add a random Gaussian noise with a standard deviation of 0.1. The generated
multivariate timeseries could now start with

(0.02; 0.92;−0.16)→ (0.04; 0.8; 0.7)→ (−0.05; 1.06; 0.7)→ . . .

4.4.3 Evaluation Procedure

In the following, we use the word experiment to refer to a given Boolean network synthesis method
applied to one of these datasets. As mentioned before, the unicity of the multivariate timeseries
makes the problem under-constrained. This setting allows us to evaluate the performances of the
different approaches in this specific context.

For REVEAL and Best-Fit, we use the implementation from the R package BoolNet [MHK10].
Caspo-TS is run with the option mincard, which asks for Boolean networks with functions
minimising the number of influences. Note that this is also the option chosen for ASK&D-BN.

REVEAL, Best-Fit and ASK&D-BN need the binarised multivariate timeseries in their inputs.
For the two systems with real timeseries, the binarisation threshold is determined species-wise,
following the midrange binarisation procedure described in section 4.2.1. For the six systems with
the generated multivariate timeseries, we directly use a binarisation threshold of 0.5 because we
know a priori that the values of all the components are between 0 and 1 (± the noise). This
prevents from spurious transitions we might have had if computing threshold species-wise in noisy
setting with constant species. Indeed, the fluctuations of a constant component would have been
interpreted as a changes of configuration, that the Boolean network synthesis methods are not
capable to detecting.

In order to have a fair comparison of the methods, and since Caspo-TS is making the
binarisation itself and is not aware that the theoretical minimum and maximum of the components
are 0 and 1 (± the noise), we correct the transition functions it returned a posteriori : the value
of the constant is set to the binarised value that is the most present in the binarised timeseries
of the component concerned. Also, since Caspo-TS does not return a function for the species
without parents in the prior influence graph nor for the components that it found constant for
all the timeseries (in the case where no noise is involved), we use the same technique to set
the transition functions to their correct values. We also added a step to filter out the Boolean
networks returned by REVEAL and Best-Fit that do not respect the polarities given in the prior
influence graph of each dataset.

For all the Boolean networks returned by the four methods (and after the PIG-based filtering
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for REVEAL and Best-Fit), we use PyBoolNet [KSS16] to compute the general-asynchronous
transition graph of each Boolean network synthesised. Finally, we evaluate the results of each
experiment according to two criteria:

1. The number of Boolean networks synthesised, which should be small.

2. The coverage ratio, i.e., the proportion of configuration transitions extracted from the input
timeseries that are present in the general-asynchronous transition graph. The median of
the coverage ratios should be as high as possible, but the standard deviation should be low.

All data and programs needed to reproduce the presented results are accessible at https:
//gitlab.inria.fr/avaginay/OLA2021.

4.4.4 Results on the Two Real Datasets

Yeast (figure 4.2 left). For this dataset, Caspo-TS synthesises 61 Boolean networks while
both Best-Fit and ASK&D-BN synthesise 16. As for REVEAL, it does not return any Boolean
network. This is because of inconsistent transitions in the sequence of configurations extracted
from the timeseries, and that REVEAL is not tailored to handle. Concerning the coverage, on
the seven transitions observed in the timeseries, the Boolean networks synthesised by Best-Fit
recover four while those synthesised by ASK&D-BN recover five. The best coverage ratio (six
retrieved transitions over seven) is obtained for eight Boolean networks synthesised by Caspo-TS
(among the total of 61). Nevertheless, as the box plot shows, the Boolean networks synthesised
by Caspo-TS present a large variance in their coverage.
A. thaliana (figure 4.2 right). For this dataset, REVEAL returns no Boolean network. This
is again because of inconsistent transitions. The only Boolean network returned by Best-Fit has
all the species set to 1 and recovers four transitions over the ten observed. ASK&D-BN also returns
a single Boolean network with a perfect coverage since the Boolean network recovers all the ten
transitions. As for the five Boolean networks synthesised by Caspo-TS, we can make the same
observation as before: they present a variability in their coverage. The best coverage obtained by
Caspo-TS are from two different Boolean networks including the one synthesised by ASK&D-BN.

To sum up, the results on these two real datasets show that:

• REVEAL constantly fails to return any Boolean network. At the opposite, Caspo-TS returns
more Boolean networks than the other methods;

• the coverage of the Boolean networks returned by both ASK&D-BN and Caspo-TS are better
than for Best-Fit;

• Caspo-TS presents worse variability in the coverage ratio of its Boolean networks compared
to ASK&D-BN.

4.4.5 Results on the Generated Datasets

4.4.5.1 Number of Synthesised Boolean networks

The total number of Boolean networks returned on the generated datasets and the number of
times the identification methods failed to synthesise any Boolean network are reported in table 4.3.
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Figure 4.2: Coverage evaluation of the Boolean networks synthesised by ASK&D-BN, REVEAL,
Best-Fit and Caspo-TS on two real datasets: yeast (left) and A. thaliana (right). The blue
dashed line indicates the number of deduplicated transitions that were observed in the multivariate
timeseries.

The table shows that surprisingly, a large proportion of Boolean networks generated by REVEAL
and Best-Fit were not complying with the influence signs from the input influence graph. In the
following reported results, we do not take these non-compliant Boolean networks into account.
REVEAL returns the smallest number of Boolean networks, in particular in the ARN setting
(Asynchronous update scheme, random Repetition of configurations, and Noise addition). This is
due to the inconsistencies in the timeseries, which are frequent in the ARN setting (as in real
timeseries), because of the repetitions we introduce. Conversely, Caspo-TS is the method that
returned the largest number of Boolean networks. Moreover, when considering all experiments,
there are 18 experiments for which Caspo-TS generated more than 100 Boolean networks. In
these cases, we stopped the enumeration and analysed the 100 first Boolean networks Caspo-TS
returned. Despite this limit, Caspo-TS returned between 5 and 7 times more Boolean networks
than ASK&D-BN.

From here on, we focus on the results of the experiments corresponding to the ARN setting
after having removed the Boolean networks from REVEAL and Best-Fit that do not respect the
given PIG.

4.4.5.2 Coverage Ratio

To assess the coverage ratio criterion, instead of plotting the boxplots for the 42 experiments of
the ARN setting (6 systems times 7 replicates), we summarised them in figure 4.3. In the scatter
plot, each experiment is represented by a point whose coordinates are the coverage ratio median
of the synthesised Boolean networks and the associated standard deviation (std). The closer a
point is to the top-right corner, the better the corresponding identification method is (i.e., it
produces Boolean networks with a high coverage ratio and a low std). We can see that for the
few experiments for which REVEAL was able to return Boolean networks, the median coverage is
actually excellent. The median coverage of the Boolean networks returned by Best-Fit is almost
uniform: Best-Fit lacks regularity in finding Boolean networks with good coverage. But the high
peak around 0 on the plot of the std distribution shows that for a given experiment, the Boolean
networks returned by Best-Fit have similar coverage rates. Caspo-TS and ASK&D-BN have a very
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similar distribution of median coverage. They are both good at finding Boolean networks with
very good coverage. But here again, for a given experiment, the Boolean networks synthesised by
Caspo-TS present a bigger variation of their coverage proportions than the ones synthesised by
ASK&D-BN.

Figure 4.3: Coverage evaluation of the Boolean networks synthesised by ASK&D-BN, REVEAL,
Best-Fit and Caspo-TS on the generated datasets in the ARN setting. On the scatter plot, each
point represents the results of an experiment, for which a given method potentially returned
several Boolean networks with different coverage ratios. The horizontal coordinate of the point is
the median of these ratios. The vertical coordinate is their standard deviation (std). For better
visualisation, the coordinates are jittered with a variance of 0.1 on both axes. The curves on the
top (resp. on the left) of the scatter plot are the probability densities of the median (resp. the
std) of the points in the scatter plots. The densities have been estimated from the non-jittered
coordinates of the points with the Gaussian kernel density estimation method. The smoothing
parameter of the estimator was determined automatically (with the Scott method). The areas
under all these curves are 1, and the peaks show where the points are the most concentrated.

4.5 Wrap-Up

In this chapter, we presented ASK&D-BN, a novel method to synthesise Boolean networks compatible
with a given structure (a prior influence graph) and a given dynamics (a truth table or a timeseries).
The synthesised Boolean networks comply with the given structure and dynamics in that their
influence graph is a spanning subgraph of the given prior and their general-asynchronous transition
graph contains as many observed transitions as possible.

The reported results on 338 datasets (concerning eight systems) showed that ASK&D-BN has the
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best trade-off on the evaluation criteria: it returns a small set of Boolean networks, all compatible
with the given structure, and with a high coverage median and low variance. In particular, our
results confirm that although Caspo-TS finds good Boolean networks, too many sub-optimal ones
are retrieved. As we saw, this is because Caspo-TS consider the reachability property between
the Boolean configurations, but a new version of Caspo-TS was recently proposed to tackle this
problem, taking into account constraints on the transition themselves, as in ASK&D-BN [Che+20].

An interesting perspective would be to define formally what constraints would ensure finding
the Boolean networks with the best coverage. Indeed, our results suggest that ASK&D-BN does not
all the time return the best Boolean networks since Caspo-TS sometimes synthesises some better
ones. There are already some studies about whether a Boolean network fitting given constraints
exists, as well as how much needs to be known to identify the correct Boolean functions with a
given probability [AMK99].

Moreover, ASK&D-BN uses constraints that are in fact tailored for the very specific application
we developed it for, namely the synthesis of Boolean networks from structure and dynamics
retrieved automatically from existing reaction networks (chapter 3). Because of this, ASK&D-BN
makes assumptions that might not be verified when using real dynamics data. We now review
these assumptions and hint how we could improve ASK&D-BN for it to handle better real dynamics
data.

1. ASK&D-BN assumes the given times series are complete (hence without missing information).
It is a valid assumption due to the way we retrieve the data (chapter 3), but this is generally
not the case for real datasets, for which the sampling rate might be too small. In contrast,
Caspo-TS, which works on the reachability of the configurations, is better suited to process
real data.

2. Another limitation when using ASK&D-BN on real datasets is that they may contain outlier
measurements which could mislead our binarisation procedure. It would thus be interesting
to propose a better binarisation procedure with prior outliers detection, for instance.

3. Biologists often have several timeseries. They can correspond to perturbation experiments,
where some species of the system under study are forced to stay either active or inactive.
Exploiting such supplementary data gives more information about the behaviour of the
studied system in specific conditions (e.g., pathological states). This knowledge constrains
even more the space of solutions. REVEAL, Best-Fit and Caspo-TS, can handle multiple
timeseries but ASK&D-BN cannot, even though it would be no problem to adapt the ASP
encoding to handle this.

In the next chapter, we apply ASK&D-BN on structure and dynamics retrieved automatically
from existing reaction networks encoded in the Systems Biology Markup Language (SBML).
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The SBML2BNET Pipeline and its
Evaluation
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5.1 Introduction

In this chapter, we describe and evaluate the SBML2BNET pipeline, which consists of an
implementation of all the methods presented in the previous chapters. These methods concern
how to retrieve a structure and a dynamics from a reaction network (chapter 3) and how to
synthesise Boolean networks out of it (chapter 4). Figure 5.1 summarises the different steps of
the pipeline. The pipeline starts from a reaction network encoded in the Systems Biology Markup
Language (SBML) and outputs a set of compatible Boolean networks in the BNET format.
Outline In section 5.2, we briefly present the Systems Biology Markup Language and the BNET
format, as well as some concepts related to the models we can process with the SBML2BNET
pipeline. In section 5.3, we present the implementation of the different steps of the pipeline. Then,
in section 5.4, we run different variants of the pipeline on the simple enzymatic reaction model as
well as real-life models from the BioModels repository. Finally, in section 5.5, we summarise our
findings and close the chapter with some discussions and perspectives.
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SBML model

Structure extraction

influence graph
1 setting among {[r], [rr], [re], [rre]}

Dynamics extraction
Reaction-Network

timeseries or truth table

Boolean network synthesis
ASK&D-BN (1) Binarisation

binarised timeseries

(2) Local synthesis of transition functions
set of functions / species

(3) Global assembly
set of Boolean networks

Boolean network evaluation

# of Boolean networks,
structure compatibility (ok by construction),

dynamics compatibility (coverage),
monotony

Figure 5.1: Workflow of the SBML2BNET pipeline. It starts with a reaction network encoded in
SBML and produces Boolean networks in the BNET format. The Boolean network synthesis step
(blue box) is composed of three steps among which the local synthesis of the transition functions
which uses as input (thick arrows): a prior structure (influence graph) and a prior dynamics (a
truth table, or a timeseries with its binarisation).

136



5.2. Input and Output File Formats

5.2 Input and Output File Formats

5.2.1 Reaction Networks in SBML

The Systems Biology Markup Language (SBML) is an XML markup language used to represent all
kinds of biological models [Kea+20]. The SBML specifications16 define how the different elements
are named and structured, as well as many features that make SBML very expressive. However,
this thesis focuses on a subset of SBML models: those representing mechanism-based models (core
reaction networks eventually extended with rules and events). Moreover, the encoded reaction
networks must be simulable with the differential semantics. We do not give the BNF syntax as
it is quite difficult to define and not very informative. However, we describe the content of the
models we process. An SBML model involves elements referred to as species, compartments
parameters, rules, reactions, and events, that map the corresponding concepts in reaction
networks.

An SBML species is located in a given compartment. A compartment may or may not
represent actual physical structures. The species typically interact with other species from the
same compartment, but that is not enforced by the SBML specifications. Moreover, the size
of a compartment may change over time. This is important to track when dealing with species
concentrations.

The initial value of every species (quantity, activity, or concentration) and parameters has
to be provided. It can then either stay constant or change over time according to the reactions
(only for the species), rules and events.

As mentioned in definition 1.9.1, for a given reaction, a modifier can be either an activator
or an inhibitor (or both) of the reaction. However, SBML does not distinguish activators from
inhibitors. Still, in some SBML models, they are not specific annotations we can rely on to get the
exact role of the modifiers. These annotations use the Systems Biology Ontology (SBO) [Cou+11].
We use the SBO terms SBO:0000459, SBO:0000020 and SBO:0000595, that respectively stand for
“activator only”, “inhibitor only” and “dual activity” modifier.

Example 5.2.1 (A reaction network in SBML). Appendix A on page 177 represent the reaction
network of Renz (example 1.9.4 on page 44) in SBML. It is, in fact, one possible representation
of the model, since the SBML specifications are quite flexible.

We consider an SBML model to be well-formed when it respects the SBML specifications,
and when each of its reactions respects the well-formedness criteria presented in definition 1.9.6.
Well-formness requirements that are often violated are for a reaction to be implicitly reversible,
for species labelled as modifiers to have their stoichiometry changed, and for species appearing in
a kinetic expression, but not listed as reactant or modifiers [FGS12].

Finally, the SBML2BNET pipeline can only process a given SBML model if it encodes a
reaction network that is complete (definition 1.9.5), and whose associated ODE system is not
under-determined or has multiple solutions. These are the requirements for us to retrieve a
dynamics as discussed in section 3.3 (either with concrete or with abstract simulation).

16 http://sbml.org/Documents/Specifications
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5.2.2 Boolean Networks in BNET

We export the Boolean networks synthesised by the SBML2BNET pipeline in the BNET format.
It is a simple text-based format, heavily used to represent Boolean networks [MHK10; KSS16].
We only use a subset of the BNET syntax17, as we only need to represent one DNF expression of
each species. The BNF syntax we use is:

BoolNet ::= Header Newline

{TransitionFunction Newline | Comment Newline}+
Header ::= targets , factors

TransitionFunction ::= SpeciesName, BoolExpr

Comment ::= # String

BoolExpr ::= 0 | 1

| SpeciesName

| (BoolExpr)

| ! BoolExpr (negation)

| BoolExpr & BoolExpr (conjunction)

| BoolExpr | BoolExpr (disjunction)

SpeciesName ::=String

String ::=any sequence of characters (except a line break)

Newline ::=a line break character

Example 5.2.2 (A Boolean network in the BNET format). The following BNET file encodes for
the Boolean network shown in figure 1.8f on page 41:

targets, factors
A, 0
B, (B&!C) | (!B&C)
C, A

5.3 Implementation of the SBML2BNET Pipeline

Along my PhD, I have made a point of following the best code practice I could, supporting
reproducibility, and facilitating the installation of the pipeline. In particular, all the tools
developed or reused are open-source, well documented and freely available. They are installed
and run in a virtual environment managed with Conda, which simplifies the management of
library dependencies and version conflicts [Ana21]. Moreover, we use the popular workflow
manager Snakemake to describe the pipeline [Möl+21]. In Snakemake, the steps are described
along with their dependencies on one another. Snakemake can thus orchestrate which steps must

17 The BNET format is described in the Appendix of the BoolNet’s R vignette http://cran.nexr.com/web/
packages/BoolNet/vignettes/BoolNet_package_vignette.pdf
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be performed sequentially, and which steps that can be parallelised. It also ensures the upstream
steps have succeeded before running the following steps. This helps to track potential problems,
and overall, it makes the pipeline easy to use, even for users with limited programming skills.
Still, more advanced users can easily extract parts of the pipeline or expand them based on their
own research needs, for example, to replace the tools used with some others.

We use Biocham to determine the well-formedness of the models, and improve it when
applicable [CFS06; FGS12]. In particular, Biocham removes reactions of null kinetics, splits in
two the reactions that are implicitly reversible, and adds correct annotations for modifiers. SBML
manipulation (in particular the structure extraction) is done with the library libSBML [Bor+08].

The numerical simulation is done with Copasi [Hoo+06], which is a program dedicated to the
simulation and analysis of reaction networks extended with various elements (in particular rules
and events). The solver LSODAR was used with the default parameter values.

As for the abstract simulation, the tool chain has been implemented in collaboration with
Joachim Niehren and Cristian Versari. All this chain is integrated and uses preexisting tools from
the Reaction-Network suite, created and maintained by the team BioComputing (from the lab
CRIStAL). This suite can analyse and draw reaction networks in BioComputing’s XML format.
The abstract simulation algorithm itself is implemented in Python which calls the constraints solver
Minizinc [Net+07] from a given initial abstract configuration. Since the number of configurations
in the transition graph we construct from an FO-BNN is exponential in the number of its species,
our algorithm computes the transition graph by repeated iterations of constraint solving (see
algorithm 2). In each step, the values of the variables in S are constrained to the Boolean
configurations from which the subgraph is to be explored. More precisely, for any FO-BNN ϕ

with species in S and abstract initial configuration γ0 : V ∪ V
next
→ S, the abstract simulation

represented by the set Sreach of all reachable configurations and the corresponding transition
relation Treach can be obtained by iterative computation of the sets of new transitions Tnew and
new reachable configurations Snew starting from the initial configurations γ0. The algorithm ends
when no new reachable configurations are obtained from the available transitions. To compute the
full transition graph, we can thus run our algorithm starting from all the abstract configurations.
But when we are only interested in a subgraph, that saves a lot of computations since we do not
compute the transitions to unreachable configurations. Thanks to this strategy, we could explore
the qualitative dynamics of models up to 27 species, such as the model B448 of the BioModels
database18. For this model, the total number of abstract configurations is 227. However, by
starting from the abstraction of the initial concentrations in the SBML model (all species are
present except IRins), the transition graph is reduced to two edges between two configurations
(figure 5.2). One of these configurations is the initial abstract configuration mentioned above,
and the other is the 1-only bit vector. The latter is an attractor, as its exiting edge is making
a self-loop. This is consistent with the concrete simulation of the model and the steady-state
computed numerically, but independent of the precise initial concentrations chosen in the SBML
model.

All the preprocessing and postprocessing needed before and after the abstract simulation
heavily rely on intermediate files (to represent the ODEs, the transition graphs, diverse input
parameters. . . ). These files are automatically processed using XSLT stylesheets. The transition

18 The model is available at https://www.ebi.ac.uk/biomodels/BIOMD0000000448.
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Algorithm 2 Algorithm for the abstract simulation of an FO-BNN ϕ with variables in V from
an abstract initial configuration γ0. It computes the set of abstract configuration transitions
Treach.
Require: an FO-BNN ϕ with variables in V , an abstract configuration γ0 : V ∪ V

next
→ S

1: function abs_sim(ϕ, V, γ0)
2: Treach ← ∅
3: Sreach ← {γ0}
4: Snew ← Sreach
5: while Snew ̸= ∅ do
6: Tnew ← trans ◦ solS(ϕ ∧

∨
γ∈Snew

∧
x∈V ∪ V

next

x
◦
= γ(x))

7: Snew ← {γ2 | (γ1, γ2) ∈ Tnew} \ Sreach
8: Treach ← Treach ∪ Tnew
9: Sreach ← Sreach ∪ Snew

10: return Treach

Figure 5.2: Abstract simulation of B448 starting from the abstraction of the initial configuration
provided in the SBML model. In the Boolean vectors, the species are ordered like in the blue box.
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graphs we reconstruct from the solution set of the constraints solved over the structure of signs
are drawn via Graphviz [GN00]. Everything is orchestrated using Make.

For the Boolean network synthesis, we preprocess the data in Python. Then, as presented
in chapter 4, the core of the Boolean network synthesis uses Answer-Set Programming (ASP)
with the system clingo [Geb+12]. ASP relies on constraints and logic to define the solution of a
problem. Thanks to heuristics (inspired from SAT solvers), ASP performs a clever exhaustive
search of all answer sets satisfying the given constraints. It is powerful and quite adapted to the
local synthesis problem, as it is both a combinatorial and optimisation problem.

Finally, the library PyBoolNet [KSS16] is used to manipulate the synthesised Boolean networks
and to compute their transition graphs, which we draw using Graphviz as well.

5.4 Evaluation of the SBML2BNET Pipeline

First, we show and discuss the Boolean networks that are synthesised for Renz (example 1.9.4 on
page 44), with the pipeline ran in different setting. In particular, we compare what is obtained
when using the concrete simulation with different binarisation procedures, and what we get
when using dynamical data retrieved with abstract simulation. Then, we present an extensive
evaluation of the pipeline by processing 209 SBML models from the repository BioModels. This
time, the dynamic data are exclusively retrieved from concrete simulations that reproduce the
data used in the curation pipeline of BioModels. The data are then binarised using the midrange
threshold. By this evaluation, we want to evaluate the impact of taking the rules and the events
into account when constructing the prior influence graph, as well as whether the well-formedness
of the models impacts the results.

The programs needed to reproduce the presented results are accessible at https://gitlab.
inria.fr/avaginay/CNA2021_extension.

5.4.1 Results on Renz

We run the SBML2BNET pipeline with six different settings on the SBML file (see Appendix A
on page 177) that models the enzymatic process (example 1.9.4 on page 44). The settings are
summarised in table 5.1. When no prior influence graph is given, the structure of the synthesised

Table 5.1: Settings for the evaluation of the SBML2BNET pipeline on Renz. The influence
graph Penz is depicted in example 3.2.1 on page 77.

Setting PIG Penz Simulation Binarisation Error Constraint minDNF Option

1a ✓ Concrete Midrange Soft Mincard
1b ✓ Concrete Median Soft Mincard
1c ✓ Concrete Mean Soft Mincard
1d ✓ Concrete Above 0 Soft Mincard
2a None Abstract full Above 0 Hard All
2b None Abstract partial Above 0 Hard All

Boolean networks is not constrained at all. They can thus involve any influence between any
species.
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5.4.1.1 Settings 1a–d

We extract the influence graph of the reaction network with the routines presented in section 3.2
on page 76. The dynamics is retrieved with a concrete simulation, and we compared several
binarisation schemes: the default midrange-based, as well as with the median, mean, and “above
0” threshold.

Table 5.2 summarises the results along with the sequences of Boolean configurations obtained
with each binarisation scheme. We can see that the sequences are quite different from one another,
and that they do not necessarily reflect the actual causation of the changes. That is, the fact
that E and S have to be 1 for C to become 1 and then P in turn. This confirms our intuition
from chapter 3.

Table 5.2: Summary of the Boolean networks synthesised for Renz, using a concrete numerical
simulation and different binarisation procedures to retieve Boolean transitions.

Setting (Binarisation) Boolean configuration sequence [S, E, C, P] Coverage

1a (Midrange) 1100→ 1000→ 1010→ 0010→ 0011→ 0101 0.8
1b (Median) 1100→ 1010→ 0011→ 0101 0.6
1c (Mean) 1100→ 1010→ 1000→ 0011→ 0101 1
1d (Above 0) 1100→ 1111→ 1011→ 1111→ 0111 0.25

Expected 1100→ ∗ ∗ 10→ ∗ ∗ ∗1

Whatever the chosen binarisation, SBML2BNET synthesised a unique Boolean network. By
construction, the synthesised Boolean networks respect the influence graph of the reaction network
encoded by the given SBML file. Indeed, their respective influence graph is a spanning subgraph
of the prior influence graph from example 3.2.1 on page 77.

The Boolean network synthesised in setting 1a (midrange) is shown in figure 5.3a. Its general-
asynchronous transition graph (shown in figure 5.3c) covers 4 transitions out of the 5 extracted
from the configuration sequence (table 5.2). The coverage ratio is thus 0.8, and the coverage
median and standard deviation of this singleton of solutions are obviously 0.8 and 0 respectively,
making SBML2BNET successful on this example. Using the synchronous update scheme, two
fixed-point attractors are found for this Boolean network: [S:1, E:0, C:1, P:1] and [S:0, E:1, C:0,
P:0]. They are consistent with what we would expect biologically. In particular as “nothing
happens” if the dynamics starts with only E present while there is no S.

When using median, mean and “above 0” binarisation thresholds, the pipeline also returns
a unique Boolean network with coverage of respectively 0.6, 1 and 0.25. The Boolean network
obtained with the median-based binarisation is the same as the one we obtained when using the
midrange-based binarisation (figure 5.3a). Yet, it has a smaller coverage because the sequence
of configurations is slightly different. The Boolean network synthesised with the mean-based
binarisation has the best coverage achievable (table 5.2). Still, we decided to stick with the
midrange-based coverage for the rest of the experiments since it is the simplest binarisation and
not influenced by periods of time where a species oscillates in a small range of values.
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B1 =



fS : S
next

= ¬E

fE : E
next

= ¬S

fC : C
next

= S

fP : P
next

= C

(a) Transition functions of B1

S

E

C

P

− +- +

(b) Influence graph of B1

(c) General-asynchronous transition graph of B1

Figure 5.3: A Boolean network to model Renz (example 1.9.4). It was obtained automatically
by running the SBML2BNET pipeline in settings 1a and 1b (see section 5.4.1.1 for more details).

5.4.1.2 Settings 2a–b

Hereafter, we only consider Boolean networks that explain the given dynamics perfectly. Indeed,
the error constraint is hard, as shown in table 5.1. In the setting 2a, we apply the Boolean
network synthesis step on the full transition graph computed by abstract simulation (figure 3.10).
We obtain the following Boolean network:

fS : S
next

= C ∨ S

fE : E
next

= E ∨ C

fC : C
next

= (E ∧ S) ∨ C

fP : P
next

= C ∨ P

This Boolean network is the only Boolean network retrieved, despite the option for minDNF
set to “all”. Its transition functions are thus cardinal minimal. Moreover, it explains perfectly
all the qualitative dynamics retrieved by abstract simulation. However, note that it is not
compatible with the influence graph Penz (example 3.2.1 on page 77). Indeed, fP involves P while
P _ P /∈P. We deduce from this experiment that it is not possible to get a Boolean network
that is compatible with the full transition graph and that respect the prior influence graph.
Even though the transition functions do not encode the direct causations among species, the
synthesised Boolean network is actually very meaningful. It is quite close to the classic reasoning
in biology which consists in unravelling the contexts in which species are present, instead of the
direct causations of the changes.
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In the setting 2b, we apply the Boolean network synthesis step on the transition graph
restricted to the configurations accessible from the initial configuration [S:1, E:1, C:0, P:0]. This
graph is shown in figure 3.11. The sequence of configurations is not very constraining, and
without a prior influence graph Penz to constrain the synthesis, there are 37 564 918 660 497 000

possible Boolean networks. Among them, 14 respect the prior influence graph Penz and one has
cardinal-minimal transition functions: 

fS : S
next

= 1

fC : C
next

= 1

fP : P
next

= C

fE : E
next

= 1

We can see that this is not a very meaningful Boolean network as it sets most of the species to 1.
This is because the given transition sequence does not visit a lot of the dynamic landscape.

5.4.2 Results on SBML Models from BioModels

5.4.2.1 Selection of the Models

In this evaluation, we apply the SBML2BNET pipeline on SBML models from BioModels.
BioModels [Mal+20] is a repository of models of biological and biomedical systems, including
metabolic networks, signalling networks, gene regulatory networks and infectious diseases. Each
model stored in the curated branch of BioModels is encoded in SBML and has passed a manual
curation process. The curation is two-fold: (1) the annotation of the elements of the model (for
example, cross-referencing the species with other databases), (2) the assertion that the model
reproduces the results from the paper in which it was originally published.

The latest available release of BioModels19 contains 640 curated SBML models, but only 369
are complete and can be processed by the SBML2BNET pipeline. Moreover, since the complexity
of the Boolean network synthesis problem increases exponentially with the number of parents
for each species, we only consider the 209 models for which all the species have less than ten
incoming edges. The number of species in these models ranges from 1 to 61 (median = 8, std
∼ 11), but models with more species would not have been a problem per se since ASK&D-BN is
not directly impacted by the number of species. Among these 209 models, 38 models use rules
and/or events (3 have both). Only 30 % (64) of these models are well-formed according to the
tool Biocham.

5.4.2.2 Procedure and Evaluation Criteria

Given an SBML model, we want to evaluate the SBML2BNET pipeline according to the following
criteria:

The runtime of the pipeline to attest that the pipeline scales to real-world SBML models.

19 release 31 ftp://ftp.ebi.ac.uk/pub/databases/biomodels/releases/2017-06-26/
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The number of Boolean networks synthesised to assess that the problem is sufficiently
constrained and that the pipeline does not return an overwhelming number of alternative
Boolean networks, among which it would be difficult to choose.

The coverage ratio analysis to attest the compatibility of the synthesised Boolean networks
with the corresponding timeseries by analysing the distribution of median and standard
deviation summarising the coverage ratios

The constancy and monotony of the transition functions to check the parsimony of the
transition functions of the synthesised Boolean networks.

Note that we do not evaluate the compliance of the synthesised Boolean network with the prior
influence graph retrieved from the SBML model, because they are compliant by construction
(chapter 4).

Moreover, we want to evaluate the impact on these criteria of the integration of the rules and
events in the construction of the prior influence graph. Indeed, table 5.6 shows that adding rules
and events increases the search space (it increases the number of parents of the species), as well
as the number of species for which the prior structure is non-monotone. We thus run the pipeline
in four distinct settings, summarised in table 5.3. Whatever the setting, we always retrieve the
dynamics by a concrete simulation. The duration of the simulation corresponds to what is given
in the curation reports of BioModels, and we use the default binarisation procedure (midrange).

Table 5.3: Settings for the evaluation of the SBML2BNET pipeline on SBML models from
BioModels.

Setting Prior influence graph
built from. . . Simulation Binarisation # models

concerned

[r] reactions only Concrete Midrange 209
[re] reactions + events Concrete Midrange 3
[rr] reactions + rules Concrete Midrange 38
[rre] reactions + rules + events Concrete Midrange 3

Total # xp = 253

5.4.2.3 Results

In this section, the term experiment refers to the run of the pipeline on a given SBML model and
in a given setting (table 5.3).
Runtime
Table 5.4 and figure 5.4a show, for each setting, how many models were processed in less than 30
hours, as well as CPU time of the Boolean network synthesis step. Despite the complexity of the
Boolean network synthesis step, about three fourth of the experiments (187/253) terminated in
less than 30 hours. This corresponds to 155 SBML models. From figure 5.4a, we can see that the
Boolean network synthesis step stopped processing an significant number of models after 10 hours.
In the following, we report the results for the 187 experiments terminated in less than 30 hours.
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To see how the addition of rules and/or events impacts the runtime of the local synthesis for
a given model, we plot the runtimes for settings [re], [rr] and [rre] against the runtime obtained
with the setting [r] (figure 5.4b). The dots are on the diagonal when there is no change, and
above (resp. below) the diagonal when the addition of rules and/or events leads to bigger (resp.
smaller) runtime. Quite surprisingly, despite the search space to be larger (table 5.6), adding
rules and/or events does not necessarily increase the runtime.
Number of Boolean networks Synthesised
In each experiment, around 8 Boolean networks are synthesised in average. This number hides
a strong disparity, since a single Boolean network was synthesised for almost 70% (126) of the
experiments. table 5.5 shows the details for each setting. We can see that the choice of the setting
does not have an impact on the median number of Boolean networks generated.
Compatibility of the Boolean networks with the Timeseries (Coverage Analysis)
To assess the coverage ratio criterion, we plot the median of the Boolean networks synthesised
for each SBML model in figure 5.5. As said before, all the Boolean networks returned by the
SBML2BNET pipeline for a given SBML model would ideally have a perfect coverage ratio, hence
with a median of 1 and a standard deviation of 0. It is actually the case for almost 90% of the
experiements in the setting [r] (139/155), and around 75% in all setting confounded (137/187).
In the setting [r], the mean, median and standard deviation of the median coverage ratios of the
Boolean networks synthesised are of 0.90, 1 and 0.19 respectively. There are only 4 experiments
for which the standard deviation is not 0 (max = 0.22). Overall, the pipeline is efficient at
finding Boolean networks with good coverage median and small standard deviation, whatever the
considered setting. Nevertheless, there are experiments for which the coverage of the synthesised
Boolean networks is not good. In particular, there is a significant loss of performance correlated
to the number of nodes in the systems (Kendall’τ value of −0.19, p-value of 0.001).

We are currently investigating possible reasons of this correlation, and reasons of poor coverage
ratio in general. One reason could simply be that Boolean networks cannot explain all phenomena
(section 1.8.2 on page 40): in some cases, the maximum achievable coverage ratio is smaller
than 1, but our quality evaluation of the synthesised Boolean networks does not take this fact
into account. We could use Boolean networks with the most-permissive semantics [Pau+20] to
overcome this limitation. Unfortunately, no implementation is available for Boolean networks
having non-monotone transition functions (such as the ones our pipeline might produce). We
also speculated that another reason could be that the specifications of SBML leave open the
possibility for a model to contain contradictory information. This speculation was taking its
root from [FGS12], where it was shown that more than 60% of the SBML models tested in 2012
were not well-formed (definition 1.9.6 on page 45). For example, the model B4420 has reactions
with species used in the kinetics which are not listed as reactants nor modifiers. This has a bad
impact on the construction of the PIG by our pipeline (section 3.2 on page 76), since potential
parents of some species are not identified. For this particular model in setting [r], one Boolean
network was generated, with a poor coverage of 0.55. Among the 187 experiments analysed (those
that termininated in less than 30 hours), 131 concern not well-formed models and 56 concern
well-formed models. However, the coverages obtained from well-formed models are not really
different from the coverages obtained from not well-formed (means and median of 0.9 and 1 in

20 https://www.ebi.ac.uk/biomodels/BIOMD0000000044
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Table 5.4: Number of SBML models processed and CPU time of the Boolean network synthesis
step.

Setting # to process # done < 30 hours CPU time
(%) median (minutes) ± std

[r] 209 155 (∼ 75) ∼ 33 ± 5.6 hours
[re] 3 2 (∼ 66) ∼ 28 ± 14 minutes
[rr] 38 29 (∼ 75) ∼ 7 ± 6 hours
[rre] 3 1 (∼ 33) ∼ 51

Total 253 187 (∼ 75) ∼ 31 ± 5.6 hours

(a) (b)

Figure 5.4: Runtime of the Boolean network synthesis step (a) in the four PIG settings (table 5.3)
and (b) in comparison with the setting [r]. We only consider the 187 experiments that terminated
in less than 30 hours. This corresponds to 155 SBML models.

Table 5.5: Number of Boolean networks synthesised by the SBML2BNET pipeline. The values
are computed by taking into account the 187 experiments that terminated in less than 30 hours.

Setting Median
# BNs

[r] 1
[re] 1.5
[rr] 1
[rre] 1

All 1
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Figure 5.5: Coverage evaluation for the Boolean networks synthesised by SBML2BNET for 155
SBML models (corresponding to the 187 experiments that terminated in less than 30 hours).
Each dot represents the set of Boolean networks returned for a given SBML model in a given
setting. Its coordinates are the coverage ratio median (ordinate) and the number of species of the
SBML model (abscissa). The yellow line shows where the dots are when the pipeline only returns
Boolean networks with a perfect coverage. To ensure readability, the points are slightly jittered
on x and y axes with a Gaussian noise of variance 0.2 and 0.02 respectively.

Setting # xp ↗ ↘ =

[re] 2 2
[rr] 29 13 8 8
[rre] 1 1

Total 32 13 8 11

Figure 5.6: Evaluation of the impact on the coverage of constructing the PIG with rules and/or
events. The points are jittered with a Gaussian noise of variance 0.01 on both axes to ensure
readability.

148



5.5. Wrap-up, Discussion, and Perspectives

both cases). We also hypothesised contradictions were most likely to occur in bigger models, but
this is not the case either. Indeed, in the complete set of models we started with (209 models) the
median size of the 64 well-formed models is of 9.5 versus 7 for the 145 not well-formed models.

Let us now consider specifically the impact of a PIG built with rules and/or reactions on
the coverage results. For a given SBML model, we check how the coverages in setting [re], [rr]
and [rre] differ from the ones obtained in setting [r] (figure 5.6). We can see that adding events
does not impact the coverage of the synthesised Boolean networks. In fact, we actually obtain
the exact same Boolean networks. Adding rules, however, has a mixed impact. There are 8
experiments for which it changed nothing, but 13 for which is improves the coverage and 8 for
which it decreases the coverage. We are planning to investigate automatic ways to determine in
advance which rules are worthy to be considered for the PIG construction.
Constancy and Monotony Analysis
table 5.6 reports the impact of the introduction of rules and events on the PIG and the synthesised
functions in terms of parenthood and monotony. The analysis of constancy and monotony of the
synthesised functions is done on the influence graph of a Boolean network obtained by merging
the Boolean networks solutions.

The number of species without any potential parent in the PIG (for which the synthesised
function is then the constant False by default) decreases when adding rules and/or events. As a
result, 4 species in the setting [rr] led to synthesised functions which are not the constant function
(the default one).

Concerning the monotony, the introduction of rules and events leads by construction to
non-monotone influences in the PIG. Hence, in settings [re], [rr] and [rre], the number of species
for which the PIG contains at least one non-monotone influence increases compared to what is
observed for the setting [r]. However, the synthesised functions are all monotone.

5.5 Wrap-up, Discussion, and Perspectives

In this chapter, we presented the SBML2BNET pipeline. It takes as input a reaction network
encoded in the Systems Biology Markup Language (SBML), and synthesises a set of Boolean
networks encoded in the BNET format. The transformation is designed such that the synthesised
Boolean networks are compatible with the structure and the dynamics of the input reaction
network. Our evaluation demonstrates the effectiveness of the pipeline in generating valuable
Boolean networks that comply with the input reaction network, according to our criteria. Thanks
to the modularity of the pipeline, we could in fact explore the results of the pipeline ran with
different settings. In particular, we discussed the limitations and difficulties faced when processing
models from the literature, in particular, those that use features such as discontinuous events
and rules. Moreover, our experiments with Renz really help to grasp several limitations of our
approach.

First, when using concrete simulation, we only have one multivariate timeseries. It most
likely doesn’t visit a lot of the dynamic landscape. Moreover, the concrete simulation loses the
causation of the changes, and the binarisation does not recover it either. Because of this, most
of the species are associated with a constant transition function. Indeed, the species are not
really varying, according to the extracted sequences of configurations. Also, with this variant of
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the pipeline, the choice of the binarisation has a strong impact on the retrieved configuration
sequences.

By using abstract simulation, we can explore more of the dynamic landscape. However, in
this case, if we impose the influence graph to represent the direct influences among the species, it
might be that the synthesised Boolean networks cannot explain all the dynamics. In contrast, if
we relax the structure constrain, we might get really meaningful Boolean networks, explaining all
the dynamics, but they rather encode the contexts of activation instead of the actual biological
causation. In this case, the structure of the synthesised Boolean networks are not compatible
with the prior influence graph we extracted from the input reaction network.

This led us to reconsider the role of Boolean networks in systems biology, and more globally,
the use of a prior influence graph in the Boolean network synthesis tool. Indeed, Boolean networks
are often seen as the ultimate abstraction of reaction networks. From this perspective, they are
assumed to encode the biological mechanisms. Following this viewpoint, most of the existing
Boolean network synthesis methods use a prior influence graph as a hard constraint for the
influence graph of the synthesised Boolean networks. As we saw, such a hard constraint is
ideal for reducing the search space of the Boolean network synthesis problem that is exponential
by nature. However, since the influence graph of a synthesised Boolean network cannot use an
influence that is not allowed by the prior influence graph, it is essential to find a good balance
between reducing the search space and the freedom left for the synthesis. In other words, the
prior influence graph needs to be relaxed enough to capture the appropriate solutions.

All in one, considering the structure constraint as a hard constraint might not necessarily be a
good thing. In fact, it depends on whether we conceptualise the synthesised Boolean network as
a mechanism-based model, or as an influence-based model. In conclusion, one needs to be really
careful not to use a prior influence graph only for technical reasons (reducing the search space),
and that the influences that are meaningful for the model they want to achieve are all considered.

We now point out several improvements we could make on the SBML2BNET pipeline. First,
the pipeline runtime is quite long on some models. This is due to the Boolean network synthesis
step. However, the runtime performance of ASK&D-BN is tightly related to the encoding in
answer-set programming, and we might not have an optimal encoding. Second, we could use
better evaluation metrics. So far, we use the coverage computed with the general-asynchronous
update scheme. It might not be the best evaluation measure. Indeed, due to their Boolean
nature, Boolean networks cannot represent all phenomena: it is proven that, in some cases, it is
impossible to find a Boolean network in which a given sequence of configurations would be a walk
in the general-asynchronous transition graph [Pau+20]. It follows that even the most compatible
Boolean networks one can find necessarily have a coverage ratio smaller than 1. It would be
interesting to be able to estimate the virtual maximum coverage ratio one can expect given the
provided constraints, and to normalise our quality evaluation by this value. Alternatively, we
could rely on the most permissive update scheme, as it has been proven to capture any possible
quantitative behaviour. Unfortunately, no implementation currently exists to process Boolean
networks with non-bipolar transition functions, that our pipeline may produce (even though we
saw most of the synthesised functions are bipolar anyway).
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General Conclusion

We start this conclusion by recalling the questions raised in the general introduction. Then,
we summarise the answers we formulated throughout all the thesis. We close the thesis with
some limitations we identified for the proposed approach as well as some future work we deem of
interest.

Q1 What are the advantages of a Boolean network, compared to a reaction network? In which
cases is a Boolean network preferable to a reaction network?

Q2 What information can we use to synthesise Boolean networks?

Q3 How can this information be retrieved from a reaction network?

Q4 How can this information be used to define the notion of compatibility of a Boolean network
with a reaction network?

Q5 How to synthesise automatically such a compatible Boolean network?

Q6 Does a compatible Boolean network always exist?

First, from the literature review presented in chapter 2, we saw that reaction networks and
Boolean networks are the respective epitome of two classes of models (namely mechanism-based
and influence models), with very different philosophies. We addressed Q1 by showing some cases
in which Boolean networks are handier than reaction networks: in particular for tasks such as the
model construction itself, as well as model simplification, aggregation and control. These findings
are in line with the widespread opinion that the change of viewpoint, from a mechanism-based
perspective to an influence-based perspective, brings several benefits and insights, and that models
from both classes should be used in parallel to benefit from their respective strengths.

The answer for Q2 is also from chapter 2, where we found out that existing model construction
methods (and in particular those to construct Boolean networks) classically consist in fitting the
constructed models against knowledge and data about the structure (list of species and their
influences on one another) and the dynamics (list of behavioural patterns of the species) of the
system under study.

In chapter 3, we thus focused on answering Q3. We defined the structure of a reaction
network as a directed signed graph that summarises the direct influences among the species. We
showed how to retrieve such a graph by simply parsing the input model. As for the dynamics,
we explored two methods. Both are based on the simulation of ordinary differential equations
(ODEs) reconstructed from the reaction network.
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Concrete simulation The first simulation is a concrete simulation, such as classically imple-
mented in the tools available to study the dynamics of reaction networks. Once the data
has been binarised, we end up with sequences of Boolean configurations.

Abstract simulation The second simulation is referred to as abstract simulation, as it relies on
the abstract interpretation of a first-order formula constructed from the ODEs, the so-called
First-Order Boolean Network with Nondeterministic updates (FO-BNN). So far, such a
formula was only developed for core reaction networks. It involves variables that represent
the value of the species (which cannot be negative) along with variables that represent the
derivatives (which can be negative) The interpretation of an FO-BNN formula using values
representing the sign of the variables (hence only Booleans for the species variables), instead
of the concrete values defines a reachability relation between the Boolean configurations of
the system.

The first type of simulation may have seem naive at first glance, but we saw that the problem
was overall not that simple. In particular because ODEs of biological systems exhibit so-called
stiff behaviours (a mix of slow and rapid evolutions). We thus had to use a clever simulation
algorithm that balances the trade-off between the accuracy and the efficiency of the simulation.
Moreover, as it is more direct, the concrete simulation allows us to process reaction networks
for which the abstract simulation is not yet applicable. In particular, if the reaction network is
coupled with discontinuous events, which is the case for real-life models available in databases
(such as those processed in chapter 5). Conversely, the abstract simulation gets its strength in
that the resulting Boolean transition graph overapproximates the qualitative behaviours of the
ODEs, relatively to Euler simulation, and that it thus preserves the causations of the changes.

Our proposition to answer Q4 was presented in chapter 4. The notion of compatibility was
defined in terms of the structure (prior influence graph) and the dynamics (either a truth table
or a timeseries) retrieved from the input reaction network. More precisely:

• A Boolean network is compatible with the prior structure if its influence graph is a spanning
subgraph of the given prior.

• A Boolean network is compatible with the given dynamics if its general-asynchronous
transition graph covers a good proportion (ideally 1) of the transitions between Boolean
configurations retrieved from it.

The definition can in fact be extended to any structure (prior influence graph) and any dynamics
(either a truth table or a timeseries), not necessarily extracted from a reaction network.

To answer Q5, we formalised the Boolean network synthesis problem as a constraint satisfaction
and optimisation problem. The details on the proposed encoding, which uses the answer-set
programming framework, can be found in chapter 4. The SBML2BNET pipeline, which was
presented in chapter 5 puts together the implementation of all the methods mentioned so far, and
focuses on the conversion of reaction networks, encoded in the System Biology Markup Language
(SBML), into compatible Boolean networks, encoded in the BNET file format.

Finally, Q6 has been answered mostly experimentally, in chapter 4 but mostly in chapter 5,
where we applied the pipeline on simple reaction networks and more complex ones, retrieved
from the BioModels repository. We observed that the SBML2BNET pipeline is always able to
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retrieve a set of Boolean networks with the best compatibility, according to our criteria, but that
most of the Boolean networks we synthesised do not have a coverage of 1. This observation is
in line with more theoretical-grounded results from the literature, which state that because of
their Boolean nature, Boolean networks are not able to represent every possible quantitative
behaviour [Pau+20].

In summary, we proposed a pipeline to synthesise automatically a set of Boolean networks
compatible with a given reaction network. As presented in chapter 2, the transformation of
biological models from one formalism to another has been investigated in several papers. Many of
such transformations are not fully automatised and heavily rely on expert choices and knowledge.
Since our approach automatises, whenever possible, the transformation of reaction networks into
Boolean networks, we can safely assume it reduces the risk of errors and saves the effort and
time of biologists. Moreover, the SBML2BNET pipeline is modular, so one can build upon it to
explore alternative conversion methods. This is important since many choices had to be made
when setting up the pipeline. Among these choices, we can mention for example the fact of
having focused on the differential semantics to retrieve the dynamics, the choice of binarisation,
or the choice of implementations. Now, let us mention some perspectives we consider interesting
to explore.

So far, we haven’t made any application of the Boolean network we synthesised. One thing
we could start with concerns the aggregation of Boolean networks from several reaction network
models when they concern distinct parts of the same biological system. We could also investigate
how to take benefit from the set of BNs synthesised for a given SBML model by combining and
simulating them together, as recently proposed in [Che+20]. More generally, we would like to
be able to assess the relevance of the synthesised Boolean networks in regard to the underlying
biological system, but this sounds like something that only experts of the considered system could
do reliably. There is thus a need for such experts to get access to the SBML2BNET pipeline so
they can experiment with their own variants of the pipeline. Making the pipeline accessible and
easy to use would thus be a natural perspective. We could do that by the intermediate of the
CoLoMoTo consortium, for example.

In parallel, it would be interesting to make the pipeline be able to process more models. To do
so, we have to investigate performance issues when processing models involving species with many
incoming influences (more than ten). We also would like to be able to perform abstract simulation
on models with missing parameter values, as well as on models extended with additional features
such as events. Unfortunately, for now, SBML lacks formal semantics we could rely on to extend
our FO-BNN formalisation we are using for abstract simulation.
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Appendix A

SBML file for Renz

The following encodes for Example 1.9.4 on page 44.

<?xml version="1.0" encoding="UTF-8"?>
<sbml level="2" version="3" xmlns="http://www.sbml.org/sbml/level2/version3">

<model name="EnzymaticReaction">
<listOfUnitDefinitions>

<unitDefinition id="per_second">
<listOfUnits>

<unit kind="second" exponent="-1"/>
</listOfUnits>

</unitDefinition>
<unitDefinition id="litre_per_mole_per_second">

<listOfUnits>
<unit kind="mole" exponent="-1"/>
<unit kind="litre" exponent="1"/>
<unit kind="second" exponent="-1"/>

</listOfUnits>
</unitDefinition>

</listOfUnitDefinitions>
<listOfCompartments>

<compartment id="cytosol" size="1e-14"/>
</listOfCompartments>
<listOfspecies>

<species compartment="cytosol" id="ES" initialAmount="0" name="ES"/>
<species compartment="cytosol" id="P" initialAmount="0" name="P"/>
<species compartment="cytosol" id="S" initialAmount="1e-20" name="S"/>
<species compartment="cytosol" id="E" initialAmount="5e-21" name="E"/>

</listOfspecies>
<listOfReactions>

<reaction id="veq">
<listOfReactants>

<speciesReference species="E" stoichiometry="1"/>
<speciesReference species="S" stoichiometry="1"/>

</listOfReactants>
<listOfProducts>

<speciesReference species="ES" stoichiometry="1"/>
</listOfProducts>
<kineticLaw>
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<math xmlns="http://www.w3.org/1998/Math/MathML">
<apply>

<times/>
<ci>cytosol</ci>
<apply>

<minus/>
<apply>

<times/>
<ci>kon</ci><ci>E</ci> <ci>S</ci>

</apply>
<apply>

<times/>
<ci>koff</ci><ci>ES</ci>

</apply>
</apply>

</apply>
</math>
<listOfParameters>

<parameter id="kon" value="1000000" units="litre_per_mole_per_second"/>
<parameter id="koff" value="0.2" units="per_second"/>

</listOfParameters>
</kineticLaw>

</reaction>
<reaction id="vcat" reversible="false">

<listOfReactants>
<speciesReference species="ES" stoichiometry="1"/>

</listOfReactants>
<listOfProducts>

<speciesReference species="E" stoichiometry="1"/>
<speciesReference species="P" stoichiometry="2"/>

</listOfProducts>
<kineticLaw>

<math xmlns="http://www.w3.org/1998/Math/MathML">
<apply>

<times/>
<ci>cytosol</ci> <ci>kcat</ci> <ci>ES</ci>

</apply>
</math>
<listOfParameters>

<parameter id="kcat" value="0.1" units="per_second"/>
</listOfParameters>

</kineticLaw>
</reaction>

</listOfReactions>
</model>

</sbml>

178



Appendix B

Analytical Solution of
Equation (3.1)

We show how to obtain the analytical solution of equation (3.1). Let a, v and x denote a(t), v(t)
and x(t) respectively.
(1) We start with the system in equation (3.1) except that we rewrite the differential with the dx

dt

notation instead of ẋ.

da

dt
= 0

dv

dt
= a

dx

dt
= v

(2) We multiply both sides of each equation by dt:

da = 0 dt

dv = a dt

dx = v dt

(3) Now, we integrate both sides. Let’s start with the equation of a:∫
da =

∫
0 dt

a = C1 (where C1 is an integration constant)

For v, we have: ∫
dv =

∫
a dt∫

dv =

∫
C1 dt (we use the value we just found for a)

v = C1t+ C2 (where C2 is an integration constant)
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Finally, for x: ∫
dx =

∫
v dt∫

dx =

∫
(C1t+ C2) dt (we use the value we just found for v)

x = C1
t2

2
+ C2t+ C3 (where C3 is an integration constant)

In summary, the analytical solution of equation (3.1) is

a = C1

v = C1t+ C2

x = C1
t2

2
+ C2t+ C3

(B.1)

with C1, C2, C3 being constants.
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Appendix C

Extended abstracts (en/fr)

Extended Abstract

Life and other processes at its periphery are made possible by intertwined (bio)-chemical transfor-
mations that form so-called biological systems. Biological systems are often described as complex,
because their dynamics are not easily derived from the static knowledge of their constituents in
isolation [Spi04].

The comprehensive and systematic understanding of the dynamics of these systems and of
the underlying mechanisms is the subject of systems biology [ZBH20; Bre10]. As for other fields,
the core tool of systems biology are models [Laz02; WL05]. In the broadest sense, a model
is an abstract representation (abbreviated and convenient) of the reality (more complex and
detailed) [Koh+10]. A model relies on some assumptions, and it can be used to make predictions
one can trust if the model is correct [Gun14]. As a matter of fact, the correctness of a model is
hard to evaluate, but it is estimated through the following points:

1. the validity of its assumptions,

2. how well its predictions fit the existing knowledge and experimental data.

wet research cycle
(concrete system)

hypothesis,
question

experimental design

data generation
and analysis

data integration

data input

predictions

dry research cycle
(abstract model)

model
construction experiment

implementation

simulation

data integration

Figure C.1: Current consensus of the systems biology cycle adapted from [BS20, Figure 1]. The
“wet” and “dry” research cycles consist basically of the same steps, and can provide insights in
parallel to one another.
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The assumptions and predictions of these models typically concern the structure of the system
under study as well as its dynamics [RS02]. The former is about the components involved and
how they influence each other, while the latter is about patterns in the dynamics of the system,
such as the successive and stable configurations, or how it reacts to some perturbations. To
achieve sufficient correctness, models and wet experiments are typically refined over repeated
iterations of hypothesis formulation, modelling, prediction, and experimentation. This is the
main idea of the so-called cycle of systems biology. The current consensus about this cycle is
summarised in figure C.1.

The cycle produces models in various formalisms. These formalisms are often categorised into
two classes: the mechanism-based models and the influence-based models. Models from these
two classes have very different philosophies. Indeed, models from the first category mimic the
underlying processes using the concept of reaction, while models from the second category make
sense of the observations by encoding the relationships between the components of the system.
Reaction networks and Boolean networks are the respective epitome of mechanism-based models
and influence-based models. We show an example of a reaction network and of a Boolean network
in figures C.2 and C.3 respectively. In the case of Boolean networks, the relationships are encoded
by n Boolean functions (one per component).

R1 : A+ B −→ C
R2 : C −→ A

(a)

A

B

CR1

R2

(b)

Figure C.2: A reaction network (a) and its graphical representation (b). The reaction R1

transforms one pair formed of one instance of A and one instance of B into one instance of C and
the reaction R2 transforms one C into one A.

B1 =


fA : A

next
= C

fB : B
next

= B ∧ ¬C
fC : C

next
= ¬C

(a)

A

B

C

+

+

−

−

(b)

Figure C.3: A Boolean network (a) and its influence graph (b).

Each formalism has its own strengths and weaknesses [Nov15]. The choice of which to use is
guided by the question at hand: the best one is the simplest one which is sufficient to answer the
question [Bak+18; Bor05]. In the literature, most of the models correspond to detailed reaction
networks usually studied using the formalisms of ordinary differential equations. However, and
while counter-intuitive, it is sometimes interesting to downgrade (abstract) to a “simpler” (coarser,
less granular) formalism [DB08].

In this thesis, we challenged ourselves to improve the model development cycle. The novelty
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is in that we do so by up-cycling knowledge and data retrieved from existing models, instead
of producing new ones through wet experiments. More specifically, we develop an approach
to automatically synthesise Boolean networks from existing reaction networks. We think the
conversion from one to the other is relevant, at least for the following three reasons:

1. From an application standpoint, it would be an ad hoc solution to ease some analyses that
are hard to run on reaction network models. Such analyses are related to the control, or
the exploration of the dynamic properties of the system.

2. From a theoretical standpoint, having access to such a conversion would certainly help to
understand the relationship between reaction networks and Boolean networks better.

3. In turn, we think exploring reaction network to Boolean network conversion is useful to
improve the Boolean network synthesis methods that use real biological data. Indeed, due to
the proximity of reaction networks with their underlying biological systems, one can consider
every Boolean network synthesis study to correspond indirectly to an implicit conversion
from a reaction network to a Boolean network. Hence, any finding in a “controlled” synthesis
(using inputs extracted from existing reaction network models) might be adapted back to
“uncontrolled” synthesis (using real biological data).

The steps of the proposed approach are summarised in figure C.4. It is inspired by what is
classically done by the existing model synthesis methods. In particular, it is formulated as a
parameter-fitting task, and the information used to fit the Boolean networks pertains the structure
and the dynamics of the underlying system.

For a given reaction network, we define its structure as a graph which captures the direct
influences of its components. We can retrieve such a graph by simply parsing the reactions of
the input model. As for the dynamics, we explore two ways of retrieving it. Both ways rely on
the simulation of ordinary differential equations (ODEs) retrieved from the reaction network.
First, the qualitative dynamics of a reaction network is obtained by abstract simulation. For
this, we construct a first-order logic formula from the ODEs of the reaction network. We call
this formula a first-order Boolean networks with non-deterministic updates because its abstract
interpretation (where the precise values of the variables are replaced by their sign) defines a
transition relation on the Boolean configurations of the system. It can thus be used to build a
Boolean transition graph. We show that this graph is a correct overapproximation relatively to
the Euler simulation of the ODEs. Second, we use a concrete simulation of the ODEs, followed
by a binarisation step. This second approach may seem naive at first glance, but the problem is
not that simple as ODEs of biological system exhibit so-called stiff behaviours (mix of slow and
rapid evolutions). Hence, clever simulation algorithms have to be used to balance the trade-off
between the accuracy and the efficiency of the simulation. Moreover, as it is more direct, it allows
us to retrieve process reaction networks for which the abstract simulation is not yet applicable.
In particular, if the reaction network is coupled with discontinuous events, which is the case for
real-life models available in the literature.

Then, the Boolean network synthesis step consists in finding all the Boolean networks
compatible with a given structure and dynamics. As mentioned above, this step is formulated as a
parameter-fitting task. More precisely, we see it as a constraint satisfaction problem mixed with
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SBML model

Structure extraction

influence graph
1 setting among {[r], [rr], [re], [rre]}

Dynamics extraction
Reaction-Network

timeseries or truth table

Boolean network synthesis
ASK&D-BN (1) Binarisation

binarised timeseries

(2) Local synthesis of transition functions
set of functions / species

(3) Global assembly
set of Boolean networks

Boolean network evaluation

# of Boolean networks,
structure compatibility (ok by construction),

dynamics compatibility (coverage),
monotony

Figure C.4: Workflow of the SBML2BNET pipeline. It starts with a reaction network encoded
in SBML and produces Boolean networks in the BNET format. The Boolean network synthesis
step (blue box) is composed of three steps among which the local synthesis of the transition
functions which uses as inputs (thick arrows): a prior influence graph, and either a truth table or
a timeseries and its binarisation.
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optimisation. We encode the problem in the answer-set programming framework (ASP) because
it is well suited for this kind of problem. In our framework, the structure constrains are hard,
and a Boolean network is considered to be compatible with a given structure if the influences
that play a role in its dynamics are all allowed by the provided structure. As for the dynamics,
we investigate cases where it is given as either a complete truth table, or a partial truth table, or
a quantitative timeseries which undergoes a binarisation step. A Boolean network is considered
to be compatible with a given dynamics if it can somehow reproduce it. That is, if its transition
graph contains a good proportion of the transitions observed in the given dynamic data. The
dynamics constraints are soft because it is not always the case that a Boolean network with a
perfect fit exists.

The SBML2BNET pipeline is an implementation of all the methods mentioned above. It
starts with a reaction network encoded in the systems biology markup language and synthesises a
set of Boolean networks encoded in the BNET format. This pipeline is intended to be modular, so
that several variants can be explored. We apply SBML2BNET on simple reaction networks and
more complex ones, retrieved from the BioModels repository. Our evaluation demonstrates the
effectiveness of the pipeline in synthesising valuable Boolean networks that comply with the input
reaction network, according to our criteria. Our experiments with different settings really help to
grasp several limitations of the SBML2BNET pipeline. In particular, we discussed the limitations
and difficulties faced when processing models from the database BioModels, in particular those
that make use of features such as discontinuous events, and rules.

Résumé Étendu

La vie ainsi que les processus à sa périphérie, sont rendus possibles grâce à des transformations
bio-chimiques qui sont toutes entrelacées. Cela forme ce que l’on appelle les systèmes biologiques.
Ces systèmes sont souvent qualifiés de complexes, du fait que leur dynamique ne soit pas facilement
dérivée de la connaissance statique de leurs constituants en isolation [Spi04].

La compréhension globale et systématique de la dynamique de ces systèmes et des mécanismes
sous-jacents est le sujet de biologie des systèmes [ZBH20; Bre10]. Comme pour d’autres domaines,
l’outil principal de la biologie des systèmes est l’utilisation de modèles [Laz02; WL05]. Au sens
large, un modèle est une représentation abstraite (abrégée et pratique) de la réalité (plus complexe
et détaillée) [Koh+10]. Un modèle repose sur certaines hypothèses, et il peut être utilisé pour tirer
des conclusions que l’on peut croire si tant est que le modèle soit correct [Gun14]. L’exactitude
d’un modèle est de fait difficile à évaluer, mais elle est estimée au travers des points suivants :

1. la validité de ses hypothèses,

2. dans quelle mesure ses prédictions correspondent aux connaissances existantes et aux
données expérimentales.

Les hypothèses et les prévisions des modèles concernent généralement la structure du système
étudié ainsi que sa dynamique [RS02]. Le premier point concerne les composants impliqués et la
manière dont ils s’influencent mutuellement, tandis que le second consiste en des motifs repérables
dans la dynamique du système, tels que les configurations successives et les configurations
stables, ou encore la façon dont le système réagit à certaines perturbations. Pour obtenir une
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Figure C.5 : Consensus actuel du cycle de la recherche en biologie des systèmes, adapté de [BS20,
Figure 1]. Les parties « humide » et « sèche » se composent essentiellement des mêmes étapes, et
peuvent fournir des informations parallèlement l’une à l’autre.

correspondance suffisante entre le modèle et le système biologique, les modèles et les expériences
sont généralement affinés par itérations de formulation d’hypothèses, de modélisation, de prédiction
et d’expérimentation. C’est l’idée principale de ce que l’on appelle le cycle de la biologie des
systèmes. Le consensus actuel sur ce cycle est résumé en figure C.5.

Ce cycle produit des modèles dans différents formalismes. Ces derniers sont souvent classés en
deux catégories : ceux basés sur les mécanismes et ceux basés sur les influences. Les modèles de
ces deux classes ont des philosophies très différentes. En effet, les modèles de la première catégorie
imitent les processus sous-jacents en utilisant le concept de réaction, tandis que les modèles de la
seconde catégorie donnent un sens aux observations en codant les relations entre les composants
du système. Les réseaux de réactions et les réseaux booléens sont les exemples typiques respectifs
des modèles basés sur les mécanismes et des modèles basés sur l’influence. Les figures C.6 et C.7
montrent respectivement un exemple de réseau de réactions et de réseau booléen. Dans le cas des
réseaux booléens, les relations sont codées par n fonctions booléennes (une par composant).

R1 : A+ B −→ C
R2 : C −→ A

(a)

A

B

CR1

R2

(b)

Figure C.6 : Un réseau de réactions (a) et sa représentation graphique (b). La réaction R1

transforme une paire formée d’une instance de A et d’une instance de B en une instance de C, et
la réaction R2 transforme un C en un A.

Chaque formalisme a ses propres forces et faiblesses [Nov15]. Le choix duquel est à utiliser
est guidé par la question posée : le meilleur est le plus simple, dès lors qu’il est suffisant pour
répondre à la question [Bak+18; Bor05]. Dans la littérature, la plupart des modèles correspondent
à des réseaux de réactions détaillés et étudiés par le biais d’équations différentielles ordinaires.
Cependant, et bien que cela puisse parfois être un peu contre-intuitif, il peut être intéressant de
s’orienter vers un formalisme « plus simple » (plus grossier, moins granulaire) [DB08].
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Figure C.7 : Un réseau booléen (a) et son graphe d’influences (b).

Le défi relevé dans cette thèse est de contribuer à l’amélioration du cycle de développement
des modèles. La nouveauté de l’approche réside dans le fait que nous le faisons en recyclant les
connaissances et les données extraites des modèles existants, au lieu d’en produire de nouveaux
par le biais d’expériences. Plus précisément, nous développons une approche pour synthétiser
automatiquement des réseaux booléens à partir de réseaux de réactions existants. Nous pensons
que la conversion de l’un en l’autre est pertinente, au moins pour les trois raisons suivantes :

1. D’un point de vue pratique, il s’agit là d’une solution ad hoc qui facilite certaines analyses
difficiles à effectuer sur des modèles de réseaux de réactions. Ces analyses sont liées au
contrôle ou à l’exploration des propriétés dynamiques du système.

2. D’un point de vue théorique, l’accès à une telle conversion pourrait aider à mieux comprendre
la relation formelle entre les réseaux de réactions et les réseaux booléens.

3. En retour, appréhender cette conversion pourrait améliorer les méthodes de synthèse des
réseaux booléens qui utilisent de vraies données biologiques. En effet, les réseaux de réactions
sont très proches des systèmes biologiques sous-jacents. Dès lors, on peut considérer que la
synthèse de réseaux booléens à partir de vraies données biologiques correspond indirectement
à une conversion implicite d’un réseau de réactions en un réseau booléen. Par conséquent,
toute leçon que l’on peut tirer d’une synthèse dans un environnement « contrôlé » (qui
utilise des données extraites de modèles de réseaux de réactions existants) peut être adaptée
à une synthèse dans un environnement « non contrôlé » (qui utilise des données biologiques
expérimentales).

Les différentes étapes de l’approche proposée sont résumées dans la figure C.8. L’approche
s’inspire de ce qui est généralement fait par les méthodes existantes de synthèse de modèles. En
particulier, elle est formulée comme une tâche d’optimisation de paramètres, et les données en
entrée concernent la structure et la dynamique du système sous-jacent.

Pour un réseau de réactions donné, nous définissons sa structure comme un graphe qui capture
les influences directes de ses composants. Nous pouvons récupérer un tel graphe en parsant les
réactions du modèle d’entrée. En ce qui concerne la dynamique, nous proposons deux façons de
l’extraire. Les deux méthodes reposent sur la simulation d’équations différentielles ordinaires
(EDO) extraites du réseau de réactions. Premièrement, la dynamique qualitative d’un réseau
de réaction est obtenue par simulation abstraite. Pour ce faire, nous construisons une formule
logique du premier ordre à partir des EDO du réseau de réactions. Nous appelons cette formule
un réseau booléen du premier ordre avec mises à jour non-déterministes car son interprétation
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Figure C.8 : Déroulé du pipeline SBML2BNET. Le pipeline commence avec un réseau de
réactions encodé en SBML, et produit des réseaux booléens dans le format BNET. La synthèse
des réseaux booléens (en bleu) se compose de trois étapes parmi lequelles la synthèse locale des
fonctions de transition. Cette étape utilise en entrées (flèches épaisses) : un graphe d’influences a
priori et soit une table de vérité, soit une série temporelles et sa binarisation.
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abstraite (où la valeur précise de chaque variable est remplacée par son signe) définit une relation
de transition sur les configurations booléennes du système. Cette formule logique peut donc être
utilisée pour construire un graphe de transitions entre configuration booléennes. Nous montrons
que ce graphe de transitions est une sur-approximation correcte vis-à-vis d’une simulation des
EDO avec l’algorithme d’Euler. Deuxièmement, nous utilisons une simulation concrète des EDO,
suivie d’une étape de binarisation. Cette deuxième approche peut sembler naïve à première
vue, mais le problème n’est en fait pas si simple du fait que les EDO représentant des systèmes
biologiques mélangent des évolutions lentes et rapides. Il nous faut donc utiliser des algorithmes
de simulation malins qui font un compromis entre la précision et l’efficacité de la simulation.
En outre, comme cette approche est plus directe, elle nous permet de récupérer une dynamique
pour des réseaux de reactions pour lesquels la méthode de simulation abstraite n’est pas encore
applicable. C’est en particulier le cas pour des réseaux de réactions disponibles dans la literatures
qui sont couplés avec des événements discontinus.

Vient ensuite, l’étape de synthèse des réseaux booléens. Elle consiste à trouver tous les
réseaux booléens compatibles avec une structure et une dynamique données. Comme nous l’avons
mentionné plus haut, cette étape est formulée comme une tâche d’optimisation des paramètres.
Plus précisément, nous considérons qu’il s’agit d’un problème de satisfaction de contraintes mêlé
à une optimisation. Nous formulons le problème au moyen de la programmation par ensembles-
réponses (Answer-Set Programming, ASP) qui est particulièrement bien adaptée à la tâche.

Dans notre approche, les contraintes concernant la structure sont dures : un réseau booléen
n’est considéré compatible avec une structure donnée que lorsque les influences qui jouent un
rôle dans sa dynamique sont toutes belles et bien autorisées par la structure fournie. En ce qui
concerne la dynamique, nous considérons les cas où elle est donnée soit comme une table de vérité
(complète ou partielle), soit une série temporelle (quantitative ou binarisée). Un réseau booléen
est considéré compatible avec une dynamique donnée s’il peut la reproduire. En d’autres termes,
si son graphe de transitions contient une bonne proportion des transitions observées dans les
données dynamiques. Les contraintes de dynamique sont souples car il n’existe pas toujours de
réseau booléen parfaitement compatible.

Le pipeline SBML2BNET est une implémentation de toutes les méthodes mentionnées ci-
dessus. Il part d’un réseau de réactions encodé dans le langage SBML, et synthétise un ensemble
de réseaux booléens encodés dans le format BNET. Ce pipeline se veut modulaire, de sorte que
plusieurs variantes peuvent être explorées. Nous l’appliquons sur des réseaux de réactions simples
et sur des réseaux plus complexes extraits de la base de données BioModels. Notre évaluation
démontre l’efficacité du pipeline pour synthétiser des réseaux booléens qui, selon nos critères, est
compatible au réseau de réactions d’entrée. Nos expériences nous aident vraiment à comprendre
les limites des différentes variantes du pipeline. En particulier, nous discutons des limites et des
difficultés rencontrées lors du traitement des modèles issus de la base de données BioModels,
notamment pour ceux qui utilisent des caractéristiques telles que les événements discontinus et
les règles.
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Résumé

Synthèse de réseaux booléens à partir de la structure et de la dynamique de réseaux
de réactions
La conversion entre différents formalismes de modélisation est un défi majeur en biologie des
systèmes, car elle aide à obtenir de nouveaux éclairages sur les systèmes biologiques. Cette thèse
propose une approche pour synthétiser automatiquement des réseaux booléens à partir de réseaux
de réactions existants, permettant la conversion entre deux formalismes très utilisés. La thèse se
compose de trois contributions. La première contribution concerne l’extraction de la structure
et de la dynamique d’un réseau de réactions, c’est-à-dire : un graphe qui encode les potentielles
influences directes entre les composants du système, et soit une série temporelle (binarisée), soit
un graphe de transitions (potentiellement partiel). La deuxième contribution est une approche
basée sur la programmation d’ensembles-réponses pour synthétiser des réseaux booléens conformes
à la structure et à la dynamique extraites. La troisième contribution concerne l’évaluation du
pipeline sur des exemples jouets ainsi que sur des réseaux de réactions issus de la base de données
BioModels. Ces modèles sont encodés dans le langage SBML. Nos résultats démontrent l’efficacité
de notre approche pour générer des réseaux booléens pertinents à partir de réseaux de réactions.
Mots-clés : biologie des systèmes, synthèse de modèle, réseau booléen, réseau de réactions, équations
différentielles, programmation par ensembles-réponses, SBML

Abstract

Synthesis of Boolean networks from the structure and dynamics of reaction networks
Conversion between modelling formalisms is a critical challenge in systems biology, as it helps to get
new insights into complex biological systems. This thesis proposes an approach to automatically
synthesise Boolean networks from existing reaction networks, enabling the conversion between
two widely used formalisms. The thesis consists of three contributions. First, we introduce
a method for extracting the structure and dynamics of a reaction network. That is, a graph
that encodes the potential direct influences between the components, and either a (binarised)
timeseries or a (partial) transition graph. Second, we present an answer-set programming-based
approach to synthesise Boolean networks that comply with the extracted structure and dynamics.
Finally, we evaluate the resulting pipeline on both toy examples and reaction networks from the
BioModels repository, encoded in the system biology markup language. Our results demonstrate
the effectiveness of our approach in synthesising relevant Boolean networks from reaction networks.
Keyworks: systems biology, model synthesis, Boolean network, reaction network, differential equations,
answer-set programming, SBML
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