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Abstract
Over the last three decades, observer design for dynamical systems has emerged as a

pivotal topic in the control system domain. This is a consequence of the fact that observers are
used to collect real-time information about the systems, monitor the systems, control the system,
and make decisions. The LMI-based observers have garnered considerable attention among the
various established observer methodologies. The thesis predominantly deals with the design of
the LMI-based observers for the Lipschitz nonlinear systems. One of the valuable contributions
of this thesis is the establishment of more generalized matrix-multiplier-based LMIs. These
LMI conditions are derived through the utilization of reformulated Lipschitz property, Young
inequalities, and newly defined matrix multipliers. Further, an LMI-based H∞ observer is
designed to estimate the states of the nonlinear systems under the presence of disturbances/noise
by using the previously defined matrix multipliers. The proposed LMIs contain additional
numbers of decision variables as compared to the existing approaches, which add extra degrees
of freedom thus improving their feasibility. The effectiveness of the developed approach is
validated through numerical examples.

This new matrix-multiplier-based LMI approach is extended for the state estimation for a
class of non-globally Lipschitz nonlinear systems under the effect of noise/disturbances. It is
achieved by deploying the Hilbert projection-based observer structure. The novel LMI con-
dition is established to ensure the ISS behaviour of the state estimation error of the proposed
observers. Furthermore, the proposed matrix-multiplier-based LMI approach is exploited for the
stabilization of the disturbance-affected nonlinear systems using the observer-based controller.
The judicious implementation of the matrix-multiplier-based LMIs made it possible to obtain
less conservative LMI conditions than existing LMI methods in the literature. Finally, all these
developed LMI-based observers are used in the autonomous vehicle area for various tasks, such
as longitudinal state estimation, slip angle estimation, and so on to validate their performances.

Keywords: Nonlinear observer design, Lipschitz systems, Lyapunov stability, Input-to-state
stability and Linear Matrix Inequalities (LMIs).



Résumé
Au cours des trois dernières décennies, la conception d’observateurs pour les systèmes dy-

namiques est devenue un sujet important dans le domaine des systèmes de contrôle. Ceci est dû
au fait qu’un observateur est utilisé en temps-réel pour la supervision des systèmes, le contrôle
des systèmes, ainsi que pour la prise de décision. Les observateurs d’état basés sur les techniques
LMIs ont suscité une attention par rapport aux autres techniques d’observation. Cette thèse de
doctorat porte sur les techniques de relaxation LMIs pour des classes de systèmes non linéaires
avec des non-linéarités lipschitziennes. La contribution principale de la thèse est la proposi-
tion de nouvelles matrices dites Matrix-Multiplier. Les conditions LMIs obtenues en utilisant
ces matrices (ainsi qu’une reformulation de la propriété de Lipschitz et la relation de Young
de façon judicieuse) ont été testées moins contraignantes que les autres techniques existantes
dans la littérature. Une extension au cas H∞ a été proposée pour les systèmes en présence de
bruits ou perturbations. Grace aux variables de décisions supplémentaires créées par les Matrix-
Multiplier permettent d’améliorer la faisabilité des conditions LMIs. L’efficacité et la supériorité
de la nouvelle technique ont été validées à travers plusieurs exemples illustratifs.

Une version de la nouvelle approche LMI proposée est étendue à une classe de systèmes non
linéaires avec des non-linéarités localement lipschitziennes, en présence des bruits/perturbations.
Cela est réalisé en utilisant la structure d’observateur basée sur la projection de Hilbert. La
nouvelle condition LMI est établie pour garantir le comportement ISS de l’erreur d’estimation
d’état des observateurs proposés. De plus, l’approche LMI basée sur les multiplicateurs de
matrices proposée est exploitée pour la stabilisation des systèmes non linéaires affectés par des
perturbations en utilisant une commande basée observateurs. La mise en œuvre judicieuse des
LMI basés sur les multiplicateurs de matrices a permis d’obtenir des conditions LMI moins
conservatrices que les méthodes LMI existantes dans la littérature. Enfin, tous ces observateurs
basés sur les LMI développés sont utilisés dans le domaine des véhicules autonomes pour diverses
tâches, telles que l’estimation de l’état longitudinal, l’estimation de l’angle de glissement, etc.,
afin de valider leurs performances.

Mots- clés : observateurs ; inégalités matricielles linéaires (LMIs) ; stabilité de Lyapunov.
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xviii Notations and Acronyms

A> 0 Symmetric positive definite matrix
A< 0 Symmetric negative definite matrix
A≥ 0 Symmetric semi-positive definite matrix
A≤ 0 Symmetric negative semi-definite matrix
det(A) Determinant of a matrix A
λmax(A) Maximum eigenvalue of a matrix A
λmin(A) Minimum eigenvalue of a matrix A

Abbreviation

LMI Linear Matrix Inequality
w.r.t. with respect to
ISS Input-to-state stability
ARE Algebraic Riccati Equation
LPV Linear parameter varying
δQC Incremental Quadratic Constraints
DMVT Differential Mean Value Theorem
DOF degrees of freedom
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Introduction

“In the discipline of control system engineering, nonlinear observers emerge as reliable tools,
revealing the intricate dynamics of nonlinear complex systems to enhance state estimation
strategies.”

Unknown

Background and Scope of the research

State estimation of dynamical systems is a pivotal research topic in the control system. The
knowledge of such real-time information of the systems obtained from the state estimation is used
for tasks related to these systems such as monitoring, controlling, and decision-making. Thus,
these tools play a vital role in various applications, such as self-synchronization in multi-agent
systems [1]; cyber-attacks and faults detection in the connected autonomous vehicle platoon [2],
and so on. In the literature, numerous methodologies have been developed for the purpose of the
state estimation of the linear systems, for example, Kalman filters [3], Luenberger observer [4].
However, the design of such tools for nonlinear systems is still a challenging task. This is due to
the complex structure of system nonlinearities. Several approaches have been proposed in the
literature to reconstruct the states of nonlinear systems, for instance, the extended Kalman fil-
ter [5], the unscented Kalman filter [6], the high-gain observers [7], the sliding-mode observers [8],
etc. In addition to these techniques, the LMI-based nonlinear observers have recently received a
lot of attention in the control domain [9–12]. Despite various effective LMI-based observer design
strategies presented in contemporary literature, there is a potential for further improvements
in the LMI-based approaches. These possibilities of enhancements in LMI-based methodologies
inspire the author to carry out their research work in this domain. The subsequent segments
illustrate the primary focus and the detailed framework of this thesis.

Objective

As mentioned earlier, the LMI-based nonlinear observer design approach has become one of the
trending research topics in control system engineering.Several LMI-based observer techniques
are presented in [12–17]. Some of these approaches depended on S-Procedure lemma [18], Riccati
equations [19] and Young inequality [20]. All these methods provide an enhanced LMI condition
as compared to the other approaches. Recently, some enhanced LMI conditions have been
showcased in [14, 15,21, 22]. Though all these LMI methods are enhanced and less conservative
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than the existing ones, there is scope for further improvements. Among all these aforementioned
methodologies, the approach proposed in [14] is based on the reformulated Lipschitz property
of the nonlinearities and a newly defined variant of Young inequality. One of the fundamental
components of this method is the introduction of a block-diagonal matrix multiplier which
was inspired by [12, 13]. The authors of [14] papers provided enhanced LMI conditions with
additional numbers of degrees of freedom from a feasibility point of view. The addition of a
block-diagonal multiplier matrix in the LMI approach is intriguing and beneficial, yet there
is still scope for improvement. The question that arises here is why a block-diagonal matrix
structure only. This question inspires the authors to propose a novel LMI condition based on
a more generalised matrix multiplier than a block diagonal matrix. The inclusion of such a
matrix multiplier inside LMIs can be beneficial in terms of the enhancement of existing ones.
In the summarised manner, this thesis primarily concentrates on the development of novel LMI
conditions that have more degrees of freedom and a larger feasibility region than those presented
in [13,14,22]. The objectives of the research work presented in this thesis are outlined as follows:

• To design a new LMI-based observer design: The key goal is to propose an observer
design approach for the class of globally nonlinear Lipschitz systems by utilising the new
LMI conditions, which are less conservative than the existing approach, and offer more
enhancements from a feasibility point of view.

• To employ the proposed LMI approach for several control applications: In the second part
of this thesis, the authors aim to implement the previously developed matrix-multiplier-
based LMI approach for estimating the states of nonlinear systems affected by disturbances.
Further, the thesis focuses on designing nonlinear observers tailored for non-global Lips-
chitz systems. Later on, this thesis will delve into the topic of the observer-based stabi-
lization approach for nonlinear systems using LMIs.

• To implement the developed observer techniques in autonomous vehicle technology: The
purpose of the last segment of this thesis is to deploy the proposed nonlinear observers
into various autonomous vehicle tasks.

In the sequel, we showcased the layout of this thesis.

Thesis outline
The elaborated layout of the thesis is described in the following manner:

I) An overview of some important notions required in observer design and several existing
observer techniques are presented in Chapter 1. In order to enhance comprehensibility,
Chapter 1 is structured as follows: Section 1.2 is dedicated to the overview of some
fundamental concepts that are essential for the nonlinear observer design. Section 1.3
provides a summary of various existing nonlinear observer design methodologies. Further,
Section 1.4 contains some conclusions.

II) Chapter 2 is dedicated to the introduction of novel matrix-multiplier-based LMI con-
ditions which are less conservative than the existing ones. The authors have organised
this chapter in a subsequent way: An overview of LMI-based observer and the motiva-
tion of the proposed methodology is discussed in Section 2.2. The prerequisites required
for new observer design methods are illustrated in Section 2.3. A new matrix multiplier-
based LMI approach is presented in 2.4. Further, Section 2.5 contains an enhanced matrix
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multiplier-based LMI approach. Section 2.5 includes the validation of the proposed tech-
niques through numerical examples. In Section 2.7, some conclusions are given.

III) In next parts of this thesis, Chapter 3 encompasses the implementation of the proposed
new LMI-based observer techniques for several tasks, such as the state estimation of the
disturbance-affected nonlinear system and observer design for the non-globally Lipschitz
system. The configuration of this chapter is illustrated as: Section 3.2 encompasses the
design of H∞ nonlinear observer. The development of the LMI condition based on standard
Young inequality is illustrated in Subsection 3.2.1, whereas Subsection 3.2.2 includes the
formulation of the LPV-based LMI approach. The extension of the proposed new matrix-
multiplier based-LMI approach for the nonlinear system with local Lipschitz nonlinearities
is showcased in Section 3.3. Further, Section 3.4 emphasises the effect of the different
structures of matrix multipliers on the proposed LMI. The enhancement of the developed
LMI conditions and the validation of the proposed observer is demonstrated in section 3.5.
Some conclusions are drawn in Section 3.6.

IV) Further, in Chapter 4, an observer-based stabilization strategy for nonlinear systems
is established by using our newly developed matrix multiplier-based LMI approach. We
arranged this chapter in the following manner: Section 4.2 focuses on the formulation of
the problem statement. For the proposed observer-based controller, a novel LMI condition
is formulated in Section 4.3 using the H∞ criterion. Further, the property of ISS is utilised
in Section 4.4 for deriving an LMI criterion. The performance of the proposed approaches
is validated in Section 4.5 through numerical examples. In the last, Section 4.6 provides
some concluding remarks.

V) Later on, the deployment of the proposed observer in the domain of autonomous vehicles is
showcased in Chapter 5. The layout of this chapter is illustrated as follows: Section 5.2 is
dedicated to implementing the proposed observers of Chapter 3 on the longitudinal vehicle
model. The deployment of the ISS-based observer of Chapter 3 for the purpose of slip-angle
estimation of the nonlinear vehicle model is illustrated in Section 5.3. Further, Section 5.4
encompasses the development of the coordinate transformation-based nonlinear observer
for a vehicle tracking model. Finally, some conclusions are showcased in Section 5.5.

In the next segment, the authors illustrate the contributions of the research work presented in
this thesis.

Contribution of the thesis

The overall contribution of this thesis is listed as:

A. The establishment of new and enhanced LMI condition: One of the notable outcomes of
this thesis is the development of novel LMI conditions based on a matrix multiplier. These
conditions are formulated by integrating the newly defined matrix multiplier with a well-
established LPV approach and a recently introduced reformulated Lipschitz property. Due
to the judicious use of the newly proposed matrix multiplier, the obtained LMI conditions
contain extra numbers of decision variables than the existing LMI approaches [12–14]. The
additional decision variables expanded the LMI’s feasibility region, enhancing these condi-
tions from a feasibility point of view.
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B. The applicability of the proposed LMI method: The developed LMI approach is applied in
various control tasks, as described below:

1) The developed matrix-multiplier-based LMI approach is employed to design an enhanced
H∞ observer for estimating the state of nonlinear systems affected by external distur-
bances and noise in both their dynamics and outputs. The established LMI conditions
provide a better noise attenuation than the existing methods of [12–14], as shown in
numerical examples.

2) Further, for the disturbance-affected non-global Lipschitz nonlinear systems, the observer
proposed in [23] is incorporated with the newly developed LMI approach for state estima-
tion. The obtained LMI conditions are formulated by using the ISS notion. The utilisation
of this developed method relaxes the main assumption of global Lipschitz nonlinearities
required during nonlinear observer design problems.

3) Later on, the new LMI condition is designed for observer-based stabilisation of a class of
nonlinear systems by integrating newly defined matrix multipliers, reformulated Lipschitz
property, and Young inequalities. Due to the deliberate deployment of these mathematical
tools in the LMI formulation, the resulting conditions are enhanced and less conservative
than the one presented in [24–26]

C. The deployment of the proposed observers in several autonomous vehicle applications: The
formulated LMI-based observer methodology is deployed for various autonomous vehicle
tasks, including longitudinal state estimation, vehicle tracking, and slip angle estimation. It
aids in validating the performance of the proposed observer in practical applications.
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1.1 Introduction
One of the fundamental topics in control system engineering is observer design. Since observers
play a vital role in state estimation and control, it has attracted a lot of attention. This is mainly
due to the fact that knowing the current state of the systems is required in many applications.
In practical situations, this real-time information is necessary for monitoring, decision-making,
and controlling the systems. In such cases, the use of sensors is possible in order to obtain
information from the system. However, in reality, not all states are measurable, either because of
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the expensive cost of sensors or simply because of their unavailability. These problems associated
with the sensors are summarised in Figure 1.1.

Figure 1.1: Illustrating the obstacles associated with sensors

An alternative for the sensors is to use an observer for the reconstruction of the states of
the system. In addition to this, the observer structure is employed for estimating unknown

Figure 1.2: Tasks performed by an observer
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parameters of systems, unknown external signals (for example, faults or cyber-attacks), and so
on. Figure 1.2 illustrates the various tasks performed by the observers. Hence, the observer is
an important element in the control system domain.
The objective of this chapter is to provide an overview of some important notions and several
existing observer techniques. This chapter is arranged as follows: Section 1.2 encompasses a
summary of some important concepts that are essential for the nonlinear observer design. Within
this section, the definitions of the observer and observability are provided in Subsections 1.2.1
and 1.2.2, respectively. Whereas Subsections 1.2.3, 1.2.4 and 1.2.5 contain the overview of
stability conditions, Lyapunov conditions from the stability point of view, and ISS property,
respectively. Section 1.3 is dedicated to a synopsis of various existing nonlinear observer design
methodologies. Further, some conclusions are drawn in Section 1.4.

1.2 Some important notions
This section provides an outline of some fundamental concepts such as the observer, observability,
and stability of the system. The aforementioned concepts enable us to better comprehend how
observer design performs.

1.2.1 State observer

Let us consider a generalised class of nonlinear systems as follows:

ẋ(t) = f(x(t),u(t)),
y(t) = h(x(t)),

(1.1)

where

• x ∈ Rn is a state vector, taking values in a connected n dimensional manifold X.

• u ∈ Rs denotes the external input vector, which takes values in some s dimensional open
subset U . Input functions u(·) are assumed to be locally bounded and measurable in a set
U .

• The vector y ∈ Rp indicates measured outputs which are confined in some p dimensional
open subset Y .

• Functions f and h represent the nonlinearities present in the system dynamics and outputs,
respectively. Further, both are assumed to be Lipschitz-continuous w.r.t. their arguments.

Let Φu(t,x0) denotes the solution of (1.1) by applying input u(t) on [0, t] with an initial condition
Φu(x0) = x0. In order to control or monitor the system (1.1), it is necessary to know x(t), but
in practical cases, the available measurements are restricted to y or u. The observation problem
is formulated as:

Find an estimate x̂(t) for x(t) for a given system (1.1) using the information of u(t1) and
y(t1) for 0 ≤ t1 ≤ t.

This problem makes sense when h w.r.t. x cannot be inverted at any time.
One of the possible solutions to this problem is to use optimization tools. In terms of optimisa-
tion, one can look for the best estimate x̂0 of x0 which provides y(t1) over 0 ≤ t1 ≤ t. Further, by
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integrating (1.1) from x̂0 and the knowledge of u(t1), it is easy to obtain x̂(t). For more details,
one can refer to [27] and [28]. Though this approach provides a systematic way to find x̂(t), it
has some drawbacks such as computational burden, local minima, and so on.
An alternative method is to use the concept of explicit feedback in the estimation of x(t). In a
simple manner, one can obtain the estimate of x(t) by integrating (1.1) from x0 if x0 is known.
When x0 is unknown, one can try to integrate (1.1) for some erroneous x̂0 to determine x̂.
Further, the estimated x̂(t) can be corrected online according to the error h(x̂(t)) − y(t). In
another words, one can find an estimate x̂ of x as a solution of the following system:

˙̂x(t) = f(x̂(t),u(t))+κ(t,h(x̂(t))−y(t)), with κ(t,0) = 0. (1.2)

Such an auxiliary system is known as an observer, and (1.2) represents the standard form of an
observer for a system (1.1). The schematic representation of an observer (1.3) for the system (1.1)
is shown in Figure 1.3.

Figure 1.3: Illustration of an observer as an auxiliary system

A more generalised definition of an observer is as follows:

Definition 1.1: Observer [29]:

For a system (1.1), an observer is given by an auxiliary system:

Ẋ(t) = F (X(t),u(t),y(t), t)
x̂(t) =H(X(t),u(t),y(t), t)

(1.3)

such that

(i) x̂(0) = x(0) ⇒ x̂(t) = x(t), ∀ t > 0.

(ii) ||x̂(t)−x(t)|| → 0 as t→ ∞.
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• If (i) holds for any x(0), x̂(0), then the observer is global.

• If (ii) holds with exponential convergence, then the observer is exponential

• If (ii) holds with a tunable convergence rate, then the observer is tunable

From (1.1) and (1.3), an observer error is defined as:

x̃= x− x̂ (1.4)

The prerequisites needed for any eventual solutions to the auxiliary system (1.3) will be illus-
trated in the sequel.

1.2.2 Observability

This subsection is devoted to the discussion of various conditions which are required to design the
observer (1.3) for a given system (1.1). Such conditions are known as observability conditions.
According to [29], these conditions are classified into two wide classes

1. Geometric conditions - conditions based on initial states (x0)

2. Analytic conditions - conditions based on input u(t)

1.2.2.1 Geometric conditions

The designed observer must be able to extract the state information from the initial time via
measured output. And more particularly, it must identify the initial values of the states. It
means that the designed observer must be able to differentiate between various initial states, or
analogously, it cannot hold indistinguishable states, which is defined as follows:

Definition 1.2: Indistinguishability [29]:

• A pair (x0,x
1
0) ∈ Rn×Rn is indistinguishable for a system (1.1) if

∀ u ∈ U , ∀ t≥ 0, h(Φ0(t,x0)) = h(Φ0(t,x1
0)) (1.5)

• A state x is indistinguishable from x0 if the pair (x,x0) is indistinguishable.

From Definition 2, the observability is defined as:

Definition 1.3: Observability [29] :

A system (1.1) is observable if it does not admit any indistinguishable pair (any state
indistinguishable from x0)

The definition of observability is quite generalised (more global). However, in several cases, the
indistinguishability of states can be achieved in the neighbourhood but not globally.
For instance, consider the following system:

ẋ= u; y = sinx (1.6)
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It is easy to show that system contains indistinguishable states between ]−π
2 ,

π
2 [ but not in [0,2π].

It implies that this system is not observable in [0,2π] but observable in ]−π
2 ,

π
2 [. It leads to the

introduction of the notion of weak observability and local weak observability.

Definition 1.4: Weak observability [29]:

A system (1.1) is weakly observable if there is no indistinguishable state from x in a neigh-
bourhood U for any x.

Weak observability is a weak notion of observability as compared to Definition 3.

Definition 1.5: Local weak observability [29]:

A system (1.1) is locally weakly observable if there exists a neighbourhood U of any x such
that for any neighbourhood V contained in U , there is no indistinguishable state from x in
V when considering time intervals for which trajectories remain in V .

Figure 1.4: Schematic representation of geometric conditions of observability

The concept of local weak observability is more local than weak observability. The schematic
representation of the geometric conditions is illustrated in Figure 1.4.
The notion of a weakly observable system implies that there exists a particular space where the
states of systems are observable. It leads to the following definition:
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Definition 1.6: Observation Space [29]:

The observation space for a system (1.1) is defined as the smallest real vector (O(h)) of C∞

functions containing the components of h and closed under Lie derivative along fu := f(.,u)
for any constant u ∈ Rs, i.e.,

for any ψ ∈ O(h),Lfu(ψ(x)) ∈ O(h), where Lfu(ψ(x)) = ∂ψ

∂x
(f(x,u)).

The observation space describes the observability region and it characterizes the notion of rank
condition.

Definition 1.7: Observability rank condition [29] (resp. at x0) :

A system is said to satisfy the observability rank condition (resp. at x0) if

∀ x, dim(dO(h)|x) = n [resp. dim(dO(h)|x0) = n], (1.7)

where dO(h)|x is a set of dψ(x) with ψ ∈ O(h)

From Definition 7, the authors of [30] stated the following lemma:

Lemma 1.1: [30]

A system (1.1) satisfying the observability rank condition (1.7) at x0 is locally weakly
observable at x0.

If dim(dO(h)|x) = n, then it means that there exist n elements of the observation space which de-
fine a diffeomorphism around x0. The observability condition is explained through the following
examples:

Example 1.1

Let us consider a linear system as follows:

ẋ=Ax, y = Cx, x ∈ Rn. (1.8)

The observability rank condition of the system (1.8) is equivalent to rank(Om) = n with
observability matrix Om which is given by

Om =


L1
fy

L2
fy
...

Lnfy

=


C
CA

...
CAn−1

 ,

where Lify represents ith Lie-derivative of y.
The pair (A,C) is called observable if system (1.8) fulfils (1.7).
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Example 1.2

For the system (1.6), the observability matrix is given by

Om =
[
L1
fh(x)

L2
fh(x)

]
=
[

cosx
−sinx

]
,

It is clearly seen that dim(dO(h)|x0) = 1 for any x0. Hence, system (1.6) is observable.

Similarly, for the system (1.1), the observability matrix is given by,

Om =



L1
fh(x)

L2
fh(x)

L3
fh(x)

...
Lnfh(x)

 .

From Definition 7 and Lemma 1.1 , the system (1.1) is locally weak observable if dim(dO(h)|x0) =
n for any x0. More details about the observability rank condition of the nonlinear systems can
be found in [31] and [29].
One can easily develop the observer for the system (1.1) if it satisfies the observability rank
condition. However, these conditions are not sufficient to design an observer for the system (1.1).
In the subsequent part, the remaining conditions are discussed.

1.2.2.2 Analytic conditions

The geometric observability conditions rely on the initial states of the systems. Whereas, in
some systems, the observability is dependent on the input of the system also. This can be
exemplified by the following example:

ẋ=
[
0 u
0 0

]
x; y =

[
1 0

]
x. (1.9)

The system (1.9) is observable for any constant input u except at u = 0. It means to design
the observer, there is a need for certain conditions on the inputs to achieve observability. These
types of conditions are known as analytic conditions.
To ensure an adequate comprehension of analytic properties, the following functions are defined.

Definition 1.8: Class K functions and KL function [32]

1. A continuous function α : [0,a) → [0,∞) is said to belong to class K if it is strictly
increasing and α(0) = 0.

2. It is said to belong to class K∞ if a= ∞, and α(r) → ∞ as r → ∞.

3. A continuous function β : [0,a) → [0,∞) is said to belong to class KL if, for each fixed
s, the mapping β(r,s) belong to class K with respect to r, and for each fixed r, the
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mapping β(r,s) is decreasing with respect to s and β(r,s) → 0 as s→ ∞.

Further, the definitions of universal inputs and uniform observability are provided.

Definition 1.9: Universal input(resp. on [0, t]) [29]

• An input u is universal for (1.1) if

∀ x0 ̸= x1
0,∃τ ≥ 0 such that h(Φu(τ,x0) ̸= h(Φu(τ,x1

0)). (1.10)

• The condition (1.10) is equivalent to:∫ t

t
||h(Φu(τ,xt)−h(Φu(τ,x1

t )||2dτ > 0, ∀ x0 ̸= x1
0 (1.11)

An input u is said to be singular if it is not universal. For instance, in the system (1.9), u(t) = 0
is a singular input.

Definition 1.10: Uniformly observable system [29]

The system (1.1) is uniformly observable if every input of the system is universal (resp. on
[0, t]).

The aforementioned property implies that the observability of the systems is independent of the
inputs. However, there is a need for some conditions to ensure the universality of the input over
a particular time interval. In the sequel, these conditions are illustrated.

Definition 1.11: Persistent input [29]

An input u is persistent input of the system (1.1) if

∃t0,T : ∀ t≥ t0, ∀ xt ̸= x1
t ,∫ t+T

t
||h(Φu(τ,xt)−h(Φu(τ,x1

t )||2 dτ > 0
(1.12)

Though this condition preserves the observability over a given time interval, it does not eliminate
the possibility that observability may disappear when t → ∞. Thus, it leads to the following
definition:

Definition 1.12: Regularly persistent input [29]

An input u is regularly persistent input of the system (1.1) if

∃t0,T : ∀ t≥ t0, ∀ xt−T ̸= x1
t−T , ∀ t≥ t0,∫ t

t−T
||h(Φu(τ,xt−T )−h(Φu(τ,x1

t−T )||2 dτ ≥ β(||xt−T −x′
t−T ||),

(1.13)
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for some function β ∈ class K.

This condition preserves the observability when t→ ∞ and it is very useful in the effective state
estimation. It relies on the amount of time T needed to gather sufficient information. However,
if one wants to estimate the states over a short interval of time, then this property is quite
restrictive. For this purpose, the following property is defined.

Definition 1.13: Locally regular input [29]

An input u is locally regular input if

∃t0,T : ∀ t≥ t0, ∀ xt−T ̸= x1
t−T , ∀ t≥ t0,∫ t

t−T
||h(Φu(τ,xt−T )−h(Φu(τ,x′

t−T )||2 dτ ≥ β(||xt−T −x′
t−T ||, 1

T
),

(1.14)

for some functions β ∈ class KL.

The positive outcomes of each analytical property are depicted in Table 1.1.

Table 1.1: Summary of the analytic conditions of observability

Input characteristic Advantages
Uniform input System is uniformly observable

Persistent input System is observable over a given interval of the time
Regular persistent input System is observable at t= ∞.
Locally regular input Useful for the estimation over shorter duration

Remark 1.1

If considered system (1.1) is not observable, but it holds:

∀ u such that x0 and x1
0 are indistinguishable by u :

Φu(t,x0)−Φu(t,x1
0) → 0 as t→ ∞.

Then, system (1.1) satisfies the property of detectability.
In that case, one can propose the observer in the sense of (i) and (ii).

The above-mentioned conditions are sufficient to design the observer for a given system. How-
ever, an observer must estimate the states of the systems accurately, i.e., the estimation error of
the observer (1.4) should zero (or x̃ → 0) at t → ∞. In the sequel, the stability conditions will
be recalled from the literature.

1.2.3 Stability

This subsection is dedicated to an overview of stability properties. For simplicity of representa-
tion, the following part focuses on the stability of the states (x) of the system (1.1). Whereas,
in the observer design problems, the stability of the error dynamic (i.e., ˙̃x, where x̃ = x− x̂) is
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essential. It is easy to deploy the stability conditions on ˙̃x if one understands how to implement
these conditions on the system (1.1).
For better comprehension, let us examine the stability of an autonomous system which is de-
scribed as follows:

ẋ= f(x), (1.15)
where x ∈ D and f : D → Rn is a locally Lipschitz function and D ⊂ Rn. Let xe = 0 be the
equilibrium point of (1.15).

Definition 1.14: Stability [33]

The equilibrium point xe = 0 of the system (1.1) is

• stable if, for each ϵ > 0, there is δ = δ(ϵ,0)> 0 such that

||x(0)||< δ ⇒ ||x(t)||< ϵ, ∀ t≥ 0. (1.16)

• unstable if it is not stable.

• asymptotically stable if it is stable and δ can be chosen such that

||x(0)||< δ ⇒ lim
t→∞

x(t) = 0. (1.17)

Definition 14 is local as the stability is restricted to the equilibrium point xe = 0. The global
stability of the system can be achieved if it is stable for all initial conditions xe ∈Rn. In practical
situations, the global stability of the system is always preferred. The given system (1.15) is said
to be globally stable if it holds (1.16) for all initial conditions xe ∈ Rn. It is easy to notice that
the autonomous system (i.e., (1.15)) fulfils the conditions of stability and asymptotic stability
uniformly at the equilibrium point xe = 0 w.r.t. the initial time (t0 = 0).
Now, let us define the stability condition for the non-autonomous system (1.1). For this system,
it needs to be recalled that t0 = 0 is the initial time of system (1.1).

Definition 1.15: Stability [33]

The equilibrium point xe = 0 of the system (1.15) is

• stable if, for each ϵ > 0, there is δ = δ(ϵ,0)> 0 such that

||x(0)||< δ ⇒ ||x(t)||< ϵ, ∀ t≥ 0. (1.18)

• unstable if it is not stable.

• asymptotically stable if it is stable and there exist a positive constant ρ = ρ(0) such
that

x(t) → 0 as t→ ∞, ∀ ||x(0)||< ρ. (1.19)

• uniformly stable if and only if, it holds

||x(t)|| ≤ α(||x0||), ∀ t≥ 0, ∀ ||x0|| ≤ a, (1.20)
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where α is a class K function, x0 indicates an initial value of x (i.e., x(0)), and a is a
positive scalar, independent of t0 = 0.

• uniformly asymptotically stable if and only if it satisfies

||x(t)|| ≤ β(||x0||), ∀ t≥ 0, ∀ ||x0|| ≤ a, (1.21)

where β is a class KL function, and a > 0 is a constant, independent of t0 = 0.

• globally asymptotically stable if and only if it holds (1.21) for any initial state x0.

If the class KL function β is considered in the form of an exponential function in (1.21), then a
special case of uniformly asymptotic stability is obtained. Let us define this condition as follows:

Definition 1.16: Exponential stability

The equilibrium point xe = 0 of the system (1.1) is exponentially stable if there exist positive
scalars a, b, and c such that

||x(t)||< b||x0||e−ct, ∀ ||x0||< a (1.22)

The system (1.1) is globally exponentially stable if it holds (1.22) for any initial state x0.

After defining the stability and asymptotic stability of a system at an equilibrium point, the
next objective is to illustrate methods which aid to determine the stability. The subsequent part
is focused on such methods.

1.2.4 Unveiling Lyapunov theory: a comprehensive study of system stability

The necessary condition for the system (1.1) to be stable at xe = 0 is described by (1.16).
However, condition (1.16) needs an explicit solution of the differential equation (1.1), which is
often very difficult to compute or impossible to calculate in some cases. Thus, in the control
domain, the well-known Lyapunov theory is widely used to investigate the stability of systems.
The Lyapunov functions are extensively used for the analysis of the stability of the system
without solving it explicitly. In this method, the energy of the system is represented in terms
of a function. Further, the rate of change of the energy function is exploited to ascertain the
stability of the system.

Definition 1.17: Lyapunov functions and Lyapunov surface [33]

1. Let D⊂Rn be a domain containing xe = 0. If there exists a continuously differentiable
function V : D → R such that it holds:

V (0) = 0 and V (x)> 0 in D−0, (1.23)
V̇ (x) ≤ 0 in D, (1.24)

where V̇ (x) = ∂V (x)
∂x ẋ = ∂V (x)

∂x f(x(t),u(t)). Then, V (x) is called as a Lyapunov func-
tion.
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2. The surface V (x) = c, for some c > 0, is called as a Lyapunov surface.

Let us introduce a few more definitions which will be used to define the Lyapunov stability
theorem.

Definition 1.18: Definiteness of function [33]

1. If a function V (x) holds conditions (1.23) and (1.24), i.e., V (0) = 0 and V (x) >
0 for x ̸= 0, then, it is said to be a positive definite function.

2. If V (x) fulfils weaker condition V (x) ≥ 0 for x ̸= 0, then, it is said to be a positive
semidefinite function.

3. However, V (x) is said to be a negative definite or negative semidefinite if −V (x) is a
positive definite function or a positive semidefinite function, respectively.

The conditions V (0) = 0 and V (x)> 0, for x ̸= 0 imply that the solution trajectory of V̇ (x) lies
inside a ball δ0 ⊂D. The condition V̇ (x) ≤ 0 indicates that when a trajectory crosses a Lyapunov
surface V (x) = c,c > 0, it enters inside the set Vc = {x ∈ Rn | V (x) ≤ c} and can never come
out again. Whereas in the case of V̇ (x)< 0, the trajectories move to the next Lyapunov surface
V (x) = c1, c > c1 > 0 from the surface V (x) = c. The Lyapunov surface V (x) = c shrinks to the
origin as c decreases. Hence, the trajectory approaches the origin.
By using Definitions 17 and 18, the authors of [33] proposed the following theorem.

Theorem 1.1

The system (1.1) is stable at equilibrium point xe = 0 if it admits a continuously differen-
tiable positive definite function V (x) so that V̇ (x) is negative semidefinite, i.e.,

V̇ (x) ≤ 0 in D.

Further, the system (1.1) is asymptotically stable if it holds a continuously differentiable
positive definite function V (x) so that V̇ (x) is negative definite, i.e.,

V̇ (x)< 0 in D−{0}.

Theorem 1.1 provides the sufficient condition for global stability of the system (1.1) at equilib-
rium point xe = 0 in the sense of Lyapunov. While the system (1.1) is said to be locally stable
at an equilibrium point xe = 0 if it admits a Lyapunov function ∀ x ∈ B, where B ⊆ D ⊂ Rn is
a particular domain.
In addition to this, there is no systematic approach proposed in the literature to determine the
Lyapunov function for a particular system. For example, in electrical or mechanical systems,
we can consider their energy function as a Lyapunov function candidate. In other cases, it is
primarily an instance of trial and error.
The Lyapunov method can be easily illustrated through the following example:

Example 1.3: [33]

Let us consider the following sets of equations which represent the pendulum model without
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friction:

ẋ1 = x2,

ẋ2 = −asinx1,
(1.25)

where x1 and x2 denote the angle subtended by the rod of the pendulum, and the an-
gular velocity of the pendulum, respectively. a is a scalar. For checking the stability of
system (1.25) at the origin, a Lyapunov function is defined as:

V (x) = a(1− cosx1)+ 1
2x

2
2.

It is also known as the energy function of the system (1.25). Further, the derivative of V (x)
is computed as follows:

V̇ (x) = asinx1ẋ1 + 1
22x2ẋ2 = ax2 sinx1 −ax2 sinx1 = 0.

Clearly, V (0) = 0, V (x) > 0 ∀ x1 ∈ ]−2π,2π[, and V̇ (x) ≡ 0. Therefore, V (x) fulfils (1.23)
and (1.24). Hence, system (1.25) is stable at the origin as it admits a Lyapunov function.
However, since V̇ (x) ≡ 0, it is not asymptotically stable.

The aforementioned example demonstrates how the Lyapunov function is utilised in stability
analysis. Furthermore, the sufficient condition to achieve the exponential stability of the system
at its equilibrium point is stated as follows:

Theorem 1.2: [33]

• The system (1.1) is exponentially stable at an equilibrium point xe = 0 if it admits a
continuously differentiable function V : [0,∞)×D → R such that:

a1||x||b ≤ V (t,x) ≤ a2||x||b, (1.26)

∂V

∂t
+ ∂V

∂x
f(t,x) ≤ −a3||x||b, (1.27)

∀ t≥ 0 , ∀ x ∈ D, where a1,a2,a3 and b are positive scalars, and D ⊂ Rn is a domain
containing xe = 0.

• If the assumptions hold globally, then the system is globally exponentially stable.

The following example demonstrates the comprehension of Theorem 1.2 .

Example 1.4: [33]

Let us consider

ẋ1 = −x1 −g(t)x2,

ẋ2 = x1 −x2,
(1.28)
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where g(t) is continuously differentiable and fulfils:

0 ≤ g(t) ≤ k, and ġ(t) ≤ g(t), ∀ t≥ 0, (1.29)

where k is a positive scalar.
For analysing the stability of (1.28), the Lyapunov function is considered as:

V (t,x) =
[
x1
x2

]⊤[1 0
0 1+g(t)

]
︸ ︷︷ ︸

P

[
x1
x2

]

It is easy to interpret that V (x) holds:

x2
1 +x2

2 ≤ V (x) ≤ x2
1 +(1+k)x2

2, ∀ x ∈ R2. (1.30)

Hence, V (x) satisfies (1.26) with a1 = 1, a2 = 1+a and b= 2.
Now, V̇ (x) is given by

V̇ = −2x2
1 +2x1x2 −

(
2+2g(t)− ġ(t)

)
x2

2.

Since ġ(t) ≤ g(t),
(
2+2g(t)− ġ(t)

)
≥ 2+2g(t)−g(t) ≥ 2,

V̇ ≤ −2x2
1 +2x1x2 −2x2

2 ≤ −
[
x1
x2

]⊤[ 2 −1
−1 2

]
︸ ︷︷ ︸

Q

[
x1
x2

]

As Q> 0, V̇ (x) holds (1.27) with a3 = λmax(Q) = 3. Thus, from Theorem 1.2 , system (1.28)
is globally exponentially stable at xe = 0.

In the case of the system (1.1), the stability of the system also depends on the input. In the
sequel, this input-based stability of the system is discussed.

1.2.5 Reiterating ISS notion: grasping its Impact on the system stability

If we consider the system (1.1) as the unforced system, i.e., u(t) = 0, then it is globally uniformly
asymptotically stable at the equilibrium point xe = 0. But what if we consider a class of nonlinear
systems:

ζ̇ = f(ζ,u, t), (1.31)
where f : [0,∞) ×Rn ×Rm → Rn is piece-wise continuous in t, and it is assumed to be locally
Lipschitz in x and u. The input of the system u(t) is considered as a piece-wise continuous
bounded function of t.
In order to establish the stability condition of the system (1.31), the concept of ISS is used.
In [34], an ISS notion was introduced in the control system domain. Further, the authors of [35]
proposed an ISS-Lyapunov function to use the ISS property for the stability of systems. Let us
recall the definitions of the ISS notion and an ISS-Lyapunov function.

Definition 1.19: ISS property [34]
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If there exists a class KL function β and a class K function γ such that for any initial state
ζ(0), and any bounded input u(t), solution ζ(t) exists for all t≥ 0 and satisfies:

||ζ(t)|| ≤ β(||ζ(0)||, t)+γ(||u||∞), ∀ t≥ 0. (1.32)

Then, the system (1.31) is input-to-state stable.

The notion of ISS is often used in the literature (for instance, [36], [37]) for examining the
robustness of nonlinear systems with regard to their inputs across a wide variety of applications.
It is a challenging task to demonstrate the ISS of a system. Thus, the following ISS-Lyapunov
function is widely used for the ISS analysis of the systems.

Definition 1.20: ISS-Lyapunov function [35]

• A smooth function V (ζ) : Rn → R is called as an ISS-Lyapunov function for the sys-
tem (1.31) if there exist K∞ functions α1,α2, and K functions χ1,χ2, such that

α1(||ζ||) ≤ V (ζ) ≤ α2(||ζ||) (1.33)
V̇ (ζ,u) ≤ −χ1(||ζ||), (1.34)

for any ζ ∈ Rn and u ∈ Rs so that ||ζ|| ≥ χ2(||u||).

• Further, the authors of [35] have provided another definition of the ISS-Lyapunov
function which is as follows: A smooth function V (ζ) : Rn → R is called an ISS-
Lyapunov function for the system (1.31) if and only if there exist αi ∈ K∞ (1 ≤ i≤ 4)
functions such that (1.33) holds along with

V̇ (ζ,u) ≤ −α3(||ζ||)+α4(||u||). (1.35)

Clearly, (1.35) implies (1.34).

Further, the authors of [35] stated the following theorem:

Theorem 1.3

The system (1.31) is ISS w.r.t. the input u(t) if and only if it admits an ISS-Lyapunov
function.

One can use example 4 to illustrate Theorem 1.3 .
The next section of the chapter is dedicated to the summary of a few observer design method-
ologies.

1.3 State-of-the-art on nonlinear observer design
State estimation techniques for linear systems have been extensively studied and proven to be
quite reliable. The Kalman filter [38] and the Luenberger observer [39] were the first state
estimation approaches designed for linear systems. In contrast to linear systems, designing
observers for nonlinear systems remains a difficult task. As a result, a substantial amount of
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research is conducted in this domain, and several methods for each type of system are developed.
All these techniques have their own advantages and limitations. Several variants of nonlinear
observer approaches are described in Figure 1.5.

Figure 1.5: Various observer design methods

The subsequent subsection outlines a short recap of the various observer design methodologies.

1.3.1 Nonlinear transformation based method

The authors of [40] introduced the methodology based on coordinate transformation for designing
the observers for the nonlinear autonomous system.
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Consider a class of nonlinear autonomous systems in the subseqent form:

ẋ= f(x),
y = g(x),

(1.36)

where x ∈ Rn, y ∈ Rp are state vectors and output measurements, respectively. f(·) : Rn → Rm
and g(·) :Rn →Rr are the nonlinearities of the system dynamics and measurements, respectively.
In this method, by using a nonlinear change of coordinates Z = ϕ(x), the nonlinear system (1.36)
is transformed into the linear system under the following form:

ż =Azz+fz(y),
y = Czz.

(1.37)

The matrices Az and Cz are represented under the Brunovsky dual form [41], i.e.,

Az =
[
On−1 In−1
O O⊤

n−1

]
; Cz =

[
I1 O⊤

n−1

]
.

The form of the transformed linear system (1.37) is known as the canonical observer form.
Further, the Luenberger observer for the system (1.37) is considered for the estimation purpose
which is given by

˙̂z =Az ẑ+fz(y)+L(y−Cz ẑ), (1.38)
where ẑ is an estimated state, and L is an observer gain needs to be determined. The estimation
error of the observer is defined as x̃= x− x̂.
From (1.37) and (1.38), we obtain:

˙̃x= (Az −LCz)x̃. (1.39)

The gain L is computed by using pole placement conditions.
Furthermore, in [42], this method is extended for the systems with multiple outputs.
The authors of [43] considered the ensuing system for the design purpose:

ẋ= f(x,u),
y = g(x,u),

(1.40)

where u ∈ Rs is the input of the systems. Further, the following nonlinear coordinate transfor-
mation is employed for the observer development:

z = ϕ(x,u1),
yz = ψ(x,u1),

(1.41)

where u1 =
[
u u1

d . . . und

]⊤
, and uid represents ith derivative of u. Under this transformation,

the system (1.40) is reformulated as

ż =Azz+fz(y,u1),
yz = Czz.

(1.42)

The subsequent observer is considered under the assumption that all the terms uid exist:

˙̂z =Az ẑ+fz(y,u1)+L(yz − ŷz),
ŷz = Czz.

(1.43)
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The dynamic of the estimation error of the observer (1.43) is identical to the one described
in (1.39). Observer gain is computed by using pole placement methods. Hence, the observer
based on the nonlinear transformation can be implemented for multi-input systems.
In addition to this, several approaches based on the coordinate transformations are illustrated
in [44], [45] [46] and [47]. The drawbacks of this approach are listed as follows:

1. The types of systems that exhibit the aforementioned coordinate transformations tend to
be restricted and fail to encompass all classes of systems.

2. The method deployed for identifying such transformation is intricate and demands an
elevated level of complexity.

3. For systems with multiple outputs, the transformed systems encompass all the derivatives
of the input terms. It is quite restrictive in many scenarios, as derivatives of the input
terms may not exist.

1.3.2 High-gain observers

Over the last few decades, triangular forms of systems have become a centre of research in
control systems. The authors of [48] related the triangular structure of the systems to uniformly
observable systems, while the phase-variable form was introduced for deferentially observable
systems in [49]. The high-gain observer for the phase variable form was presented in [50],
while [51] dealt with the design of high-gain observers for the triangular forms. High-gain
observers are extensively used in control domains for state or parameter estimation and for
achieving the desired control. Some of the results were outlined in [52], [53], [7], [54], [55]
and [56].
Let us consider the subsequent class of nonlinear systems which is widely used for high-gain
observer design:

ẋ=Ax+Gf(x,u),
y = Cx,

(1.44)

where x∈Rn denotes state vectors, y ∈Rp represents output measurements, and u∈Rs is inputs
of the system. G=

[
0 0 · · · 1

]⊤
, C =

[
1 0 · · · 0

]
, and state matrix A is defined by,

(A)i,j =
{

1 . . . . . . . . . i= j+1,
0 . . . . . . . . . i ̸= j+1.

(1.45)

f(·) : Rn → Rm is the nonlinear part of the system dynamics which is assumed to be globally
Lipschitz w.r.t. x and u, i.e., it holds (A.1). In addition to this, the pair (A,C) is considered
as detectable. Further, the high-gain observer structure for the system (1.44) is given by,

˙̂x=Ax̂+Gf(x̂,u)+L(y−Cx̂), (1.46)

where x̂ ∈ Rn is an estimated state and L is the observer gain which needs to be computed.
From (1.44) and (1.46), the estimation error dynamic is obtained as follows:

˙̃x= (A−LC)x̃+G(f(x,u)−f(x̂,u)). (1.47)
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The aim of the proposed high-gain observer methodology is to compute the gain matrix L such
that estimation error x̃ is stable, and x̃→ 0 when t→ ∞. The error dynammics (1.47) is altered
based on the Lipschitz condition (A.1), and it leads to:

˙̃x= (A−LC)x̃+Gγf x̃. (1.48)

The estimation error depicts a time-dependent rise for the high Lipschitz constant γf , as seen
in (1.48). Thus, the gain L needs to be large enough such that it compensates for the huge differ-
ence between actual states and estimated states. Hence, the proposed observer with computed
gain matrix L is called as High-gain observer.
In high-gain methodology, the gain matrix L is written under the following form:

L= T (θ)K, (1.49)

where T (θ) = diag
(
θ θ2 · · · θn

)
,θ > 1, and K ∈ Rn×p. For further information, one can

read [7]. The following theorem delivers a sufficient condition for the asymptotic stability of the
error dynamic (1.47).

Theorem 1.4: [7]

If there exist symmetric positive definite matrix P , matrix R, δ > 0 and θ ≥ 1 such that

A⊤P +PA−C⊤R−R⊤C+ δI< 0, (1.50)

θ > θ0 = 2γfλmax(P )
δ

, (1.51)

then estimation error x̃ is asymptotically stable for K = P−1R.

Proof: One can find additional information on the proof of the theorem in [7], [57] and [58]. □

Table 1.2: Summary of HGO approaches

No Method Important consequences References

1 Astolfi/Marconi
high-gain observer

provides a trade-off between
estimating accuracy and
the rate of convergence

[59], [60]

2 Reduced-order
high-gain observer

aids to minimize
the computation complexity
of the observer, and provides
robustness to disturbances

and uncertainties

[61]

3 Adaptive high-gain observer

estimate the states of system
along with unknown parameters

efficiently, and offers a trade-off between
estimating accuracy and
the rate of convergence

[62], [63]
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According to [56] and [64], the key benefit of the high-gain methodology is that it always ensures
the existence of an exponentially convergent observer due to the tuning of only one parameter
which should be selected to be a large enough.
Recently, an abundance of research on high-gain observers has been conducted. Among these
proposed methods, a few approaches are summarised in Table 1.2.
Although authors of [33] and [65] have demonstrated the efficiency of high-gain observers in
output feedback control problems, the major drawback of the method is the use of high-gains.
The limitation of high-gain in this approach is resolved in [7].

1.3.3 Luenberger observers

The Luenberger observer, presented in [39], is the first state estimation technique designed for
linear systems and has manifested consistent reliability. Whereas it is not an easy task to develop
an observer for nonlinear systems. As a result, there has been a tremendous amount of research
done on the topic of the development of Luenberger observers, and various techniques have been
established.
Let us consider the ensuing system:

ẋ=Ax+Bu+f(x),
y = Cx,

(1.52)

where x ∈ Rn, y ∈ Rp and u ∈ Rs are state vectors, output measurements, and inputs of the
system, respectively. The nonlinear function f(·) : Rn → Rm is assumed to be globally Lipschitz
w.r.t. x, i.e., it satisfies (A.1). A, B and C are known constant matrices, and the pair (A,C) is
presumed to be detectable. Then, system (1.52) admits the following observer structure:

˙̂x=Ax̂+Bu+f(x̂)+L(y−Cx̂). (1.53)

From (1.52) and (1.53), the error dynamic is obtained as:

˙̃x= (A−LC)x̃+(f(x)−f(x̂)). (1.54)

The observer (1.53) is known as the Luenberger observer, and it is widely used in control systems
for state estimation purposes, for example, [19], [66], [10], [11], [12], [13], and so on. There are
various methodologies that have been developed in the literature to derive the conditions for the
stability of the error dynamic (1.54). Among these techniques, a few are recalled in the sequel.

1.3.3.1 LMI-based approach

Over the last few decades, LMI-based observers have gained a lot of attention from researchers.
Due to the rigorous use of Lyapunov theory, Lipschitz property of nonlinear functions, and
other mathematical tools such as Schur complement and Young inequality, various novel LMI
conditions have been developed which are presented in [18], [66], [12], [13], and [21].
The following theorem provides an LMI condition for the stability of the error dynamic (1.54):

Theorem 1.5: [18]

The estimation error dynamic (1.54) is asymptotically stable if there exist a symmetric
positive definite matrix P and a matrix R of the appropriate dimension so that the ensuing
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LMI condition holds: [
A⊤P +PA−R⊤C−C⊤R+ In P

P − 1
γ2
f
In

]
< 0. (1.55)

Further, gain matrix L is given by L= P−1R⊤.

For the proof of the theorem, one can delve into [18].
The authors of [11] proposed an improvement in LMI condition (1.55) to tackle the problem of
nonlinear systems having larger Lipschitz constants. The developed LMI condition is stated in
the subsequent theorem:

Theorem 1.6: [11]

The estimation error dynamic (1.54) is asymptotically stable if there exist matrices P =
P⊤ > 0 and R of appropriate dimension, and a positive scalar δ so that the following LMI
condition holds: [

A⊤P +PA−R⊤C−C⊤R+ δγ2
f In P

P −δIn

]
< 0. (1.56)

Further, gain matrix L is computed as: L= P−1R⊤.

For more details about this, one can refer [11]. Furthermore, in the same article, the authors
presented a less conservative Lipschitz condition which is illustrated in (A.2). Based on (A.2),
the consequent corollary is presented:

Corollary 1.1: LMI based on (A.2)

If there exist matrices P = P⊤ > 0 and R of appropriate dimension, and a positive scalar δ
so that the successive LMI condition holds:[

A⊤P +PA−R⊤C−C⊤R+ δT ⊤T P
P −δIn

]
< 0. (1.57)

Then, the estimation error dynamic (1.54) is asymptotically stable. The gain matrix L is
given by L= P−1R⊤.

In addition to this, further enhancements to the standard LMI approach were proposed by the
authors of [13,14,22], and [15].

1.3.3.2 Riccati equation-based method

Authors of [67] have employed ARE approach for the nonlinear observer design. Later on, in [19],
a novel observer design technique is proposed for nonlinear systems. Further, the authors of [11]
proposed an ARE as an alternative for the LMI condition. Both LMIs (1.57) and (1.56) contain
two unknown variables P and L. The deployment of this approach reduces the computation
of unknown variables. A sufficient condition for the observer design is illustrated as follows:
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Theorem 1.7: [11]

If there exist δ > 0 and β ∈ R such that the following Ricatti inequality has a solution as
P = P⊤ > 0 :

A⊤P +PA+ δT ⊤T + 1
δ
P⊤P −β2C⊤C < 0. (1.58)

Then the error dynamic (1.54) is asymptotically stable. Further, gain matrix L is given by
L= β2

2 P
−1R⊤.

In theorem 1, since P is the only unknown, the Riccati inequality (1.58) is relatively simpler to
solve than solving both LMIs (1.57) and (1.56). The efficiency of this method is demonstrated
in [11].
In the literature, various observer methodologies are proposed for the state estimation of the
systems. However, in many practical applications, the dynamics and measurements of the system
are very susceptible to being corrupted by external disturbances or noise. In such scenarios, the
proposed observers must be able to reconstruct the system’s state by attenuating the noise or
disturbances. In the sequel, such observer design techniques are recalled.

1.3.4 Revealing the nonlinear observer design for the disturbance-affected
systems

Designing observers to estimate the states of the systems in the presence of noise and distur-
bances is one of the most challenging tasks in the control system. Due to noisy measurements
and external disturbances, it is difficult to obtain the states precisely. In such circumstances, it
is essential to develop the observers that perform within specified performance thresholds. Thus,
the observer design for systems states estimation under the presence of disturbances/noise has
become a critical issue.
For example,

• An H∞ criterion-based nonlinear observer has been proposed in [68] for the state-of-charge
(SoC) estimation of the lithium-ion battery model.

• The authors of [69] and [70] developed an observer for the control of glucose levels in type-2
diabetic patients.

• In [14], the nonlinear observer is designed for the slip angle estimation of an autonomous
vehicle model with noise-corrupted outputs and dynamics.

A few design methodologies are discussed in the subsequent part.

1.3.4.1 ISS based approach

In Subsection 1.2.5, the notion of ISS is illustrated. The ISS approach enables an easy and
robust examination of the influence of system and measurement disturbances on estimate error.
From the Definition 19, it is easy to interpret that the states of the system are bounded for the
given bounded input. Similarly, in ISS-based observer design methods, the estimation error of
the observer is considered as the state, and noise ω is taken as input to the system. Further, a
sufficient condition on the gain matrix L is determined such that the estimation error dynamic
is ISS w.r.t. ω.
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Let us consider a generalised class of nonlinear systems under the presence of external distur-
bances or noise as follows:

ẋ=Ax+Bu+f(x)+Eω,

y = Cx+Dω,
(1.59)

where ω ∈ Rq is the disturbance or noise present in both system dynamics and measurements.
E ∈ Rn×q and D ∈ Rp×q are known constant matrices and other parameters are the same as
described in (1.52). The system (1.59) holds the following assumptions:

1. The pair (A,C) is detectable.

2. The nonlinear function f(·) : Rn → Rm is globally Lipschitz w.r.t. x, i.e., it fulfils (A.1).

For the state estimation purpose, the ensuing observer structure is considered:

˙̂x=Ax̂+Bu+f(x̂)+L(y−Cx̂). (1.60)

From (1.59) and (1.60), the error dynamic is obtained as:

˙̃x= (A−LC)x̃+(f(x)−f(x̂))+(E−LD)ω. (1.61)

The objective of the observer design is to compute an observer gain L such that the estimation
error x̃ is an ISS w.r.t. ω. The subsequent theorem of [32] showcases a sufficient LMI condition
such that system (1.61) is an ISS w.r.t. to ω.

Theorem 1.8: [32]

If there exist matrices P = P⊤ > 0, R of appropriate dimensions and a positive scalar α
such that [

A⊤P +PA−R⊤C−C⊤R+αγ2
f I P

⋆ −α
2 I

]
< 0, (1.62)

then, the system (1.61) is an ISS w.r.t. the disturbance ω. The gain matrix is computed as
L= P−1R⊤.

Proof: For more details about the proof of theorem 1.8 , one can refer to [32]. □

The efficiency of ISS-based nonlinear observer is highlighted in [71], [72] and [37].

1.3.4.2 H∞observer

An alternative for ISS-based observers is H∞ observers. For the simplicity of representation, let
us consider a generalised class of nonlinear systems:

ẋ=Ax+Bu+Gf(Hx)+Eω,

y = Cx+Dω,
(1.63)

where all parameters and variables are illustrated in (1.59). f(Hx) denotes the state-dependent
nonlinearity, where H ∈ Rn×n is a known constant matrix. In (1.59), the nonlinearity is con-
sidered in a generalised way whereas in (1.63), the nonlinearity in the form of f(H x) allows to
introduce a constraint which is often found in the multi-variable systems.
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The observer for the system (1.63) is given by

˙̂x=Ax̂+Bu+Gf(Hx̂)+L(y−Cx̂). (1.64)

From (1.63) and (1.64),

˙̃x= (A−LC)x̃+G(f(Hx)−f(Hx̂))+(E−LD)ω. (1.65)

Furthermore, it is assumed that f(Hx) satisfies:

(f(Hx)−f(Hx̂))⊤
(

(f(x)−f(x̂))−KHx̃

)
≤ 0, (1.66)

where K is a symmetric positive definite matrix of appropriate dimension.
The aim is to calculate the observer gain L such that the estimation error dynamic (1.65) holds

||x̃||Ln2 ≤
√
µ||ω||2Lq2 +ν||x̃0||2, (1.67)

where µ > 0 indicates the disturbance attenuation level and ν > 0 is to be determined.
The authors of [73] proposed the ensuing theorem which provides a sufficient condition for
asymptotic stability of the error dynamic (1.65).

Theorem 1.9: [73]

If there exist scalars τ ≥ 0, σ and a matrix P = P⊤ > 0 of appropriate dimension such that
the subsequent optimization problem is solvable:

min µ2

Subject to P ≥ tI, τ ≥ 0, andM11 M12 M13
⋆ −τI 0
⋆ ⋆ −µ2I−σD⊤D

< 0,
(1.68)

where

M11 =A⊤P +PA−σC⊤C+ I, (1.69)

M12 = PG+ 1
2τH

⊤K⊤, (1.70)

M13 = PE−σC⊤D. (1.71)

Then the estimation error dynamic (1.65) fulfils H∞ criterion (1.67). The gain matrix L is
calculated as: L= 1

2P
−1C.

One can refer to [73] for the proof of Theorem 1.9 .
Though the standard nonlinear Luenberger observers are proven to be quite reliable, there are
certain nonlinear estimation techniques were established in the literature. Among these, one of
the popular methods is recapitulated in the sequel.
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1.3.5 A generalised Arcak’s observer

The authors of [74] proposed a new observer configuration for the state estimation of nonlinear
systems. In this method, a standard Luenberger observer structure is modified with the addition
of a gain inside the nonlinear part of the system dynamics.
The class of generalised nonlinear systems used for this method is given by,

ẋ=Ax+Bu+Gf(Hx),
y = Cx,

(1.72)

where x ∈ Rn, y ∈ Rp and u ∈ Rs are state vectors, output measurements, and inputs of the
system, respectively. A, B, G, H and C are known constant matrices of appropriate dimensions,
and it is assumed that pair (A,C) is detectable. The nonlinear function f(Hx) is considered as
a m-dimensional vector where each entry is a function of a linear combination of states, i.e.,

fi = fi(
n∑
j=1

Hijxj), i= 1, . . . ,m. (1.73)

. In addition to this, each fi is assumed to be non-decreasing, i.e., it fulfils:

0 ≤ fi(x1)−fi(x2)
x1 −x2

, ∀ x1 ̸= x2 ∈ R. (1.74)

For ease of comprehension, let us define θ =Hx.
The structure of the proposed observer is represented as follows:

˙̂x=Ax̂+Bu+Gf(θ̂)+L1(y−Cx̂),
θ̂ =Hx−L2(y−Cx̂),

(1.75)

where x̂ represents the estimated state obtained from the observer, and L1,L2 are observer gain
matrices of appropriate dimension. The pictorial illustration of Arcak’s observer is displayed in
Figure 1.6.
From (1.72) and (1.75), the estimation error dynamic is achieved as follows:

˙̃x= (A−LC)x̃+G(f(θ)−f(θ̂)). (1.76)

A sufficient condition to ensure the stability of the error dynamic (1.76) is described in the
succeeding theorem.

Theorem 1.10: [74]

If there exist a symmetric positive definite matrix P , a positive scalar ϵ and a diagonal
matrix Λ such that[

(A−L1C)⊤P +P (A−L1C)+ ϵI PG+(H−L2C)⊤Λ
⋆ 0

]
< 0 (1.77)

Then, the estimation error dynamic (1.76) is exponentially stable.
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Figure 1.6: Diagrammatic representation of Arcak’s observer

Further, authors of [75] relaxed the constraint (1.74) on f(Hx) by considering that it holds

0 ≤ fi(x1)−fi(x2)
x1 −x2

≤ bi, ∀ x1 ̸= x2 ∈ R, (1.78)

where each bi is a positive scalar.
From (1.78), the ensuing LMI condition is deduced.

Theorem 1.11: [75]

If there exist a symmetric positive definite matrix P , a positive scalar ϵ and a diagonal
matrix Λ such that[

(A−L1C)⊤P +P (A−L1C)+ ϵI PG+(H−L2C)⊤Λ
⋆ −2

b

]
< 0 (1.79)

Then, the estimation error dynamic (1.76) is exponentially stable at the origin.

Furthermore, Arcak’s observers gained a lot of attention from researchers, and several enhanced
results are presented in [13,14,22,76,77].

1.4 Conclusion
This chapter primarily provided a brief summary of the fundamental notions utilised in the
development of nonlinear observers. The presentation offers a distinctive point of view on
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the subject and makes no claim to be exhaustive. In particular, some important concepts of
observability and stability are illustrated in the chapter. In addition to this, some mathematical
tools required for the observer design were recalled. Further, a few observer design methodologies
were discussed. It shows that there is no particular method for nonlinear observer design.
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2.1 Introduction
Observer design for nonlinear systems has garnered a lot of attention in recent years. This is
because comprehending the system’s current state is crucial in numerous applications. Vari-
ous tasks in the control domain, such as monitoring the systems, controlling the systems, and
decision-making, are performed through the utilisation of such real-time information. Conse-
quently, observers serve an integral role in modern-day applications, for example, autonomous
vehicle tracking [15], the state-of-charge estimation of LI-ion battery model [68], cardiovascular
application [78], and so on. The effectiveness of observers for linear systems has been thoroughly
investigated. The first observer approach developed for linear systems was the Luenberger ob-
server [39]. In comparison to linear systems, observer design for nonlinear systems is still an
arduous problem. There seems to be no standardised design process for the development of
observers in nonlinear systems. Due to this, an abundant amount of research has been con-
ducted in this discipline, and numerous methods have been developed for each type of system
(for example, [75], [76], [79], [56], [80], etc.). In the most recent literature, several novel observer
design techniques have been proffered in [81] [22], [82], [83] and [84]. Among these techniques,
LMI-based methodologies have earned an ample amount of interest and several outcomes have
been published in [12], [13], [21], [14], [22] and [15]. Some of these approaches depended on S-
Procedure lemma [18], Riccati equations [11], and Young inequality [17]. Though each method
provides a unique way to tackle nonlinearities, there is scope for improvement.
The objective of the chapter is to introduce a novel LMI condition that can be enhanced further
to provide a less conservative LMI method than existing ones. The remainder of the chapter is
organised as follows: An overview of LMI-based observers and the motivation of the proposed
methodology are discussed in Section 2.2. The prerequisites required for new observer design
methods are illustrated in Section 2.3. A new matrix multiplier-based LMI approach is pre-
sented in 2.4. Further, Section 2.5 contains an enhanced matrix multiplier-based LMI approach.
Section 2.6 includes the examination of the proposed techniques through numerical examples.
At the end, some conclusions are given in Section 2.7.

2.2 Towards enhanced LMI-based observers: hurdles and po-
tentialities

As stated in the aforementioned section, there has been an enormous amount of research con-
ducted on the topic of LMI-based nonlinear observers. Amidst these methods, a few design
techniques are summarized in Table 2.1. Several of these methods are recapitulated in Sec-
tion 1.3. In this section, additional popular approaches are revisited to showcase the possible
enhancements of the existing LMI-based techniques.

Table 2.1: Summary of LMI-based nonlinear observer approaches

No Method Citation
1 Observers based on Lipschitz properties [14], [21], [11]
2 Observers based on bounded Jacobian [83], [85]
3 Observers for systems with nonlinearities satisfying δQC [77], [86]
4 Observers for systems with non-monotonic nonlinearities [15]

This section begins with a discussion of the features of the method proposed in [21]. In this
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chapter, the authors presented the LMI-based nonlinear observer by utilising a reformulated
Lipschitz property (see Definition 3 of Appendix A.1 and the well-known LPV approach.
In [21], the following class of a nonlinear system is used:

ẋ=Ax+Gγ(x)+Bu,

y = Cx,
(2.1)

where x ∈ Rn is the state vector, y ∈ Rp is the output measurement and the input of the system
is denoted by u ∈ Rs. The matrices A ∈ Rn×n, G ∈ Rn×m, B ∈ Rn×s, and C ∈ Rp×n are known
and constant. The function γ(·) : Rn → Rm is assumed to be globally Lipschitz. The subsequent
observer structure is employed for the state estimation purpose:

˙̂x=Ax̂+Gγ(x̂)+Bu+L(y−Cx̂), (2.2)

where x̂ is the estimated state obtained from the observer, and L is a gain matrix. The estimation
error of the observer is defined as x̃= x− x̂. From (2.1) and (2.2), the error dynamic is given by

˙̃x= (A−LC)x̃+G(γ(x)−γ(x̂)). (2.3)

Further, by implementing the reformulated Lipschitz property (A.6) on f(x), we get

γ(x)−γ(x̂) =
n∑
i=1

n∑
j=1

γijHij , (2.4)

γijmin ≤ γij ≤ γijmax . (2.5)

For more details about this, one can refer to [21]. Therefore, the error dynamic (2.3) is modified
as

˙̃x= (A−LC)x̃+G(
n∑
i=1

n∑
j=1

γijHij). (2.6)

The stability condition of the error dynamic (2.6) is obtained by utilising the LPV approach
and Lyapunov theory. The derived criterion is and stated as follows:

Theorem 2.1: [21]

The error dynamic (2.3) is asymptotically stable if there exist matrices P > 0 ∈ Sn and
R ∈ Rp×n so that the ensuing optimization problem is solvable:

A(Φ)⊤P +PA(Φ)+A⊤P +PA−C⊤R−R⊤C ≤ 0,∀Φ ∈ VHn , (2.7)

where

A(Φ) =
n∑
i=1

n∑
j=1

γijGHij , (2.8)

VHn = {Φ ∈ Rn×n : ϕij ∈ {γijmin ,γijmax}}. (2.9)

The observer gain is computed by using L= P−1R⊤.

Proof: For the proof, one can follow the steps provided in [21]. □
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The positive aspects of this method are enumerated below:

I. LMI (2.7) provides a feasible solution for the larger Lipschitz constants, whereas, for the
same constants, the LMI conditions of [11] and [75] are infeasible. It interprets that the
LMI of [21] is more efficient than the one proposed in [11] and [75].

II. Another advantage of the aforementioned approach is that the use of the newly reformulated
Lipschitz condition allows the introduction of additional degrees of freedom than those
obtained from the standard Lipschitz property.

Further, the authors of [14] and [17] had incorporated a new variant of Young inequality (A.10)
with the reformulated Lipschitz property and derived a new LMI condition for H∞ nonlinear
observers. In [17], the authors considered the subsequent nonlinear system:

ẋ=Ax+Gγ(x)+Bu+Eω,

y = Cx+Dω,
(2.10)

where ω ∈ Rq is L2 bounded disturbance affecting both system dynamics and measurements.
E ∈ Rn×q and D ∈ Rp×q are known constant matrices. Other parameters are the same as those
defined in (2.1). The function γ(·) : Rn → Rm is presumed to be a global Lipschitz nonlinear
function, and it is represented in the following form:

γ(x) =



γ1(H1x)
γ2(H2x)

...

γi(
νi︷︸︸︷
Hix)
...

γm(Hmx)


, (2.11)

where Hi ∈Rni×n. For the state estimation of the nonlinear system (2.10), an observer structure
specified in (2.2) is used. From (2.10) and (2.2), the error dynamic is computed as

˙̃x= (A−LC)x̃+G(γ(x)−γ(x̂))+(E−LD)ω. (2.12)

Furthermore, analogous to (2.4), we get:

γ(x)−γ(x̂) =
m∑
i=1

ni∑
j=1

γijHijHi(x− x̂), (2.13)

where Hij = en(i)⊤en(j). In addition to this, each function γij fulfils (2.5).
Hence, the error dynamic (2.12) is reformulated as

˙̃x= (A−LC)x̃+
m∑
i=1

ni∑
j=1

(
γijGHijHix̃

)
+(E−LD)ω. (2.14)

The following theorem provides an LMI condition for the asymptotic stability of the error
dynamics (2.14):
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Theorem 2.2: [17]

The estimation error dynamic (2.14) is H∞ asymptotically stable if there exist P > 0 ∈ Sn,
Zij > 0 ∈ Sni∀i ∈ {1, . . . ,m}, j ∈ {1, . . . ,ni} and R ∈ Rp×n such that the ensuing convex
optimization problem is solvable:

minimize µ, (2.15)

subject to
[
A Σ
⋆ −ΛZ

]
< 0, (2.16)

where

A =
[
A⊤P +PA−R⊤C−C⊤R+ In PE⊤ −R⊤D

⋆ −µIq

]
, (2.17)

Σ =
[
Σ1 Σ2 · · · Σm

]
, (2.18)

Σi =
[
N 1
i (P,Zi1) N 2

i (P,Zi2) · · · N ni
i (P,Zini)

]
, (2.19)

N j
i (P,Zi1) =

[
PGHij

O

]
+
[
H⊤
i

O

]
Zij , (2.20)

Λ = block-diag
( 2
γ11max

· · · 2
γ1n1max

· · · 2
γm1max

· · · 2
γmnmmax

)
, (2.21)

Z = block-diag
(
Z11 · · · Z1n1 · · · Zm1 · · · Zmnm

)
. (2.22)

Proof: For the proof, one can follow the development presented in [17] by considering α= 0. □

In [17] and [14], the authors had developed a less conservative LMI condition than the one in [12]
and [13] for the nonlinear Lipschitz systems. The key point of this method is the inclusion of
a block-diagonal matrix along with a new variant of Young inequality in the LMI formulation.
It yields an enhanced LMI condition with additional numbers of degrees of freedom from a
feasibility point of view. The addition of a block-diagonal multiplier matrix in the LMI approach
is intriguing and beneficial, yet there is still scope for enhancement. The question that arises
here is why a block-diagonal matrix structure only.

This question inspires the authors to propose a novel LMI condition based on a more
generalised matrix multiplier than a block diagonal matrix. The inclusion of such a
matrix may include additional decision variables inside the LMI condition and may lead
to an enhancement in existing LMI approaches. The motivation behind the development
of the new LMI condition is depicted in Figure 2.1.

Before presenting the novel LMI conditions, some preliminaries are illustrated in the next section.

2.3 Preliminaries
This section is devoted to the introduction of some prerequisites that will be utilised in this
chapter and the subsequent chapters.
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Figure 2.1: Encouraging towards the development of new matrix multiplier-based LMIs

Lemma 2.1: [21]

Let ϕ :Rn →Rn be a nonlinear function. Then, the following two statements are equivalent:

1. ϕ is globally Lipschitz with respect to its argument, i.e.,

∥ϕ(X)−ϕ(Y )∥ ≤ ϕγ∥X−Y ∥, ∀X,Y ∈ Rn. (2.23)

2. For all, i, j = 1, . . . ,n, there exist functions ϕij :Rn×Rn →R, and constants ϕijmin and
ϕijmax such that ∀X, Y ∈ Rn,

ϕ(X)−ϕ(Y ) =
n∑
i=1

n∑
j=1

ϕijHij(X−Y ), (2.24)

where Hij = en(i)e⊤
n (j), and ϕij ≜ ϕij(X

Yi,j−1
i ,X

Yi,j
i ).

The functions ϕij(.) are globally bounded as follows:

ϕijmin ≤ ϕij ≤ ϕijmax . (2.25)

One can go through Appendix A.1 for more details about Lemma 2.1 .
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Lemma 2.2

Consider the ensuing matrices:

Ψ⊤
a =

[
a1In a2In . . . anIn

]
, (2.26)

Ψ⊤
b =

[
b1In b2In . . . bnIn

]
, (2.27)

where 0 ≤ ai ≤ bi ∀i ∈ {1, . . . ,n}.
Let us define

Z =



Z1 Za2
1

. . . Zan−1
1

Zan1
⋆ Z2 . . . Zan−1

2
Zan2

⋆ ⋆
. . . ...

...
⋆ ⋆ . . . Zn−1 Zann−1

⋆ ⋆ . . . ⋆ Zn


, (2.28)

where Zi = Z⊤
i > 0 ∈ Rn×n,Z

aji
= Z⊤

aji
≥ 0 ∈ Rn×n ∀ i ∈ {1, . . . ,n} so that Z > 0.

Then, the succeeding inequality is true:

Ψ⊤
a ZΨa ≤ Ψ⊤

b ZΨb. (2.29)

Proof: By using (2.26), (2.27) and (2.28), Ψ⊤
a ZΨa and Ψ⊤

b ZΨb are computed as follows:

Ψ⊤
a ZΨa = a2

1Z1 +a2
2Z2 + . . .+a2

nZn+2a1a2Za2
1

+ . . .+2a1anZan1 +2a2a3Za3
2

+ . . .

+2a2anZan2 +2a3a4Za4
3

+ . . .+2an−1anZann−1
,

Ψ⊤
b ZΨb = b2

1Z1 + b2
2Z2 + . . .+ b2

nZn+2b1b2Za2
1

+ . . .+2b1bnZan1 +2b2b3Za3
2

+ . . .

+2b2bnZan2 +2b3b4Za4
3

+ . . .+2bn−1bnZann−1
.

Then,

Ψ⊤
a ZΨa−Ψ⊤

b ZΨb = (a2
1 − b2

1)︸ ︷︷ ︸
∆1

Z1 +(a2
2 − b2

2)︸ ︷︷ ︸
∆2

Z2 + . . .+(a2
n− b2

n)︸ ︷︷ ︸
∆n

Zn+2(a1a2 − b1b2)︸ ︷︷ ︸
∆11

Za2
1

+ . . .+2(a1an− b1bn)︸ ︷︷ ︸
∆1(n−1)

Zan1 +2(a2a3 − b2b3)︸ ︷︷ ︸
∆21

Za3
2

+ . . .

+2(a2an− b2bn)︸ ︷︷ ︸
∆2(n−2)

Zan2 + . . .+2(an−1an− bn−1bn)︸ ︷︷ ︸
∆(n−1)1

Zann−1
.

Since 0 ≤ ai ≤ bi ∀ i ∈ {1, . . . ,n},

∆i ≤ 0∀ i ∈ {1, . . . ,n}
∆ij ≤ 0∀ i, j ∈ {1, . . . ,n−1}.

Further, from Zi > 0 and Zai ≥ 0, we get:

Ψ⊤
a ZΨa−Ψ⊤

b ZΨb ≤ 0.

Hence, proved. □
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Corollary 2.1

If there exist matrices Ψϕ and Ψb, illustrated in (2.26) and (2.26), respectively, along with
the matrix Z in the following form:

Z =


Z1 αZ2 . . . αZn
⋆ Z2 . . . αZn

⋆ ⋆
. . . αZn

⋆ ⋆ ⋆ Zn

 , (2.30)

where Zi = Z⊤
i > 0 ∀ i ∈ {1, . . . ,n}, and 0 ≤ α≤ 1. Then, the following inequality fulfils:

Ψ⊤
a ZΨa ≤ Ψ⊤

b ZΨb. (2.31)

Proof: In the proof of Lemma 2.2 , if Z
aji

is replaced by αZi, it is easy to deduce the inequal-
ity (2.31). □

Corollary 2.2

If there exist matrices Ψa, Ψb and Z defined in (2.26), (2.27) and (2.28) respectively, and
both fulfils the inequality (2.29). Then, for any block-diagonal matrix A of appropriate
dimensions, the subsequent inequality holds true:

Ψ⊤
a A

⊤ZAΨa ≤ Ψ⊤
b A

⊤ZAΨb. (2.32)

Proof: For any block-diagonal matrix A, if matrix Z is positive definite, then matrix A⊤ZA
is also positive semi-definite. Thus, by applying Lemma 2.2 on Ψa and Ψb with a positive
semi-definite matrix A⊤ZA, the inequality (2.32) is achieved, which ends proof. □

2.4 Incorporating the matrix multipliers in LMI-based nonlin-
ear observers

This section is focused on an attempt to address the question raised at the end of Section 2.2.
In the corresponding section, an LMI condition is derived by using Young inequality, the refor-
mulated Lipschitz property, and a newly defined matrix structure.

2.4.1 Problem formulation

For simplicity of the presentation, the system with nonlinear dynamics and linear outputs is
considered for observer development and it is portrayed by the following set of equations:

ẋ=Ax+Gf(x)+Bu,

y = Cx,
(2.33)

where x ∈ Rn, y ∈ Rp and u ∈ Rs represent the states, the output measurements, and the input
of the system, respectively. A ∈ Rn×n, G ∈ Rn×m, B ∈ Rn×s, and C ∈ Rp×n are known constant
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matrices. The function f(·) : Rn → Rm is assumed to be globally Lipschitz, and it is written
under the succeeding form:

f(x) =



f1(H1x)
f2(H2x)

...

fi(
νi︷︸︸︷
Hix)
...

fm(Hmx)


, (2.34)

where Hi ∈ Rni×n. Without loss of generality, let us presume that ni is the same for all the
nonlinear functions f1, . . . ,fm, i.e., ni = n̄, ∀i= 1, . . . ,m. Since matrices Hi are not unique, this
gives the freedom of choosing n̄ accordingly which is the benefit of the proposed method over
the method of [76]. The choice of n̄ plays a vital role in the improvements of the new LMI
condition, which is highlighted in the sequel.
The ensuing Luenberger state observer is utilised for state estimation purposes:

˙̂x=Ax̂+G



f1(H1x̂)
f2(H2x̂)

...

fi(
ν̂i︷︸︸︷
Hix̂)
...

fm(Hmx̂)


+Bu+L(y−Cx̂), (2.35)

where x̂ is the estimate of state x and the matrix L ∈ Rn×p is an observer gain. The estimation
error of the observer (2.35) is defined as

x̃= x− x̂. (2.36)

Further, from (2.33) and (2.35), the estimation error dynamic is given by
˙̃x= Ax̃+G(f̃(x, x̂)), (2.37)

where

A =A−LC, (2.38)

f̃(x, x̂) = f(x)−f(x̂) =


f1(ν1)
f2(ν2)

...
fm(νm)

−


f1(ν̂1)
f2(ν̂2)

...
fm(ν̂m)

 . (2.39)

Since f(.) is globally Lipschitz function, then from Lemma 2.1 , there exist functions

fij : Rn̄×Rn̄ → R for i ∈ {1, . . . ,m} and j ∈ {1, . . . , n̄},

and constants faij and fbij , such that,

f̃(x, x̂) =
m,n̄∑
i,j=1

fi,jHi,jHix̃, (2.40)

faij ≤ fij ≤ fbij , (2.41)
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where fij ≜ fij(ν
ν̂i,j−1
i ,ν

ν̂i,j
i ) and Hi,j = em(i)e⊤

n̄ (j).
Without loss of generality, let us assume that faij = 0 ∀i ∈ {1, . . . ,m} and j ∈ {1, . . . , n̄}, and it
leads to:

0 ≤ fij ≤ fbij . (2.42)

For more details about this, one can refer to [12] and [21].
Through the use of (2.40), the error dynamic (2.37) is reformulated as

˙̃x= Ax̃+
m,n̄∑
i,j=1

fijGHijHix̃. (2.43)

Objective

The primary goal of this section is to determine the gain matrix L such that the error
dynamic (2.43) is exponentially stable.

To obtain the necessary condition, the following standard quadratic Lyapunov function is de-
ployed:

V (x̃) = x̃⊤Px̃, where where P > 0 ∈ Sn.

Thus, V (x̃) holds:
λmin(P )∥x̃∥2 ≤ V (x̃) ≤ λmax(P )∥x̃∥2. (2.44)

The essential criterion for the exponential stability of a system is illustrated in Theorem 1.2
. The condition (2.44) is identical to the one specified in (1.26). To achieve an exponential
convergence of x̃ towards zero, another necessary condition on V̇ (x̃) is described as follows:

V̇ (x̃)+ ϵ∥x̃∥2 ≤ 0, where ϵ is a positive scalar. (2.45)

The inequality (2.45) is equivalent to the expression (1.27). The derivative of V (x̃) along the
trajectories of (2.43) is given by

V̇ (x̃) = x̃⊤P

(
Ax̃+

m,n̄∑
i,j=1

fijGHijHix̃

)
+
(
Ax̃+

m,n̄∑
i,j=1

fijGHijHix̃

)⊤
Px̃.

Hence,

V̇ (x̃) = x̃⊤
(
A⊤P +PA

)
x̃+ x̃⊤

(( m,n̄∑
i,j=1

fijPGHijHi

)
+
( m,n̄∑
i,j=1

fijPGHijHi

)⊤)
x̃. (2.46)

From (2.45) and (2.46), the required condition for obtaining the exponential stability of the
error dynamic (2.43) is(

A⊤P +PA+ ϵI
)

+
(( m,n̄∑

i,j=1
fijPGHijHi

)
+
( m,n̄∑
i,j=1

fijPGHijHi

)⊤)
︸ ︷︷ ︸

N1

≤ 0. (2.47)

In the literature, several LMI-based methods have been developed for this class of systems.
All the proposed approaches provided LMI relaxations; however, the resulting LMI conditions
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remain conservative, and further improvements are possible. This is the motivation for proposing
new LMI conditions.
In the next subsection, Lemma 2.2 and Young inequality (A.9) will be exploited to improve
the standard LMI methods. In this approach, a matrix multiplier will be incorporated in the
LMI conditions, providing more degrees of freedom from a feasibility perspective compared to
existing methods.

2.4.2 Synthesis of LMI condition

Over the last two decades, various LMI-based techniques were proposed to address the Lipschitz
nonlinearity. Some classical methods rely on the S-Procedure lemma [11] or the standard Young
inequality [32]. In all these approaches, the authors tackled the nonlinearities with the standard
Lipschitz property (A.1), rather than using reformulated Lipschitz property (A.6). In this
subsection, a new LMI condition is designed by using Lemma 2.2 and an inequality (A.9). The
use of the detailed form allows the inclusion of more decision variables than methods using the
global form. Such extra degrees of freedom enhance the LMI feasibility.
In the proposed technique, the nonlinearity is handled differently as compared to [14]. The
nonlinear term N1 of (2.47) is written under the following form:

N1 =
[
f11In . . . f1nn̄In . . . fm1In . . . fmn̄In

]
︸ ︷︷ ︸

Φ⊤



(PGH11H1)⊤

...
(PGH1n̄H1)⊤

...
(PGHm1Hm)⊤

...
(PGHmn̄Hm)⊤


︸ ︷︷ ︸

Ū

+Ū⊤Φ. (2.48)

By implementing Young inequality (A.9) on (2.48), we get:

N1 = Φ⊤Ū + Ū⊤Φ ≤ Ū⊤Z−1Ū +Φ⊤ZΦ, (2.49)

where Z> 0, and it is illustrated as follows:

Z =



Z11 αZ12 . . . αZ1n̄ . . . αZm1 . . . αZmn̄
αZ12 Z12 . . . αZ1n̄ . . . αZm1 . . . αZmn̄

⋆ ⋆
. . . αZ1n̄ . . . αZm1 . . . αZmn̄

⋆ ⋆ ⋆ Z1n̄ . . . αZm1 . . . αZmn̄

⋆ ⋆ ⋆ ⋆
. . . αZm1 . . . αZmn̄

⋆ ⋆ ⋆ ⋆ ⋆ Zm1 . . . αZmn̄

⋆ ⋆ ⋆ ⋆ ⋆ ⋆
. . . αZmn̄

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Zmn̄


, (2.50)

where Zij > 0 ∈ Sn,∀i ∈ {1, . . . ,m};j ∈ {1, . . . , n̄}, and 0 ≤ α≤ 1.
Let us define

Φm =
[
fb11In · · · fb1n̄In · · · fbm1In · · · fbmn̄In

]⊤
(2.51)
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Since 0 ≤ fij ≤ fbij , the following inequality is derived by using Corollary 2.1 on the matrices Φ,
Φm and Z:

Φ⊤ZΦ−Φ⊤
mZΦm ≤ 0. (2.52)

Thus, the inequality (2.49) is modified as

N1 ≤ Ū⊤Z−1Ū +Φ⊤
mZΦm. (2.53)

Hence, the necessary condition (2.47) is satisfied, if

(
A⊤P +PA+ ϵI

)
+ Ū⊤Z−1Ū +Φ⊤

mZΦm ≤ 0 (2.54)

Now, we can proceed to establish the subsequent theorem.

Theorem 2.3

The estimation error dynamic (2.43) converges exponentially towards zero if there exist
scalars ϵ > 0, and 0 ≤ α≤ 1 along with matrices P > 0 ∈ Sn, Z under the form of (2.50) and
R ∈ Rp×n, such that the following LMI condition is feasible:A(A,P,R) Ū⊤ Φ⊤

mZ
⋆ −Z O
⋆ ⋆ −Z

< 0, (2.55)

where
A(A,P,R) =A⊤P +PA−R⊤C−C⊤R+ ϵIn. (2.56)

The matrices Ū and Φm are defined in (2.48) and (2.51), respectively. The observer gain is
computed as L= P−1R⊤.

Proof: Since we have (2.54), the proof is straightforward. Indeed, by using the change of
variables R=L⊤P , and implementing the Schur lemma ( A.3) on (2.54), LMI (2.55) is obtained.
If the LMI condition (2.55) is feasible, then the exponential converges of error dynamics (2.43)
towards zero is ensured. □

Table 2.2: Computation of the number of decision variables of LMI (2.55)

Number of
decision variables

inside element A(A,P,R)

Number of
decision variables
inside matrix Z

Total

np︸︷︷︸
R

+ n(n+1)
2︸ ︷︷ ︸
P

mn̄

(
n(n+1)

2

)
+ 1︸︷︷︸

α1

(1 : α is chosen by users)

n(1+2p+n)
2 +

(
mn̄

(
n(n+1)

2

))
+1︸ ︷︷ ︸

additional variables
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2.4.3 Comment about the proposed LMI condition

The objective of this subsection is to highlight the advantages of the proposed LMIs. In order
to achieve more feasibility in convex optimization problems, one of the important parameters
is the number of decision variables inside LMIs. Thus, the computation of this parameter
for LMI (2.55) is showcased in Table 2.2. It interprets that the number of decision variables
inside LMIs (2.55) is dependent on the system parameters n and n̄. In the next section, the
effectiveness of these parameters on the LMI feasibility is evaluated. The comparison of the
number of additional decision variables with existing LMI methods is demonstrated in Table
2.3.

Table 2.3: Number of additional variables for several LMI methods

LMI of [13] LMI of [14] LMI (2.55)
Number of additional

variable
∑m
i=1ni

∑m
i=1

(
ni

(
ni(ni+1)

2

))
mn̄

(
n(n+1)

2

)
+1

It is easy to show that the number of additional variables inside the LMI (2.55) is higher than
the existing LMIs of [13] and [14]. It is one of the advantages of the proposed LMI method over
existing methods. This is due to the introduction of a new matrix multiplier in the LMI.
Though the proposed LMI includes an extra decision variable than existing approaches, these
newly defined matrix variables are dependent upon variables n (i.e., number of states) which is
restrictive in the case of large-scale dynamic systems. It may increase computational costs. In
addition to this, the inclusion of this additional variable is unable to provide any substantial
advancements in LMIs. Thus, there is a potential for improvements in the newly designed
LMI method such as consideration of a more generalised matrix multiplier. In the sequel, the
proposed LMI condition is enhanced by integrating a new matrix multiplier structure.

2.5 Enhancement in the matrix multiplier-based LMI approach

This section is dedicated to the development of an enhanced LMI condition based on a more
generalised matrix multiplier than the one employed in Section 2.4. In this segment, a class of
systems having nonlinear dynamics and nonlinear outputs is used for the observer design purpose.
This case is often encountered in many industrial applications, for example, the problem of
magnetic position estimation [87], the state of charge (SoC) estimation in battery management
system [68], and automotive slip angle estimation problem [14].

2.5.1 Problem Contextualization

The following sets of equations represent a class of nonlinear systems with nonlinear outputs:

ẋ=Ax+Gf(x)+Bu

y = Cx+Fg(x),
(2.57)
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where F ∈ Rp×r is constant matrix. The function g(·) : Rn → Rr is assumed to be globally
Lipschitz, and it is written under the following form:

g(x) =



g1(G1x)
...

gi(
θi︷︸︸︷
Gix)
...

gr(Grx)


, (2.58)

where Gi ∈ Rp̄×n is a constant matrix. The other matrices and variables remain the same as the
ones specified in (2.33).
Consider the subsequent observer form:

˙̂x=Ax̂+Gf(x̂)+Bu+L(y− ŷ),
ŷ = Cx̂+Fg(x̂).

(2.59)

where x̂ is the estimated state, and L ∈ Rn×p is the observer gain matrix.
From (2.57) and (2.59), the error dynamic is computed as follows:

˙̃x= Ax̃+Gf̃(x, x̂)−LF g̃(x, x̂), (2.60)

where A and f̃(x, x̂) are described in (2.38) and (2.39), respectively. g̃(x, x̂) is given by

g̃(x, x̂) = g(x)−g(x̂) =



g1(G1x)
...

gi(
θi︷︸︸︷
Gix)
...

gr(Grx)


−



g1(G1x̂)
...

gi(
θ̂i︷︸︸︷
Gix̂)
...

gr(Grx̂)


. (2.61)

Since g(·) is a globally Lipschitz function, then from Lemma 2.1 , there exist functions

gij : Rp̄×Rp̄ → R

and constants gaij and gbij , such that

g̃(x, x̂) =
r,p̄∑
i,j=1

gijGij(Gi)x̃, (2.62)

gaij ≤ gij ≤ gbij , (2.63)

where gij ≜ gij(θ
θ̂i,j−1
i ,θ

θ̂i,j
i ) and Gij = er(i)e⊤

p̄ (j). Without loss of generality, we assume that
gaij = 0 for all i ∈ {1, . . . , r} and j ∈ {1, . . . , p̄}, i.e.,

0 ≤ gij ≤ gbij . (2.64)

Hence, from (2.40) and (2.62), the error dynamic (2.60) is altered as:

˙̃x= Ax̃+
m,n̄∑
i,j=1

fijGHijHix̃−
r,p̄∑
i,j=1

gijLFGijGix̃. (2.65)
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The aim of this section is to compute the gain matrix L which ensures the exponential stability
of the error dynamic (2.65).
Let us consider the Lyapunov function V (x̃) = x̃⊤Px̃, where P > 0 ∈ Sn for the stability analysis
of the error dynamic (2.65). Analogous to Section 2.4, V (x̃) fulfils the condition (2.44), which
implies that V (x̃) admits (1.26).
Further, V̇ (x̃) is computed along the trajectories of (2.65), and illustrated as follows:

V̇ (x̃) = x̃⊤
(
A⊤P +PA

)
x̃+ x̃⊤

(( m,n̄∑
i,j=1

fijPGHijHi

)
+
( m,n̄∑
i,j=1

fijPGHijHi

)⊤)
x̃

− x̃⊤
(( r,p̄∑

i,j=1
gijPLFGijGi

)
+
( r,p̄∑
i,j=1

gijPLFGijGi
)⊤)

x̃

Similar to Section 2.4, we deduce that the error dynamic (2.65) satisfies the exponential stability
condition (2.45), if the following inequality holds:(

A⊤P +PA+ ϵI
)

+
(( m,n̄∑

i,j=1
fijPGHijHi

)
+
( m,n̄∑

i,j=1
fijPGHijHi

)⊤
)

+
(( r,p̄∑

i,j=1
gij(−PLF )GijGi

)
+
( r,p̄∑

i,j=1
gij(−PLF )GijGi

)⊤
)

≤ 0.

(2.66)

By considering R⊤ = PL, the inequality (2.66) is rewritten as:

A(A,P,R)+
[ m,n̄∑
i,j=1

(
(PGHij)︸ ︷︷ ︸

U⊤
ij

Vij︷ ︸︸ ︷
(fijHi)+V⊤

ijUij
)]

︸ ︷︷ ︸
N1

+
[ r,p̄∑
i,j=1

(
(−R⊤FGij)︸ ︷︷ ︸

M⊤
ij

Nij︷ ︸︸ ︷
(gijGi)+N⊤

ijMij

)]
︸ ︷︷ ︸

N2

≤ 0,

(2.67)

where A(A,P,R) is described in (2.56).
Now, the terms N1 and N2 are written under the following form:

N1 = U⊤V+V⊤U, (2.68)
N2 = M⊤N+M⊤N, (2.69)

where

U =
[
U⊤

11 · · · U⊤
1n̄ · · · U⊤

m1 · · · U⊤
mn̄

]⊤
, (2.70)

V =
[
V⊤

11 · · · V⊤
1n̄ · · · V⊤

m1 · · · V⊤
mn̄

]⊤
, (2.71)

M =
[
M⊤

11 · · · M⊤
1p̄ · · · M⊤

r1 · · · M⊤
rp̄

]⊤
, (2.72)

N =
[
N⊤

11 · · · N⊤
1p̄ · · · N⊤

r1 · · · N⊤
rp̄

]⊤
. (2.73)

Further, the terms V and N can be expressed in the following manner:

V =HΦ, and N =GΨ,
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where,

H = block-diag(H1, . . . ,H1︸ ︷︷ ︸
n̄ times

, . . . ,Hm, . . . ,Hm︸ ︷︷ ︸
n̄ times

), (2.74)

G= block-diag(G1, . . . ,G1︸ ︷︷ ︸
p̄ times

, . . . ,Gr, . . . ,Gr︸ ︷︷ ︸
p̄ times

), (2.75)

Φ⊤ =
[
f11I . . . f1n̄I . . . fm1I . . . fmn̄I

]
, (2.76)

Ψ⊤ =
[
g11I . . . g1p̄I . . . gr1I . . . grn̄I

]
. (2.77)

Thus, (2.68) and (2.69) are modified as:

N1 = U⊤(HΦ)+(HΦ)⊤U, (2.78)
N2 = M⊤(GΨ)+(GΨ)⊤M. (2.79)

2.5.2 LMI design with Young inequality

In this part of the chapter, the enhanced LMI condition is developed by using (A.9) and more
generalised matrix multipliers.
The ensuing inequalities are obtained by implementing Young inequality (A.9) on (2.78) and (2.79):

N1 ≤ U⊤Z−1U+Φ⊤H⊤ZHΦ, (2.80)
N2 ≤ M⊤S−1M+Ψ⊤G⊤SGΨ, (2.81)

where matrices Z and S are described in (2.82) and (2.83), respectively.
Let us define

Φ⊤
m =

[
fb11I . . . fb1n̄I . . . fbm1I . . . fbmn̄I

]
, (2.84)

and
Ψ⊤
m =

[
gb11I . . . gb1p̄I . . . gbr1I . . . gbrp̄I

]
. (2.85)

As Z > 0 and S > 0, we get H⊤ZH ≥ 0 and G⊤SG ≥ 0. Since each element of Φ and Φm

fulfils (2.42), one can obtain the successive inequalities through the utilisation of Corollary 2.2:

Φ⊤H⊤ZHΦ ≤ Φ⊤
mH

⊤ZHΦm, (2.86)
Ψ⊤G⊤SGΨ ≤ Ψ⊤

mG
⊤SGΨm. (2.87)

It leads to

N1 ≤ U⊤Z−1U+Φ⊤
mH

⊤ZHΦm, (2.88)
N2 ≤ M⊤S−1M+Ψ⊤

mG
⊤SGΨm. (2.89)

Therefore, condition (2.67) is satisfied if

A(A,P,R)+U⊤Z−1U+Φ⊤
mH

⊤ZHΦm+M⊤S−1M+Ψ⊤
mG

⊤SGΨm ≤ 0. (2.90)

With the necessary background established, the forthcoming theorem can be articulated, encap-
sulating a new LMI condition.
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, (2.82)

where Zij > 0 ∈ Sn̄, Zakij
≥ 0 ∈ Sn̄∀i,k ∈ {1, . . . ,m},&j ∈ {1, . . . , n̄}; Z

bkjij
≥ 0 ∈ Sn̄,∀i ∈

{2, . . . ,m},k ∈ {1, . . . ,m−1},&j ∈ {1, . . . , n̄} such that Z> 0.
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, (2.83)

where Sij > 0 ∈ Sp̄, Sakij ≥ 0 ∈ Sp̄∀i,k ∈ {1, . . . , r},&j ∈ {1, . . . , p̄}; S
bkjij

≥ 0 ∈ Sp̄,∀i∈ {2, . . . , r},k ∈
{1, . . . , r−1},&j ∈ {1, . . . , p̄} so that S> 0.

Theorem 2.4

Let us assume that there exist the matrices Z and S as specified in (2.82) and (2.83), respec-
tively, along with matrices P > 0 ∈ Sn and R∈Rp×n, and a positive scalar ϵ. The estimation
error dynamic (2.65) fulfils the exponential stability criterion (2.45) if the following LMI is
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feasible: 
A(A,P,R) U⊤ Φ⊤

mH
⊤Z M⊤ Ψ⊤

mG
⊤S

⋆ −Z O O O
⋆ ⋆ −Z O O
⋆ ⋆ ⋆ −S O
⋆ ⋆ ⋆ ⋆ −S

< 0, (2.91)

where matrices U, M, H, G, Φm and Ψm are illustrated in (2.70), (2.72), (2.74), (2.75),
(2.84) and (2.85) respectively. Other variables and parameters are defined in Theorem 2.3
. The gain of the observer is calculated by using L= P−1R⊤.

Proof: The proof of the theorem is obvious, as the Schur complement of (2.90) yields an
LMI (2.91), which ensures exponential stability of the error dynamics (2.65). □

2.5.3 LPV-based LMI approach

Recently, the new variant of Young relation (A.10) is used in the LMI-based observer design to
derive an enhanced LMI condition (for example, [14] and [22]). In this subsection, a well-known
LPV approach is incorporated to deduce a novel LMI condition.
The subsequent inequalities are derived by applying inequality (A.10) on (2.78) and (2.79):

N1 ≤ 1
2(U+ZHΦ)⊤Z−1(U+ZHΦ), (2.92)

N2 ≤ 1
2(M+SGΨ)⊤S−1(M+SGΨ), (2.93)

where matrices Z and S are defined in (2.82) and (2.83), respectively.
Therefore, inequality (2.67) holds if

A(A,P,R)+ 1
2

[(
U+ZHΦ

)⊤Z−1(U+ZHΦ
)]

+ 1
2

[(
M+SGΨ

)⊤S−1(M+SGΨ
)]

≤ 0. (2.94)

From (2.42), and (2.64), each element inside Φ and Ψ are bounded and belong to convex sets
Fm and Gr, respectively.
The sets Fm and Gr are defined as follows:

Fm ≜
{
Φ : 0 ≤ fij ≤ fbij ,∀i ∈ {1, . . . ,m}&j ∈ {1, . . . , n̄}

}
,

Gr ≜
{
Ψ : 0 ≤ gij ≤ gbij ,∀i ∈ {1, . . . , r}&j ∈ {1, . . . , p̄}

}
.

The set of vertices of Fm and Gr are given by

FHm =
{

{F11, . . . ,F1n̄, . . . ,Fm1, . . . ,Fmn̄} : Fij ∈ [0,fbij ]
}
, (2.95)

GGr =
{

{G11, . . . ,G1p̄, . . . ,Gr1, . . . ,Grp̄} : Gij ∈ [0,gbij ]
}
. (2.96)

Hence, (2.94) is rewritten as:

A(A,P,R)+
[1

2
(
U+ZHΦ

)⊤Z−1(U+ZHΦ
)]

∀Φ∈FHm

+
[1

2
(
M+SGΨ

)⊤S−1(M+SGΨ
)]

∀Ψ∈GGr
≤ 0.

(2.97)

After establishing the fundamental framework, we can define the following theorem.
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Theorem 2.5

Let us consider the matrices Z and S as specified in (2.82) and (2.83), respectively, along
with matrices P > 0 ∈ Sn and R ∈ Rp×n and a positive scalar ϵ. The estimation error
dynamic (2.65) achieves exponential stability if the following LMI is feasible.A(A,P,R)

(
U+ZHΦ

)⊤ (
M+SGΨ

)⊤
⋆ −2Z O
⋆ ⋆ −2S

< 0,∀Φ ∈ FFm , ∀Ψ ∈ GGr , (2.98)

where all variables and parameters remain consistent with those specified in Theorem 2.4 .

Proof: The LMI (2.98) is derived by implementing Schur lemma on (2.97). From convexity
principal [18], the exponential stability criterion (2.45) is satisfied by estimation error dynam-
ics (2.65) if LMI (2.98) is solved for all Φ ∈ FFm and Ψ ∈ GGr . □

2.5.4 LMIs for the nonlinear systems with linear outputs

The proposed LMIs (2.91) and (2.98) can be reconfigured for the system (2.33).
The subsequent corollaries present the novel LMI conditions for the computation of the observer
parameter of (2.35).

Corollary 2.3

The estimation error dynamic (2.43) fulfils the exponential stability criterion (2.45) if the
following LMI is feasible: A(A,P,R) U⊤ Φ⊤

mH
⊤Z

⋆ −Z O
⋆ ⋆ −Z

< 0, (2.99)

where all variables and parameters remain coherent with those specified in Theorem 2.4 .

Similarly,

Corollary 2.4

The feasibility of the following LMI indicates that the estimation error dynamic (2.43)
exhibits exponential stability, i.e., it satisfies criterion (2.45).[

A(A,P,R)
(
U+ZHΦ

)⊤
⋆ −2Z

]
< 0, ∀Φ ∈ FFm , (2.100)

where all variables and parameters are the same as the ones described in Theorem 2.5 .

The proof of both corollaries is straightforward. If one follows the proof of Theorem 2.4 and
Theorem 2.5 , it is easy to prove the corollaries mentioned above.
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2.6 Validation of proposed methodologies
This section is dedicated to highlighting the validity and effectiveness of the proposed method-
ology through numerical examples and practical application. First, an example of a nonlinear
system with linear outputs is considered to analyse the effect of various parameters on the LMI
feasibility. Further, another numerical example is used to compare the efficiency of the proposed
LMIs with the existing LMI methods. In addition to this, the practical application of a flexible
link robot model described in [11] is used to demonstrate the performance of the observer (2.35).

2.6.1 Numerical example 1

The following numerical example is taken from [14], and it is used to analyse the effect of the
parameter α on the feasibility of LMI (2.55).
Consider the nonlinear system described in (2.33) with following parameters:

A=

0 1 0
0 1 1
0 1 1

 , G=

1
0
0

 , B =

0
0
0

 and C =
[
1 0 1

]
.

The nonlinear function f : R2 → R is a differential function. Without loss of generality, we
assume that f satisfies condition (2.42), i.e.,

0 ≤ ∂f

∂νj
≤ θ, for j = 1,2. (2.101)

.
Let us consider the following two cases of n̄,

Case 1 :H1 =
[
1 0 0
0 0 1

]
; n̄= 2

Case 2 :H1 =

1 1 0
0 −1 0
0 0 1

 ; n̄= 3

Further, by using the YALMIP tool, LMI (2.55) is solved for this example and the LMI feasibility
is analysed for the following two cases of n̄.

Table 2.4: Maximum value of θ (i.e., θm) for which LMI (2.55) is feasible

α= 1 α= 0.75 α= 0.5 α= 0.25 α= 0.1
Case 1 θm 0.249 0.285 0.333 0.399 0.454
Case 2 θm 0.333 0.399 0.499 0.65 0.747

The effect of α on the feasibility of (2.55) is clearly seen in Tables 2.4. The term θm indicates
the maximum value of θ for which LMI (2.55) gives the feasible solution. From these two tables,
θm is increasing as α is reducing. Thus, LMI (2.55) has a larger feasibility region for smaller
values of α. The feasibility of a new matrix multiplier-based LMI (i.e., LMI (2.55)) is totally
dependent on the parameters α and n̄, as seen in this example.
In the sequel, another numerical example is considered to analyse the effectiveness of LMIs (2.99)
and (2.100).
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2.6.2 Numerical example 2

Let us analyse the feasibility of the proposed LMIs for the system (2.33) with respect to the
following parameters:

A=

0 1 0
0 1 1
0 1 −1

 ;G=
[
1 0 0
0 0 1

]
and C =

[
1 0 0
0 0 1

]
.

The nonlinearities present in this system are as follows:

1. f1(H1) = sin(θx1)sin(θx3) and H1 =

1 0 0
0 −1 0
0 1 −1

. Hence,

−θ ≤ ∂f1
∂x1

≤ θ and −θ ≤ ∂f1
∂x3

≤ θ.

2. f2(H2x) is a function such that, it holds 0 ≤ ∂f2
∂x2

≤ θ, along with H2 =

 1 1 0
−1 0 1
0 0 −1

.

Hence, m= 2 and n̄= 3.
To highlight the effectiveness of the proposed LMIs, the following cases are considered.

1. Case 1: LMI (2.99) with

Z =

Z11 αZ12 αZ21
⋆ Z12 αZ21
⋆ ⋆ Z21

 , (2.102)

where Z11,Z12,Z21 ∈ Rn̄×n̄ are symmetric positive definite matrices, and α= 0.5.

2. Case 2: LMI (2.99) with

Z =

Z11 Za12 Zb1
21

⋆ Z12 Zb2
21

⋆ ⋆ Z21

 , (2.103)

where Z11,Z12,Z21 ∈ Rn̄×n̄ are symmetric positive definite matrices, and Za12 ,Zb1
21
,Zb2

21
∈

Rn̄×n̄are symmetric positive semi-definite matrices.

3. Case 3: LMI (2.100) along with a matrix Z which is described in (2.103).

4. Case 4: LMI proposed in [21]

For different θ values, the LMIs from the above cases are solved using the MATLAB toolbox.
Table 2.5 indicates the maximum value of θ (i.e., θm) for which different LMIs are feasible. It
highlights that the proposed LMI (2.100) provides a better solution. In other words, it has the
maximum feasible region than the other methods described in the above cases. Thus, it validates
the efficiency of the proposed LMI.
From the above analysis, one can interpret that the inclusion of the newly defined matrix mul-
tipliers aids in the enhancement of the LMI approach from a feasibility point of view. In the
next chapter, the relaxation of the LMI conditions through the inclusion of matrix multipliers
will be discussed in detail.
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Table 2.5: Comparison of different LMI methods

Case 1 Case 2 Case 3 Case 4
θm 0.995 6.528×104 2.004×106 1.413×105

Figure 2.2: Plot of estimation error (x̃) in Case 1

Figure 2.3: Plot of estimation error (x̃) in Case 2

2.6.3 Implementation on a robotic arm manipulator

In this segment of the chapter, the observer performance is validated through a practical appli-
cation, a flexible link robot model. The proposed observer design is implemented in MATLAB,
and the effectiveness of the observer is evaluated.
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Figure 2.4: Plot of estimation error (x̃) in Case 3

Consider the system dynamics of the flexible link robot represented in the form of (2.33) with
the following parameters,

A=


0 1 0 0

−48.6 −1.25 48.6 0
0 0 0 1

19.5 0 −19.5 0

, B =


0

21.6
0
0

, G=


0
0
0

−3.33

, C =
[
1 0 0 0
0 1 0 0

]
.

Further, f(H1x) = sin(x3), where H1 =


0 1 0 1

−1 −1 0 0
1 0 1 0
0 0 0 −1

. Thus, m= 1 and n̄= 4.

The input of the system is assumed as u= sin(t). The initial states of system and observer are
considered as x(0) =

[
1 1 1 1

]
and x̂(0) =

[
0 0 0 0

]
, respectively.

The proposed LMIs, i.e., (2.55), (2.99) and (2.100) are solved in the MATLAB toolbox, and
the obtained result is summarized in Table 2.6. Further, the observer (2.35) is implemented in
MATLAB for the purpose of state estimation of robotic arm manipulator for each gain matrices.

Table 2.6: Representation of the results obtained from the solution of the proposed LMIs

Case 1 Case 2 Case 3
LMI (2.55) with α= 0.5 LMI (2.99) LMI (2.100)

L=


1.5389 −23.9559

−22.8269 10.1797
5.6981 69.0578
53.7942 288.2865

 L=


1.1694 −24.3703

−23.8745 6.6162
2.7935 48.9559
30.1371 142.4056

 L=


0.7399 −21.4370

−25.3612 3.4518
2.7557 52.6295
26.9135 103.4519



Figures 2.2, 2.3 and 2.4 depict the plot of estimation error x̃ of nonlinear observer based on



58Chapter 2. Evolving the LMI-based nonlinear observers: matrix multipliers as a key element

the proposed LMIs (2.55), (2.99) and (2.100), respectively. In all cases, the estimation er-
ror is converging toward zero exponentially which highlights the effectiveness of a new matrix
multiplier-based LMIs.

2.7 Conclusion
The agenda of this chapter was to introduce a new LMI-based observer design. In the context of
this objective, a few novel approaches have been proposed in this chapter and validated through
numerical examples. The key points of this chapter are listed as follows:

1 The use of reformulated Lipschitz property, i.e., Definition 3 of Appendix A.1 in LMI devel-
opment to handle the Lipschitz nonlinearities;

2 The introduction of newly defined matrix multipliers, i.e., (2.82) and (2.83);

3 The judicious utilisation of Young inequalities (A.9) and (A.10) to derive new LMI conditions;

4 The inclusion of LPV approach to enhance the proposed LMI methodology;

All these major contributions lead to the introduction of additional numbers of decision variables
inside LMIs and enrich the degrees of freedom. Hence, the proposed LMIs are more enhanced
than the existing ones from a feasibility point.
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3.1 Introduction

In the previous chapter, novel nonlinear observer design methods are developed for state estima-
tion purposes. However, most of the system dynamics and outputs are frequently corrupted by
exogenous signals such as noise/disturbances. Therefore, it is essential to consider the impact
of such external factors during the state estimation process in order to achieve precise state
reconstructions by the proposed observers. In the literature, an abundant amount of research is
conducted on the development of observers for these types of systems, for instance, the authors
of [68] have developed an LMI-based nonlinear observer to estimate the state-of-charge (SoC) of
the Li-ion battery model. In [13, 17], an H∞ observer is designed to estimate the states of the
neural mass model under the presence of disturbances/noise. Furthermore, an observer for the
control of glucose levels in type-2 diabetic patients is proposed in [69, 70]. Therefore, it moti-
vates the author to deploy the proposed matrix-multiplier-based LMI approach in the problem
of observer design for the disturbance-affected systems.
The objective of this chapter is to design an observer using a novel LMI condition for the
nonlinear system whose dynamics and outputs are corrupted by disturbance/noise. The primary
component of the novel LMIs is the newly defined matrix multipliers. The deployment of such a
matrix multiplier adds some additional numbers of decision variables inside LMIs and enhances
the LMI feasibility.
The rest of the chapter is structured as follows: Section 3.2 encompasses the design of H∞
nonlinear observer. The development of the LMI condition based on standard Young inequality
is illustrated in Subsection 3.2.1, whereas Subsection 3.2.2 includes the formulation of the LPV-
based LMI approach. The extension of the proposed new matrix-multiplier based-LMI approach
for the nonlinear system with local Lipschitz nonlinearities is showcased in Section 3.3. Further,
Section 3.4 emphasises the effect of the different structures of matrix multipliers on the proposed
LMIs. The enhancement of the developed LMI conditions and the validation of the proposed
observer are demonstrated in section 3.5 through numerical examples. Some conclusions are
drawn in Section 3.6.

Figure 3.1: Visualisation of disturbance-affected nonlinear system
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3.2 Design of H∞nonlinear observer
This section is dedicated to the observer design for a disturbance-affected nonlinear system.

3.2.1 Articulating the problem statement

Let us consider that a class of nonlinear systems with nonlinear outputs in the presence of
exogenous signals such as noise or disturbances is expressed by the subsequent equations:

ẋ=Ax+Gf(x)+Bu+E1ω1,

y = Cx+Fg(x)+D1ω2,
(3.1)

where

i) x ∈ Rn and y ∈ Rp denote the states and the measurements of the systems, respectively.

ii) u ∈ Rs depicts the input of the system.

iii) A,G,B,C,F are known constant matrices of appropriate dimensions.

iv) ω1 ∈ Rq1 and ω2 ∈ Rq2 are the exogenous signals such as noise or disturbances affecting the
system dynamics and outputs, respectively. Matrices E1 ∈Rn×q1 and D1 ∈Rp×q2 are known
and constant.

The graphical representation of system (3.1) is shown in Figure 3.1.
For the enhancement of comprehensibility, the system (3.1) is written under the ensuing form:

ẋ=Ax+Gf(x)+Bu+Eω,

y = Cx+Fg(x)+Dω,
(3.2)

where
E =

[
E1 0

]
; D =

[
0 D1

]
and ω =

[
ω1
ω2

]
.

The system (3.1) represents a more generalised form and is often encountered in practical situ-
ations. Whereas, the form specified in (3.2) facilitates the simplification of the observer design.
Therefore, the nonlinear systems (3.2) is considered for the rest of this section.

Remark 3.1

Since there is no assumption regarding the structure of the matrices E1,D1, or the dimension
of the disturbances ω1 and ω2, one can easily obtain the model (3.2) from (3.1).

The functions f(·) : Rn → Rm and g(·) : Rn → Rr are assumed to be globally Lipschitz. The
detailed form of functions f(·) and g(·) are described in (2.34) and (2.58), respectively.
The following Luenberger observer is deployed for the state estimation of the system (3.2):

˙̂x=Ax̂+Gf(x̂)+Bu+L(y− ŷ),
ŷ = Cx̂+Fg(x̂),

(3.3)

where x̂, ŷ denote estimated states and observer outputs, respectively, and L ∈ Rn×p is the
observer gain matrix.
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The estimation error of the observer (3.3) is defined as

x̃= x− x̂.

From (3.2) and (3.3), the dynamics of the estimation error (x̃) is computed and illustrated as
follows:

˙̃x= Ax̃+Gf̃(x, x̂)−LF g̃(x, x̂)+Eω, (3.4)

where

A =A−LC, (3.5)
E = E−LD, (3.6)

f̃(x, x̂) = f(x)−f(x̂), (3.7)
g̃(x, x̂) = g(x)−g(x̂). (3.8)

The terms f̃(x, x̂) and g̃(x, x̂) are elaborated in (2.39) and (2.61), respectively. Further, the
subsequent equations are computed by deploying Lemma 2.1 :

f̃(x, x̂) =
m,n̄∑
i,j=1

fijHijHix̃, (3.9)

and

g̃(x, x̂) =
r,p̄∑
i,j=1

gijGijGix̃, (3.10)

where functions fij and gij are defined in (2.40) and (2.62), respectively. Hij = em(i)e⊤
n̄ (j) and

Gij = er(i)e⊤
p̄ (j). Both functions are bounded as follows:

faij ≤ fij ≤ fbij , (3.11)
gaij ≤ gij ≤ gbij . (3.12)

Without loss of generality, let us assume that faij = 0 and gaij = 0. Thus, conditions (3.11)
and (3.12) are reformulated as follows:

0 ≤ fij ≤ fbij , (3.13)
0 ≤ gij ≤ gbij . (3.14)

By using (3.9) and (3.10), the error dynamic (3.4) is altered as:

˙̃x= Ax̃+
m,n̄∑
i,j=1

fijGHijHix̃−
r,p̄∑
i,j=1

gijLFGijGix̃+Eω. (3.15)

Remark 3.2

In various practical applications, it is possible to have faij , gaij ̸= 0. In such cases, (3.15) is
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rewritten as:

˙̃x=
(
A+

m,n̄∑
i,j=1

faijGHijHi−
r,p̄∑
i,j=1

gaijLFGijGi︸ ︷︷ ︸
Ã

)
x̃+

m,n̄∑
i,j=1

(fij −faij )︸ ︷︷ ︸
f̃ij

GHijHix̃

−
r,p̄∑
i,j=1

(gij −gaij )︸ ︷︷ ︸
g̃ij

LFGijGix̃+Eω.

Hence,

˙̃x= Ãx̃+
m,n̄∑
i,j=1

f̃ijGHijHix̃−
r,p̄∑
i,j=1

g̃ijLFGijGix̃+Eω. (3.16)

For the error dynamics (3.16), functions f̃ij and g̃ij fulfil (3.13) and (3.14), respectively. In
addition to this, both forms, i.e., (3.16) and (3.15) are identical.

Now, we can formulate the problem statement for this segment of the chapter, which is illustrated
as follows:

Objective

The purpose of this section is to determine the observer gain L such that

I) When ω= 0, the estimation error dynamic (3.15) is converging towards zero at t→ ∞.

II) When ω ̸= 0, the estimation error dynamic (3.15) satisfies the H∞ criterion:

∥x̃∥Ln2 ≤
√
µ∥ω∥2

Lq2
+ν∥x̃0∥2, (3.17)

where µ > 0. The term √
µ indicates the disturbance attenuation level, and ν > 0 is

to be estimated.

In order to investigate the H∞ stability of the error dynamic (3.15), a subsequent quadratic
Lyapunov function is considered:

V (x̃) = x̃⊤Px̃, where P > 0 ∈ Sn. (3.18)
The derivative of V (x̃) is computed along the trajectories of (3.15), yielding the subsequent
outcome:

V̇ (x̃) = x̃⊤(A⊤P +PA)x̃+ x̃⊤
[( m,n̄∑

i,j=1
fijPGHijHi

)
+
( m,n̄∑
i,j=1

fijPGHijHi

)⊤]
x̃

− x̃⊤
[( r,p̄∑

i,j=1
gijPLFGijGi

)
+
( r,p̄∑
i,j=1

gijPLFGijGi

)⊤]
x̃+ x̃⊤(PE)ω+ω⊤(E⊤P )x̃.

(3.19)

The error dynamic (3.15) fulfil the H∞ criterion (3.17) if it admits a Lyapunov function (3.18)
such that

W ≜ V̇ (x̃)+∥x̃∥2 −µ∥ω∥2 ≤ 0. (3.20)
One can go through Remark 3.3 for more details about this.
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Remark 3.3

If the inequality (3.20) is true, then it is easy to obtain:∫ t

0

(
V̇ (x̃, τ)+∥x̃(τ)∥2 −µ∥ω(τ)∥2

)
dτ ≤ 0 (3.21)

Since V (x̃(t)) ≥ 0, ∀t≥ 0, one can derive the following inequality from (3.21):

−V (x̃0)+∥x̃∥2
Ln2 −µ∥ω∥2

Lq2
≤ 0 when t→ ∞. (3.22)

Further, the inequality (3.22) can be rewritten as:

∥x̃∥2
Ln2 ≤ µ∥ω∥2

Lq2
+V (x̃0). (3.23)

Since V (x̃0) ≤ λmax(P )∥x̃0∥2, the condition specified in (3.23) is reformulated into:

∥x̃∥2
Ln2 ≤ µ∥ω∥2

Lq2
+λmax(P )∥x̃0∥2. (3.24)

The inequality (3.24) is identical to (3.17) along with ν = λmax(P ) > 0. Hence, the error
dynamic (3.15) satisfies the H∞ criterion (3.17) if it possess a Lyapunov function (3.18)
which holds the condition (3.20).

Now, through the utilisation of (3.20) and (3.19), we get:

W =
[
x̃
ω

]⊤[
A⊤P +PA−PLC−C⊤L⊤P + In PE−PLD

(⋆) −µIq

][
x̃
ω

]

+
[
x̃
ω

]⊤[ m,n̄∑
i,j=1

([(PGHij)
O

][
fijHi O

]
+
[
fijHi O

]⊤[(PGHij)
O

]⊤)][
x̃
ω

]

+
[
x̃
ω

]⊤[ r,p̄∑
i,j=1

([(−PLFGij)
O

][
gijGi O

]
+
[
gijGi O

]⊤[(−PLFGij)
O

]⊤)][
x̃
ω

]
.

(3.25)

Thus, W ≤ 0 if

AL +
m,n̄∑

i,j=1

([
(PGHij)

O

]
︸ ︷︷ ︸

U⊤
ij

fij

Hi︷ ︸︸ ︷[
Hi O

]︸ ︷︷ ︸
Vij

+V ⊤
ij Uij

)
+

r,p̄∑
i,j=1

([
(−R⊤FGij)

O

]
︸ ︷︷ ︸

M⊤
ij

gij

Gi︷ ︸︸ ︷[
Gi O

]︸ ︷︷ ︸
Nij

+N⊤
ijMij

)
≤ 0,

(3.26)

where

AL =
[
A⊤P +PA−R⊤C−C⊤R+ In PE−R⊤D

(⋆) −µIq

]
, (3.27)

and R⊤ = PL.
Various LMI-based approaches have been developed in the literature [12–15, 21]. Each method
is formulated by using different mathematical tools and provides improved LMI conditions.
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Despite advances in this area of LMI relaxations, the resulting LMIs remain conservative. It
indicates that there is room for more enhancements.
To enhance comprehensibility and reduce complexity, the ensuing notations are introduced:

U =
[
U⊤

11 . . . U⊤
1n̄ . . . U⊤

m1 . . . U⊤
mn̄

]⊤
, (3.28)

V =
[
V ⊤

11 . . . V ⊤
1n̄ . . . V ⊤

m1 . . . V ⊤
mn̄

]⊤
, (3.29)

M =
[
M⊤

11 . . . M⊤
1p̄ . . . M⊤

r1 . . . M⊤
rp̄

]⊤
, (3.30)

N =
[
N⊤

11 . . . N⊤
1p̄ . . . N⊤

r1 . . . N⊤
rp̄

]⊤
, (3.31)

where Uij , Vij , Mij and Nij are defined in (3.26). Further, V and N are expressed as follows:

V =



V11
...
V1n̄

...
Vm1

...
Vmn̄


=



H1 0 . . . O . . . O . . . O
⋆ H1 . . . O . . . O . . . O

⋆ ⋆
. . . O . . . O . . . O

⋆ ⋆ ⋆ H1 . . . O . . . O

⋆ ⋆ ⋆ ⋆
. . . O . . . O

⋆ ⋆ ⋆ ⋆ ⋆ Hm . . . O

⋆ ⋆ ⋆ ⋆ ⋆ ⋆
. . . O

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Hm


︸ ︷︷ ︸

H



f11I
f12I

...
f1n̄I

...
fm1I

...
fmn̄I


︸ ︷︷ ︸

Φ

= HΦ (3.32)

and

N =



N11
...

N1p̄
...

Nr1
...

Nrp̄


=



G1 O . . . O . . . O . . . O
⋆ G1 . . . O . . . O . . . O

⋆ ⋆
. . . O . . . O . . . O

⋆ ⋆ ⋆ G1 . . . O . . . O

⋆ ⋆ ⋆ ⋆
. . . O . . . O

⋆ ⋆ ⋆ ⋆ ⋆ Gr . . . O

⋆ ⋆ ⋆ ⋆ ⋆ ⋆
. . . O

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Gr


︸ ︷︷ ︸

G



g11I
g12I

...
g1p̄I

...
gr1I

...
grp̄I


︸ ︷︷ ︸

Ψ

= GΨ (3.33)

By deploying these aforementioned notations, the inequality (3.26) is reformulate as:

AL+U⊤(HΦ)+(HΦ)⊤U︸ ︷︷ ︸
N1

+M⊤(GΨ)+(GΨ)⊤M︸ ︷︷ ︸
N2

≤ 0. (3.34)

In the sequel, two novel LMI techniques will be proposed by exploiting Young inequalities (A.9)
and (A.10) as well as Lemma 2.2 .

3.2.2 LMI formulation with Young standard inequality

This subsection is dedicated to the development of the LMI condition by utilising the Young
inequality (A.9). It is often used in the literature for observer design tasks. In [20], this inequality
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is deployed with Z = δI, δ > 0, while the authors of [13] used a diagonal form of matrix Z. In this
segment, the authors will use (A.9) with newly defined matrix multipliers (i.e., (2.82) and (2.83)).
The implementation of the Young inequality (A.9) on the terms N1 and N2 yields:

N1 ≤ U⊤Z−1U +Φ⊤H⊤ZHΦ, (3.35)

N2 ≤M⊤S−1M +Ψ⊤G⊤SGΨ, (3.36)
where the matrices Z and S are described in (2.82) and (2.83), respectively.
Consider Φm and Ψm as described below:

Φ⊤
m =

[
fb11I . . . fb1n̄I . . . fbm1I . . . fbmn̄I

]
, (3.37)

Ψ⊤
m =

[
gb11I . . . gb1p1

I . . . gbr1I . . . gbrp̄I
]
. (3.38)

Since Z> 0 and S> 0, we can deduce the subsequent inequalities:

H⊤ZH ≥ 0 and G⊤SG ≥ 0.

As each element inside Φ and Φm admits the condition (3.13), Corollary 2.2 is deployed on Φ
and Φm, and the ensuing inequality is derived:

Φ⊤H⊤ZHΦ ≤ Φ⊤
mH⊤ZHΦm. (3.39)

Analogously, for Ψ and Ψm, one can achieve:

Ψ⊤G⊤SHΦ ≤ Ψ⊤
mG⊤SGΨm. (3.40)

By utilising (3.39) and (3.40), inequalities (3.35) and (3.36) are rewritten as:

N1 ≤ U⊤Z−1U +Φ⊤
mH⊤ZHΦm, (3.41)

N2 ≤M⊤S−1M +Ψ⊤
mG⊤SGΨm. (3.42)

Hence, the condition specified in (3.34) is altered as:

AL+U⊤Z−1U +Φ⊤
mH⊤ZHΦm+M⊤S−1M +Ψ⊤

mG⊤SGΨm ≤ 0. (3.43)

Theorem 3.1

If there exist the matrices Z, S, expressed as in (2.82) and (2.83), respectively, along with the
matrices P ∈ Sn and R ∈ Rp×n and positive scalar µ, such that the subsequent optimization
problem is solvable:

min µ subject to
AL U⊤ Φ⊤

mH⊤Z M⊤ Ψ⊤
mG⊤S

(⋆) −Z O O O
(⋆) (⋆) −Z O O
(⋆) (⋆) (⋆) −S O
(⋆) (⋆) (⋆) (⋆) −S

< 0,
(3.44)

where the matrices AL,U, M, H, G, Φm andΨm are depicted in (3.27), (3.28), (3.30),
(3.32), (3.33), (3.37) and (3.38), respectively. Then, the error dynamic (3.15) fulfils H∞
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criterion (3.17) with ν = λmax(P ) and minimum µ obtained from the solution of LMI (3.44).
The observer gain is computed as L= P−1R⊤.

Proof: One can easily derive LMI (3.44) by implementing Schur Lemma A.3 on (3.43). Hence,
it ensure that the error dynamics (3.15) satisfies H∞ criterion (3.17). This ends the proof. □

In the subsequent segment of this section, the establishment of the enhanced LMI condition is
illustrated by exploring a new variant of the Young inequality (A.10) and the well-known LPV
approach.

3.2.3 An Enhanced LMI criterion: exploiting LPV approach

Recently, the authors of [14,22] incorporated a new variant of Young inequality (A.10) into the
development of LMI-based observers, yielding the enhanced LMI conditions. In this part of the
chapter, the formulation of a new LPV-based LMI is elaborated.
The deployment of the new variant of Young inequality (A.10) on the terms N1 and N2 of (3.34)
resulted in the ensuing inequalities:

N1 ≤ 1
2(U +ZHΦ)⊤Z−1(U +ZHΦ), (3.45)

N2 ≤ 1
2(M +SGΨ)⊤S−1(M +SGΨ), (3.46)

where the matrices Z and S are specified in (2.82) and (2.83), respectively.
The substitution of (3.45) and (3.46) into the inequality (3.34) yields:

AL+ 1
2(U +ZHΦ)⊤Z−1(U +ZHΦ)+ 1

2(M +SGΨ)⊤S−1(M +SGΨ) ≤ 0. (3.47)

Each element inside Φ and Ψ fulfil (3.13) and (3.14). Therefore, every single component of Φ
and Ψ admits membership in convex sets Vϕ and Vψ, respectively. These two sets, Vϕ and Vψ,
are specified as follows:

Vϕ ≜
{
Φ : 0 ≤ fij ≤ fbij ,∀i ∈ {1, . . . ,m}&j ∈ {1, . . . , n̄}

}
, (3.48)

Vψ ≜
{
Ψ : 0 ≤ gij ≤ gbij ,∀i ∈ {1, . . . , r}&j ∈ {1, . . . , p̄}

}
. (3.49)

Further, the sets of vertices of each set Vϕ and Vψ are described as:

Hϕ =
{

{H11
ϕ , . . . ,H1n̄

ϕ , . . . ,Hm1
ϕ , . . . ,Hmn̄

ϕ } : Hij
ϕ ∈ [0,fbij ]

}
, (3.50)

Hψ =
{

{H11
ψ , . . . ,H

1p̄
ψ , . . . ,H

r1
ψ , . . . ,H

rp̄
ψ } : Hij

ψ ∈ [0,gbij ]
}
. (3.51)

Therefore, the inequality (3.47) is modified as:

AL+
[

1
2(U +ZHΦ)⊤Z−1(U +ZHΦ)

]
∀ Φ∈Hϕ

+
[

1
2(M +SGΨ)⊤S−1(M +SGΨ)

]
∀ Ψ∈Hψ

≤ 0.
(3.52)

Now, we can state the following theorem.
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Theorem 3.2

Let us consider the matrices P > 0 ∈ Sn, R ∈ Rp×n, Z in the form of (2.82), S as illustrated
in (2.83), and the ensuing subsequent optimization problem:

min µ subject toAL (U +ZHΦ)⊤ (M +SGΨ)⊤

(⋆) −2Z O
(⋆) (⋆) −2S

< 0, ∀Φ ∈ Hϕ, ∀Ψ ∈ Hψ,
(3.53)

where all variables and parameters remain consistent with those described in Theorem 3.1 .
If the aforementioned LMI (3.53) is feasible, then the error dynamic (3.15) is H∞ asymptot-
ically stable satisfying (3.17) with ν = λmax(P ) and minimum µ obtained from the solution
of LMI (3.44). The gain matrix L is determined by using L= P−1R⊤.

Proof: The outcome of the implementation of the Schur Lemma A.3 on the expression (3.52)
is represented by the LMI (3.53). Further, from convexity principal [18], if (3.53) is resolved for
all Φ ∈ Hϕ and Ψ ∈ Hψ, then the error dynamic (3.15) holds H∞ criterion (3.17) which ensures
the asymptotic convergence of the error dynamic. □

Both LMIs (3.44) and (3.53) are able to assure the exponential convergence of estimation error
dynamic (3.15) in the absence of the external disturbances/noises, i.e., ω = 0, which is demon-
strated in the subsequent remark:

Remark 3.4

At ω = 0, the inequality (3.20) becomes:

V̇ (x̃)+∥x̃∥2 ≤ 0, (3.54)

which is equivalent to the exponential stability condition (2.45) along with ϵ= 1. From (3.18),
V (x̃) admits (2.44). Therefore, V (x̃) satisfy (1.26) and (1.27). Since the error dynamic (3.15)
admits V (x̃) that fulfils all the conditions specified in Theorem 1.2 , it is exponentially stable
when ω = 0.

In the subsequent part of this section, the development of the observer for the nonlinear systems
having linear outputs is discussed.

3.2.4 H∞observers for the nonlinear systems with linear outputs

The ensuing part is dedicated to the design of observers for a class of disturbance-affected
nonlinear systems with linear outputs. The explicit structure of these systems is illustrated as:

ẋ=Ax+Gf(x)+Bu+Eω,

y = Cx+Dω,
(3.55)

where all variables and parameters are the same as the one depicted in (3.2). The nonlinear
part of the dynamics of (3.55), i.e., f(x), is assumed to be globally Lipschitz and it admits the
detailed form (2.34).
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For the purpose of the state estimation of the system (3.55), the following observer structure is
employed:

˙̂x=Ax̂+G



f1(H1x̂)
f2(H2x̂)

...

fi(
ν̂i︷︸︸︷
Hix̂)
...

fm(Hmx̂)


+Bu+L(y−Cx̂), (3.56)

where x̂ denotes the estimate of state x, and the matrix L ∈ Rn×p represents the observer
gain. Analogous to Section (3.2.1), the estimation error of the observer (3.56) is defined as:
x̃= x− x̂. Further, through the utilisation of (3.55) and (3.56), the error dynamic is computed,
and illustrated as:

˙̃x= Ax̃+Gf̃(x, x̂)+Eω, (3.57)

where A, E and f̃(x, x̂) are specified in (3.5), (3.6) and (3.7), respectively. Similar to the afore-
mentioned section, the objective of the LMI formulation is to determine the observer gain matrix
L such that the estimation error dynamic (3.57) fulfils H∞ criterion (3.17). The subsequent
corollaries present LMI conditions that ensure the H∞ asymptotic stability of the estimation
error dynamic (3.57).

Corollary 3.1

If there exist the matrices Z specified in (2.82), P > 0 ∈ Sn, R ∈ Rp×n, and a positive scalar
µ, such that the following optimisation problem is solvable:

min µ subject toAL U⊤ Φ⊤
mH⊤Z

(⋆) −Z O
(⋆) (⋆) −Z

< 0,
(3.58)

where the matrices AL, U, H, and Φm are depicted in (3.27), (3.28), (3.32), and (3.37),
respectively. Then, H∞ criterion (3.17) is fulfilled by the error dynamic (3.57). The observer
gain is given by L= P−1R⊤.

Proof: One can follow the steps provided in the proof of Theorem 3.1 to derive LMI (3.58). □

Further, the reformulation of the LPV-based LMI (3.53) to ensure the stabilisation of (3.57) is
stated in the following corollary.

Corollary 3.2

Let us consider the matrix Z in the form shown in (2.82). The error dynamic (3.57) satisfies
H∞ criterion (3.17) if there exist the matrices P > 0 ∈ Sn, R ∈ Rp×n and positive scalar µ
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such that the subsequent optimisation problem is solvable:

min µ subject to[
AL (U +ZHΦ)⊤

(⋆) −2Z

]
< 0, ∀Φ ∈ Hϕ,

(3.59)

where the matrices AL,U, H, and Z are described in (3.27), (3.28), (3.35) and (2.82),
respectively.

Proof: One can emulate the proof of Theorem 3.2 in order to prove the aforementioned Corol-
lary. □

In the sequel, the development of a nonlinear observer for non-global Lipschitz systems using
the proposed matrix-multiplier-based LMI approach is investigated.

3.3 LMI-based observers for locally Lipschitz systems: exploit-
ing an ISS framework

Although all the proposed observer methodologies mentioned in Section 3.2 provide efficient state
estimations, it has several obstacles such as assumptions about the systems. One of the explicit
assumptions for the nonlinear observer design is the existence of global Lipschitz nonlinearities
in the systems. All these proposed observers fail to perform the state estimation task in the local
Lipschitz nonlinear systems. The primary agenda of this segment is to provide a novel observer
methodology for a class of non-global Lipschitz nonlinear systems. In the previous segment of
the chapter, H∞ criterion-based observer design is proposed for the estimation of the state in
the presence of noise. An alternative for an H∞ criterion is the use of the ISS notion. The
concept of ISS is recapitulated in Section 1.2.5. This section is focused on the development of a
novel LMI condition to design the observers for a class of non-globally Lipschitz systems.

3.3.1 Insight on the Hilbert projection

An overview of the Hilbert projection is provided in this part of the chapter. The authors of [88]
had proposed the famous Hilbert projection theorem, which is illustrated as follows:

Theorem 3.3: Hilbert projection theorem [88]

Consider a Hilbert space H and nonempty closed convex sets Ω ⊂ H. For any vector a in
H, there exists a unique vector c ∈ Ω which fulfils the subsequent inequality:

∥a− c∥ = min
b∈Ω

∥a− b∥. (3.60)

Then, such vector c is known as the projection of a on Ω.

Theorem 3.3 is a cornerstone element in functional analysis. The essential parameter for the
existence and uniqueness of the Hilbert projection is the closeness and convexity of set Ω. One
can consider Hilbert space as H =Rn or H =R in case of scalar variables. Through the utilisation
of this theorem, the ensuing definition is established:
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Figure 3.2: Depiction of Hilbert projection

Definition 3.1: Projection πΩ(a)

For a closed convex and nonempty set Ω ⊂Rn, there exists a linear application πΩ :Rn → Ω,
which is called as a projection on the convex set Ω, and it holds:

πΩ(a) = argmin
b∈Ω

∥a− b∥, (3.61)

where a,b,c ∈ Rn are vectors.

Throughout this section, the notation πΩ(a) is used to represent a projection of the vector a∈Rn
on a closed convex set Ω. The schematic representation of the Hilbert projection is portrayed in
Figure 3.2. The term πΩ(a) is a distinct vector in Ω, and it fulfils the succeeding inequalities:

∥a−πΩ(a)∥ ≤ ∥a− b∥,∀b ∈ Ω (3.62)

and
⟨a−πΩ(a), b−πΩ(a)⟩ ≤ 0,∀b ∈ Ω. (3.63)

The aforementioned conditions are utilised to prove some useful properties of πΩ(·). The vector
πΩ(·) encompasses certain characteristics that play a vital role in the observer design. These
advantageous attributes are listed as follows:

1. The projection πΩ is idempotent, that is,

πΩ ◦πΩ = πΩ.
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This property is easy to prove by using (3.62). ∀a ∈ Ω and a = b, the inequality (3.62) is
reformulated as: ∥a−πΩ(a)∥ = a− a = 0. It leads to πΩ(a) = a. Additionally, we obtain:
πΩ ◦πΩ = πΩ(πΩ(a)) = πΩ(a).

2. The linear application πΩ is monotonic within the subsequent context:

πΩ(a)−πΩ(b)
a− b

≥ 0,∀a,b ∈ R and a ̸= b. (3.64)

One can prove this condition by utilising (3.63) and (3.61).

3. The projection πΩ is a Lipschitz function with 1 as the Lipschitz constant. In simple words,
it is a 1−Lipschitz function, i.e.,

∥πΩ(a)−πΩ(b)∥ ≤ ∥a− b∥, ∀ a,b ∈ Rn. (3.65)

With reference to the above specified features of the πΩ, Lemma 2.1 is reformulated by the
authors of [23], which is as follows:

Lemma 3.1: [23]

Let us consider a nonlinear function ϕ : Rn → Rn, and it is Lipschitz on a convex closed and
non-empty set Ω. Then, there exist functions ϕΩ

ij : Rn×Rn → R, and constants ϕΩ
ijmin

and
ϕΩ
ijmax

such that ∀a, b ∈ Rn, a ̸= b,

ϕ(a)−ϕ(b) =
n∑
i=1

n∑
j=1

ϕΩ
ijHij(a− b), (3.66)

where Hij = en(i)e⊤
n (j), and ϕΩ

ij ≜ ϕ
Ω
ij(abj−1 ,abj ). The functions ϕΩ

ij(·) are globally bounded
as follows:

ϕΩ
ijmin

≤ ϕΩ
ij ≤ ϕΩ

ijmax
. (3.67)

In the sequel, Lemma 3.1 will be used in the LMI-based observer formulation.
The concept of ISS is recapitulated in Section 1.2.5. The necessary criteria are illustrated in
Definitions 19 and 20 of Chapter 1. In the subsequent section, these ISS conditions are employed
in the LMI formulation in order to obtain a sufficient condition for the observer design.

3.3.2 ISS-based observer design: articulating the problem statement

This section is dedicated to the intricate establishment of the observer which is specifically
tailored for the disturbance-affected locally Lipschitz nonlinear systems.
For the simplicity and lucidity of presentation, first, a class of nonlinear systems having nonlinear
outputs is deployed for observer design purposes.
Let us consider the ensuing form of the nonlinear system:

ẋ=Ax+Gf(x)+Bu+Eω,

y = Cx+Hh(x)+Dω,
(3.68)

where x ∈ Rn and y ∈ Rp are the states and measurements of the system, respectively, and
u ∈ Rs is the system input. The process dynamics and the outputs of the system are corrupted
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by a L2 bounded disturbances/noise, and it is denoted by ω. The matrices A∈ Rn×n, B ∈ Rn×s,
G∈Rn×m, C ∈Rp×n, and H ∈Rp×r, E ∈Rn×q and D ∈Rp×q are known and constant. Nonlinear
functions f(·) and h(·) are expressed in the following detailed form:

f(x) =


f1(F1x)
f2(F2x)

...
fm(Fmx)

 (3.69)

h(x) =


h1(H1x)
h2(H2x)

...
hr(Hrx)

 , (3.70)

where Fi ∈ Rn̄×n, Fix ∈ Ωfi ∀i ∈ {1, . . . ,m} and Hi ∈ Rp̄×n, Hix ∈ Ωhi ∀i ∈ {1, . . . , r}.

Assumption 3.1

Let us presume that both sets Ωfi and Ωhi are positively invariant compact non-empty
sets, i.e., Ω ̸= ∅, and convex. Further, it is considered that fi(·) and hi(·) are locally
Lipschitz-continuous functions in Ωfi and Ωhi , respectively.

For the state estimation of the systems (3.68), the observer form (3.3) is commonly used in the
literature. This type of observer relies on the assumption that the nonlinearities present in the
systems are globally Lipschitz. It is one of the major limitations of the standard Luenberger
observers (3.3). Additionally, the criterion of the global Lipschitz property plays a crucial role
in the Lyapunov analysis of the estimation error dynamics of the observer as well as in the LMI
formulations by offering an upper bound to the term (f(x)−f(x̂)). One can refer to [11,32,66]
for more details about this. Since the nonlinear system (3.68) encompasses the non-global
nonlinearities, the observer form specified in (3.3) is can not used for this model. Further,
there are no such conditions that ensure that estimated states hold Fix̂ ∈ Ωfi and Hix̂ ∈ Ωhi

even though system’s state fulfil Fix ∈ Ωfi and Hix ∈ Ωhi . One of the solutions to mitigate
the aforementioned drawback is proposed in [23]. The incorporation of the Hilbert projection
on the non-global nonlinearities allows us to extend these nonlinearities as global Lipschitz
nonlinearities in Rn. The ensuing observer structure is proposed for the system (3.68):

˙̂x=Ax̂+G(f ◦πΩf (x̂))+Bu+L(y− ŷ),
ŷ = Cx̂+H(h◦πΩh(x̂)),

(3.71)

where f ◦πΩf (x̂) and h◦πΩh(x̂) are defined as follows:

f ◦πΩf (x̂) =


f1 ◦πΩf1

(F1x̂)
f2 ◦πΩf2

(F2x̂)
...

fm ◦πΩfm (Fmx̂)

 , (3.72)

h◦πΩh(x̂) =


h1 ◦πΩh1

(H1x̂)
h2 ◦πΩh2

(H2x̂)
...

hr ◦πΩhr (Hrx̂)

 , (3.73)
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such that each fi ◦ πΩfi (·) and hi ◦ πΩhi (·) is globally Lipschitz in Rn. The terms fi ◦ πΩfi (·)
and hi ◦πΩhi (·) are known as the Hilbert projection of Hix̂ and Fix̂ on the set Ωfi and Ωhi ,
respectively.
By using idempotent property of Hilbert projection, we obtain:

fi(πΩfi (Fix̂)) = fi(Fix̂) ∀i ∈ {1, . . . ,m} and hi(πΩhi (Hix̂)) = hi(Hix̂) ∀i ∈ {1, . . . , r}.

It implies that applying Hilbert projection πΩ(·) does not modify the system behaviour. For
additional information about this, one can go through Definition 1 and [23].
The estimation error for the observer specified in (3.71) is defined as:

x̃= x− x̂. (3.74)

Through the utilisation of (3.68) and (3.71), the estimation error dynamic is obtained as follows:

˙̃x=ALx̃+G∆f −LH∆h+ELω, (3.75)

where
AL = (A−LC), (3.76)
EL = (E−LD), (3.77)

∆f = f(x)−f ◦πΩf (x̂) and ∆h = h(x)−h◦πΩh(x̂).
From (3.72) and (3.73), ∆f and ∆h are expressed in the subsequent form:

∆f = f(x)−f ◦πΩf (x̂) =


f1(F1x)
f2(F2x)

...
fm(Fmx)

−


f1 ◦πΩf1

(F1x̂)
f2 ◦πΩf2

(F2x̂)
...

fm ◦πΩfm (Fmx̂)

 , (3.78)

∆h = h(x)−h◦πΩh(x̂) =


h1(H1x)
h2(H2x)

...
hr(Hrx)

−


h1 ◦πΩh1

(H1x̂)
h2 ◦πΩh2

(H2x̂)
...

hr ◦πΩhr (Hrx̂)

 . (3.79)

By deploying Lemma 3.1 on (3.78) and (3.79), we get:

∆f =
m,n̄∑
i,j=1

f
Ωfi
ij FijFix̃, (3.80)

∆h =
r,p̄∑
i,j=1

h
Ωhi
ij HijHix̃, (3.81)

where fΩfi
ij : Rn̄×Rn̄ → R, hΩhi

ij : Rp̄×Rp̄ → R are functions such that fΩfi
ij ≜ f

Ω
ij (X

X̂j−1
i ,X

X̂j
i ),

h
Ωhi
ij ≜ h

Ω
ij(X

X̂j−1
i ,X

X̂j
i ). The functions fΩfi

ij , and hΩhi
ij hold fΩ

ijmin ≤ f
Ωfi
ij ≤ fΩ

ijmax and hΩ
ijmin ≤

h
Ωhi
ij ≤ hΩ

ijmax, respectively. Additionally, Fij = em(i)e⊤
n̄ (j) and Hij = er(i)e⊤

p̄ (j).
Without loss of generality, let us assume that fΩ

ijmin = 0 and hΩ
ijmin = 0, i.e.,

0 ≤ fΩ
ij ≤ fΩ

ijmax, (3.82)
0 ≤ hΩij ≤ hΩ

ijmax. (3.83)
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The additional information about this is elaborated in Remark 3.2 and [14].
By using (3.80) and (3.81), the error dynamic (3.75) is reformulated as:

˙̃x=ALx̃+
m,n̄∑
i,j=1

fΩ
ijGFijFix̃−

r,p̄∑
i,j=1

hΩ
ijLHHijHix̃+ELω. (3.84)

Now, the key purpose of this section is outlined as follows:

Objective

The primary goal of this Section is to derive the necessary conditions such that the sys-
tem (3.84) is ISS with respect to ω.

3.3.3 LMI synthesis

In this part of the Section, the novel LMI condition is derived by incorporating the ISS notion
with a popular LPV approach, which ensures the stability of the error dynamic (3.84) along
with optimal noise attenuation.
For the clarity and lucidity of the presentation, this segment of the chapter is structured as
follows:

1. First, the essential criteria to guarantee the ISS behaviour of the error dynamic (3.84) are
derived by utilising the ISS Lyapunov functions.

2. Later on, the novel LMI condition is deduced in sub-unit 3.3.3.2 by deploying the aforemen-
tioned conditions.

3.3.3.1 Formulating the essential conditions for ISS

The following theorem illustrates the required conditions that ensure the ISS behaviour of the
system (3.84) w.r.t. ω:

Theorem 3.4

I) The error dynamic (3.84) is ISS with respect to ω if it admits an ISS-Lyapunov function

V (x̃) = x̃⊤Px̃, P = P⊤ > 0 ∈ Rn×n. (3.85)

II) The trajectories of the system (3.84) fulfil:

∥x̃(t)∥ ≤
√
λmax(P )
λmin(P ) e

−σ
2 t∥x̃(0)∥+

√
δ

σλmin(P )∥ω(.)∥∞, (3.86)

for any L∞ bounded noise ω.
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III) The estimation error x̃(t) is bounded when t approaches to ∞, that is,

∥x̃(∞)∥ ≤
√

δ

σλmin(P )∥ω(.)∥∞. (3.87)

Proof: To enrich the comprehensibility, the proof of the theorem is divided into the following
parts:

A. The proof for ISS-Lyapunov function:
Through the utilisation of (3.85), V (x̃) admits:

λmin(P )∥x̃∥2 ≤ V (x̃) ≤ λmax(P )∥x̃∥2. (3.88)

Further, the derivative of the Lyapunov function V (x̃) is given by

V̇ (x̃) = x̃⊤
[
PAL+A⊤

LP +
m,n̄∑
i,j=1

(
fΩ
ijPGFijFi+(fΩ

ijGFijFi)⊤P

)

−
r,p̄∑
i,j=1

(
hΩ
ijPLHHijHi+(hΩ

ijLHHijHi)⊤P

)]
x̃+ x̃⊤PELω+ω⊤E⊤

LPx̃.

(3.89)

By implementing Young inequality A.9, we deduce:

x̃⊤PELω+ω⊤E⊤
LPx̃≤ δx̃⊤(PEL)⊤(PEL)x̃+ δω⊤ω, (3.90)

where δ is a positive scalar. It leads to:

V̇ (x̃) ≤ x̃⊤
[
PAL+A⊤

LP +(PEL)⊤(δI)(PEL)+
m,n̄∑
i,j=1

(
fΩ
ijPGFijFi

+(fΩ
ijGFijFi)⊤P

)
−

r,p̄∑
i,j=1

(
hΩ
ijPLHHijHi+(hΩ

ijLHHijHi)⊤P

)]
x̃+ δω⊤ω.

(3.91)

Further, inequality (3.91) is modified as:

V̇ (x̃) ≤ x̃⊤Qx̃+ δω⊤ω, (3.92)

where

Q= PAL+A⊤
LP +(PEL)⊤(δI)(PEL)+

m,n̄∑
i,j=1

(
fΩ
ijPGFijFi+(fΩ

ijGFijFi)⊤P

)

−
r,p̄∑
i,j=1

(
hΩ
ijPLHHijHi+(hΩ

ijLHHijHi)⊤P

)
.

(3.93)

In addition to this, matrix Q satisfies:

Q≤ −σP. (3.94)

Hence, inequality (3.92) is rewritten as:

V̇ (x̃) ≤ −σV (x̃)+ δ∥ω∥2. (3.95)
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The incorporation of (3.88) into (3.95) yields:

V̇ (x̃) ≤ −σλmax(P )∥x̃∥2 + δ∥ω∥2. (3.96)

One can easily infer that the conditions described in (3.88) and (3.96) are equivalent to (1.34)
and (1.35), respectively. Hence, the function specified in (3.85) is an ISS-Lyapunov function
along with

α1(∥x̃(t)∥) = λmin(P )∥x̃∥2, α2(∥x̃(t)∥) = λmax(P )∥x̃(t)∥2

,
α3(x̃) = −σλmax(P )∥x̃∥2, and α4(ω) = δ∥ω∥2.

Since system (3.84) admits an ISS-Lyapunov function (3.85), from Theorem 1.3 , it is ISS
w.r.t. ω. Thus, statement I of the theorem is proved.

B. The proof of statements II and III:
The solution of (3.95) implies that the trajectories of V (x̃, t) satisfies:

V (x̃(t)) ≤ V (x̃0)e−σt+ δe−σt
∫ t

0
eσs∥ω(s)∥2

2ds

≤ V (x̃0)e−σt+ δ sup
s∈[0,t]

∥ω(s)∥2
2e−σt

∫ t

0
eσsds

≤ V (x̃0)e−σt+ δ

σ

(
1− e−σt) sup

s∈[0,t]
∥ω(s)∥2

2.

(3.97)

Since 0 ≤ 1− e−σt ≤ 1, sup
s∈[0,t]

∥ω(s)∥2
2 ≤ ∥ω∥2

L∞ ,

V (x̃(t)) ≤ V (x̃0)e−σt+ δ

σ
∥ω∥2

L∞ . (3.98)

By using (3.88) and (3.98), we obtain:

∥x̃(t)∥2 ≤ V (x̃, t)
λmin(P ) ≤ e−σtV (x̃,0)+ δ∥ω(.)∥2

∞
λmin(P ) ≤ λmax(P )∥x̃0∥2e−σt+ δσ−1∥ω(.)∥2

∞
λmin(P ) . (3.99)

It leads to:

∥x̃(t)∥2 ≤ λmax(P )
λmin(P ) ∥x̃0∥2e−σt+ δ

σλmin(P )∥ω(.)∥2
∞. (3.100)

From (3.100), one can easily derive the inequality (3.86) which is in the form of (1.32).
Further, when t tends to ∞, (3.86) is modified as: ∥x̃(∞)∥ ≤

√
δ

σλmin(P )∥ω(.)∥∞, which is
in the form of (3.87).
Therefore, Statements II and III are proved.

This ends the proof. □

Remark 3.5

In the case of ω = 0, the condition specified in (3.86) is rephrased as:

∥x̃(t)∥ ≤
√
λmax(P )
λmin(P ) e

−σ
2 t∥x̃0∥.
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Hence, the error dynamic (3.84) is exponentially stable in the absence of disturbances (at
ω = 0).

3.3.3.2 Matrix-multipliers-based LMI formulation

This segment of the chapter is dedicated to the development of an LMI condition which is based
on the conditions illustrated in Theorem 3.4 .
One of the essential conditions for the existence of ISS is depicted in (3.95). The inequal-
ity (3.95) is true if matrix Q holds (3.94). The condition illustrated in (3.94) is very beneficial
for formulating the LMI condition.
From (3.93) and (3.94), we get:

PAL+A⊤
LP +(PEL)⊤(δI)(PEL)+

m,n̄∑
i,j=1

(
fΩ
ijPGFijFi+(fΩ

ijGFijFi)⊤P

)

−
r,p̄∑
i,j=1

(
hΩ
ijPLHHijHi+(hΩ

ijLHHijHi)⊤P

)
≤ −σP.

(3.101)

Inequality (3.101) is true if
L1 +N1 +N2 ≤ 0, (3.102)

where
L1 =

[
A⊤P +PA−R⊤C−C⊤R+σP PE−R⊤D

(⋆) −δI

]
, (3.103)

N1 =
[ m,n̄∑
i,j=1

([
PGFij

O

]
︸ ︷︷ ︸

U⊤
ij

Vij︷ ︸︸ ︷
fΩ
ij

[
Fi O

]
︸ ︷︷ ︸

Fi

+V⊤
ijUij

)]
, (3.104)

N2 =
[ r,p̄∑
i,j=1

([
−R⊤HHij

O

]
︸ ︷︷ ︸

M⊤
ij

Nij︷ ︸︸ ︷
hΩ
ij

[
Hi O

]
︸ ︷︷ ︸

Hi

+N⊤
ijMij

)]
. (3.105)

and R= L⊤P .
To avoid cumbersome equations, the subsequent notations are introduced:

U =
[
U⊤

11 . . . U⊤
1n̄ . . . U⊤

m1 . . . U⊤
mn̄

]⊤
, (3.106)

V =
[
V⊤

11 . . . V⊤
1n̄ . . . V⊤

m1 . . . V⊤
mn̄

]⊤
, (3.107)

M =
[
M⊤

11 . . . M⊤
1p̄ . . . M⊤

r1 . . . M⊤
rp̄

]⊤
, (3.108)

N =
[
N⊤

11 . . . N⊤
1p̄ . . . N⊤

r1 . . . N⊤
rp̄

]⊤
, (3.109)

where Uij , Vij , Mij and Nij are described in (3.104) and (3.105). Further, V and N are repre-
sented as follows:

V = FΦ, (3.110)
N = HΨ, (3.111)
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where

F = block-diag(F1, . . . ,F1︸ ︷︷ ︸
n̄ times

, . . . ,Fm, . . . ,Fm︸ ︷︷ ︸
n̄ times

), (3.112)

Φ⊤ =
[
fΩ

11I . . . fΩ
1n̄I . . . fΩ

m1I . . . fΩ
mn̄I

]
, (3.113)

H = block-diag(H1, . . . ,H1︸ ︷︷ ︸
p̄ times

, . . . ,Hr, . . . ,Hr︸ ︷︷ ︸
p̄ times

), (3.114)

Ψ⊤ =
[
hΩ

11I . . . hΩ
1p̄I . . . hΩ

r1I . . . hΩ
rn̄I
]
. (3.115)

Hence, we can express (3.104) and (3.105) in the ensuing form:

N1 = U⊤(FΦ)+(FΦ)⊤U, (3.116)

N2 = M⊤(HΨ)+(HΨ)⊤M. (3.117)
The following inequalities are derived by implementing (A.10) on (3.116) and (3.117):

N1 ≤ 1
2

[(
U+ZFΦ

)⊤Z−1(U+ZFΦ
)]
, (3.118)

N2 ≤ 1
2

[(
M+SHΨ

)⊤S−1(M+SHΨ
)]
, (3.119)

where matrices Z and Z are defined in (2.82) and (2.83), respectively.
Thus, the inequality (3.101) is satisfied if

L1 + 1
2

[(
U+ZFΦ

)⊤Z−1(U+ZFΦ
)]

+ 1
2

[(
M+SHΨ

)⊤S−1(M+SHΨ
)]

≤ 0. (3.120)

If we implement the steps from (3.47) to (3.52) described in Section 3.2.3, the ensuing inequality
is deduced:

L1 +
[1

2
(
U+ZFΦ

)⊤Z−1(U+ZFΦ
)]

∀Φ∈Fm
+
[1

2
(
M+SHΨ

)⊤S−1(M+SHΨ
)]

∀Ψ∈Hr

≤ 0,

(3.121)
where Fm and Hr are bounded convex sets, and their sets of vertices are given by

VFm =
{
{F11, . . . ,F1n̄, . . . ,Fm1, . . . ,Fmn̄} : Fij ∈ [0,fΩ

ijmax
]
}
,

VHr =
{
{H11, . . . ,H1p̄, . . . ,Hr1, . . . ,Hrp̄} :Hij ∈ [0,hΩ

ijmax
]
}
.

Now, we are ready to state the subsequent theorem.

Theorem 3.5

Let us consider two symmetric positive definite matrices Z and S, which are defined in (2.82)
and (2.83), respectively. If there exist matrices P > 0 ∈ Sn, R ∈ Rp×n, and positive scalars
δ,σ such that the following optimization problem is solvable:

min δ subject toL1
(
U+ZFΦ

)⊤ (
M+SHΨ

)⊤
⋆ −2Z O
⋆ ⋆ −2S

< 0 ∀Φ ∈ Fm, ∀Ψ ∈ Hr,
(3.122)
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where L1, U, M, F, H, Φ, and Ψ are defined in (3.103), (3.106), (3.108), (3.112), (3.114), (3.113)
and (3.115), respectively. Then the estimation error dynamic (3.84) is ISS w.r.t. ω.
Additionally, L= P−1R⊤ is used to determine the gain matrix L.

Proof: The Schur’s compliment of (3.121) results in LMI (3.122). According to the convexity
principal [18], if LMI (3.122) is solved for every elements of Φ ∈ FFm and Ψ ∈ GGr , then the
condition depicted in (3.95) is satisfied. It ensures that all conditions specified in Theorem 3.4
are fulfilled by the system (3.84). Hence, from Theorem 3.4 , system (3.84) is ISS w.r.t. ω.

Thus, the proof is completed. □

3.3.4 Observer design for systems having nonlinear dynamics and linear out-
puts

The LMI proposed in Segment 3.3.3.2 is applicable to systems with nonlinear dynamics and
nonlinear outputs. In this part, the aforementioned LMI is extended for a class of nonlinear
systems having linear measurements. This type of system is illustrated as follows:

ẋ=Ax+Gf(x)+Bu+Eω,

y = Cx+Dω,
(3.123)

where all variables and parameters remain consistent with those defined in (3.68). The nonlinear
function f(x) admits the detailed form described in (3.69) and fulfils the Assumption 3.1.
Similar to the new observer structure illustrated in (3.71), the following observer form is used
for the state estimation of the system (3.123):

˙̂x=Ax̂+G(f ◦πΩf (x̂))+Bu+L(y−Cx̂), (3.124)

where all variables and parameters adhere to the definitions showcased in (3.71).
Analogous to (3.75), the estimation error dynamic for the preceding observer (3.124) is given
by,

˙̃x=ALx̃+G∆f +ELω, (3.125)

where AL and EL are outlined in (3.76) and (3.77), respectively. Whereas, ∆f = f(x) − f ◦
πΩf (x̂).
The incorporation of (3.80) into (3.125) yields:

˙̃x=ALx̃+
m,n̄∑
i,j=1

fΩ
ijGFijFix̃+ELω. (3.126)

The subsequent corollary portrays sufficient conditions to ensure that the system (3.126) is ISS
w.r.t. ω.

Corollary 3.3

Let us presume that there exist the matrices P =P⊤ > 0 ∈Rn×n and R∈Rp×n, scalars δ,σ >
0 along with matrices Z = Z⊤ > 0 and S = S⊤ > 0, which are defined in (2.82) and (2.83),
respectively. The error dynamic (3.126) is ISS w.r.t. ω if the following optimization problem
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is solvable:

min δ subject to[
L1

(
U+ZFΦ

)⊤
⋆ −2Z

]
< 0 ∀Φ ∈ Fm,

(3.127)

where all the variables are specified in Theorem 3.5 . Moreover, L= P−1R⊤ is deployed to
calculate the gain matrix L.

Proof: The proof is very straightforward. One can follow the steps showcased in the proof of
Theorem 3.5 to obtain LMI (3.127). Further, through the utilisation of Theorem 3.5 , it is
easy to infer that the system (3.126) is ISS w.r.t. ω such that the trajectories of the solution
of (3.126) satisfy (3.86) and (3.87).

□

3.4 Analysing the effectiveness of matrix-multipliers-based LMIs
The introduction of the newly defined matrix multipliers aids in the improvement of the LMI
conditions as compared to the existing approaches. These improvements are mainly because
of the additional number of decision variables in the proposed LMIs. Hence, these matrix
multipliers play a vital role in LMI enhancement. In addition to this, one must know how these
matrix multipliers add extra numbers of decision variables. The objective of this section is to
tackle such questions and to prove the uniqueness of the proposed LMIs. First, the computation
of the number of decision variables inside the derived LMIs is presented. Further, the comparison
with existing LMI approaches is provided to validate the novelty of the proposed method. In
addition to this, the superiority of the proposed matrix multipliers over the different possible
other matrix structures is highlighted.

3.4.1 Number of decision variables

The utilisation of the matrices Z and S in LMIs (3.44) and (3.53) allow the inclusion of additional
numbers of decision variables. Both LMIs include the following number of decision variables:

Ndv1 = np+ n(n+1)
2 + q︸ ︷︷ ︸

NP

+
(
mn̄(mn̄+1)

2

)(
n̄(n̄+1)

2

)
︸ ︷︷ ︸

Nadd1

+
(
rp̄(rp̄+1)

2

)(
p̄(p̄+1)

2

)
︸ ︷︷ ︸

Nadd2

,
(3.128)

where NP , Nadd1 and Nadd2 are the number of variables obtained from matrices AL, Z and S,
respectively. Moreover, the terms Nadd1 and Nadd2 represent the additional number of decision
variables in the proposed LMIs. The total number of additional variables is given by,

Nadd = Nadd1 +Nadd2 =
(
mn̄(mn̄+1)

2

)(
n̄(n̄+1)

2

)
+
(
rp̄(rp̄+1)

2

)(
p̄(p̄+1)

2

)
(3.129)

Now, let us compute the number of decision variables in the subsequent cases:

1 Case 1: Z and S as the block-diagonal matrix multipliers (analogous to [14] and [22])
In this case,

N 1
add =mn̄

(
n̄(n̄+1)

2

)
+ rp̄

(
p̄(p̄+1)

2

)
. (3.130)
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2 Case 2: Z and S as the diagonal matrix multipliers (same as the one used in [13])
Here, the number of additional variables is achieved as follows:

N 2
add =mn̄2 + rp̄2. (3.131)

Since m,n̄ ∈ Z+, that is, m and n̄ are positive integers, it is easy to interpret

N 2
add ≤ N 1

add ≤ Nadd. (3.132)

Hence, the number of additional decision variables obtained from the proposed matrix multipliers
is greater than the one obtained in the existing methods. These additional variables add extra
degrees of freedom and may improve the feasibility of LMI.

3.4.2 A comparison of the number of additional decision variables in different
matrix multiplier structures

The structure of the matrix Z (2.82) is a generalised form of any symmetric positive definite
matrix. However, there are other possible ways to represent a symmetric positive definite matrix.
This part of the section emphasises the effectiveness of the used structure over other possible
forms of Z.
Multiple possible structures of Z = Z⊤ > 0 are described as follows:

I Structure 1 - A generalised form:

Z =


Z1 Zb1

2
. . . Zb1

m

⋆ Z2 . . . Zb2
m...

... . . . ...
⋆ ⋆ . . . Zm

 ,where Zi =


Zi1 Za1

i2
. . . Za1

in̄

⋆ Zi2 . . . Za2
in̄...

... . . . ...
⋆ ⋆ . . . Zin̄

 ∀i ∈ {1, . . . ,m},

Z
bji

=


Z
bj1
i1

Z
bj1
i2

. . . Z
bj1
in̄

Z
bj2
i1

Z
bj2
i2

. . . Z
bj2
in̄...

... . . . ...
Z
bjn̄i1

Z
bjn̄i2

. . . Z
bjn̄in̄

 ∀i ∈ {2, . . . ,m}, j ∈ {1, . . . ,m−1},

(3.133)

where Zij = Z⊤
ij > 0 ∈ Rn̄×n̄, Zakij

= Z⊤
akij

≥ 0 ∈ Rn̄×n̄∀i,k ∈ {1, . . . ,m},&j ∈ {1, . . . , n̄};
Z
bkjij

= Z⊤
bkjij

≥ 0 ∈ Rn̄×n̄,∀i ∈ {2, . . . ,m},k ∈ {1, . . . ,m− 1},&j ∈ {1, . . . , n̄} such that Z > 0.
The structure represented by (3.133) is identical to the one defined in (2.82). For ease of
comprehension, (3.133) is utilised further.
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II Structure 2 - In (3.133), Zbi is written under the form of Zbi = Z⊤
bi

, that is,

Z =


Z1 Zb1

2
. . . Zb1

m

⋆ Z2 . . . Zb2
m...

... . . . ...
⋆ ⋆ . . . Zm

 ,where Zi =


Zi1 Za1

i2
. . . Za1

in̄

⋆ Zi2 . . . Za2
in̄...

... . . . ...
⋆ ⋆ . . . Zin̄

 ∀i ∈ {1, . . . ,m},

and Z
bji

=


Z
bj1
i1

Z
bj1
i2

. . . Z
bj1
in̄

⋆ Z
bj2
i2

. . . Z
bj2
in̄...

... . . . ...
⋆ ⋆ . . . Z

bjn̄in̄

 ∀i ∈ {2, . . . ,m}, j ∈ {1, . . . ,m−1},

(3.134)

where Zij = Z⊤
ij > 0 ∈ Rn̄×n̄, Zakij

= Z⊤
akij

≥ 0 ∈ Rn̄×n̄∀i,k ∈ {1, . . . ,m},&j ∈ {1, . . . , n̄};
Z
bkjij

= Z⊤
bkjij

≥ 0 ∈ Rn̄×n̄,∀i ∈ {2, . . . ,m},k ∈ {1, . . . ,m−1},&j ∈ {1, . . . , n̄}.

III Structure 3 - In (3.134), same Zbi is considered instead of different Zbi ,∀i ∈ {2, . . . ,m}, i.e.,

Z =


Z1 Zb2 . . . Zbm
⋆ Z2 . . . Zbm
...

... . . . ...
⋆ ⋆ . . . Zm

 ,where Zi =


Zi1 Za1

i2
. . . Za1

in̄

⋆ Zi2 . . . Za2
in̄

⋆ ⋆
. . . ...

⋆ ⋆ . . . Zin̄

 ∀i ∈ {1, . . . ,m},

and Zbi =


Zb1

i1
Zb1

i2
. . . Zb1

in̄

⋆ Zb2
i2

. . . Zb2
in̄...

... . . . ...
⋆ ⋆ . . . Zbn̄in̄

 ∀i ∈ {2, . . . ,m},

(3.135)

where Zij = Z⊤
ij > 0 ∈ Rn̄×n̄, Zakij

= Z⊤
akij

≥ 0 ∈ Rn̄×n̄∀i,k ∈ {1, . . . ,m},&j ∈ {1, . . . , n̄};
Z
bjij

= Z⊤
bjij

≥ 0 ∈ Rn̄×n̄,∀i ∈ {2, . . . ,m},&j ∈ {1, . . . , n̄}.

IV Structure 4 - In (3.135), same Zaij is considered, i.e.,

Z =


Z1 Zb2 . . . Zbm
⋆ Z2 . . . Zbm
...

... . . . ...
⋆ ⋆ . . . Zm

 ,where Zi =


Zi1 Zai2 . . . Zain̄
⋆ Zi2 . . . Zain̄
...

... . . . ...
⋆ ⋆ . . . Zin̄

 ∀i ∈ {1, . . . ,m},

and Zbi =


Zb1

i1
Zb1

i2
. . . Zb1

in̄

⋆ Zb2
i2

. . . Zb1
in̄...

... . . . ...
⋆ ⋆ . . . Zb2

in̄

 ∀i ∈ {2, . . . ,m},

(3.136)

where Zij = Z⊤
ij > 0 ∈ Rn̄×n̄, Zaij = Z⊤

aij ≥ 0 ∈ Rn̄×n̄∀i ∈ {1, . . . ,m},&j ∈ {1, . . . , n̄};
Z
bjij

= Z⊤
bjij

≥ 0 ∈ Rn̄×n̄,∀i ∈ {2, . . . ,m},&j ∈ {1, . . . , n̄}.
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All these variants of matrix Z encompass the different number of decision variables. In the
previous segment, it is already highlighted that matrix multipliers enhance LMI feasibility by
adding extra numbers of decision variables. Therefore, it is essential to determine the exact
number of decision variables provided by each above-mentioned structures. The computation of
the number of variables is emphasised in Table 3.1.

Table 3.1: A quantitative analysis of the variables inside different matrix configurations

Structure Calculation of elements Total number
of variables

Structure 1 (1+2+ . . .+ n̄+ . . .+mn̄)︸ ︷︷ ︸
Number of elements

=
(
mn̄(mn̄+1)

2

)(
n̄(n̄+1)

2

)

Structure 2
Zij : mn̄ mn̄(n̄−1)

2 + mn̄(m−1)(n̄+1)
4 +mn̄

= mn̄(n̄+1)(m+1)
4

(
n̄(n̄+1)

2

)
Zakij

: (∑n̄−1
a=1 a)m= mn̄(n̄−1)

2

Z
bkjij

:
(∑n̄

a=1a
)(∑m−1

b=1 b
)

= mn̄(m−1)(n̄+1)
4

Structure 3
Zij : mn̄ mn̄(n̄−1)

2 + n̄(m−1)(n̄+1)
2 +mn̄

= n̄(n̄+1)(2m−1)
2

(
n̄(n̄+1)

2

)
Zakij

: (∑n̄−1
a=1 a)m= mn̄(n̄−1)

2

Z
bjij

:
(
(∑n̄

a=1a)
)
(m−1) = n̄(m−1)(n̄+1)

2

Structure 4
Zij : mn̄

= (2m−1)(2n̄−1)
(
n̄(n̄+1)

2

)
Zakij

: (∑n̄−1
a=1 1)m=m(n̄−1)

Z
bjij

:
((∑n̄−1

a=1 2
)
+1
)

(m−1) = (m−1)(2n̄−1)

Further, the numbers of decision variables obtained from various matrix configurations are com-
pared to highlight the effectiveness of the employed matrix form (Structure 1, (3.133)). Let us
define

n1 =
(
mn̄(mn̄+1)

2

)(
n̄(n̄+1)

2

)
; n2 =

(
mn̄(n̄+1)(m+1)

4

)(
n̄(n̄+1)

2

)
;

n3 =
(
n̄(n̄+1)(2m−1)

2

)(
n̄(n̄+1)

2

)
; and n4 =

(
(2m−1)(2n̄−1)

)( n̄(n̄+1)
2

)
.

Now, consider

n1 −n2 =
(
mn̄(mn̄+1)

2

)(
n̄(n̄+1)

2

)
−
(
mn̄(n̄+1)(m+1)

4

)(
n̄(n̄+1)

2

)
,

=
[
mn̄(mn̄+1)

2 − mn̄(n̄+1)(m+1)
4

](
n̄(n̄+1)

2

)
,

=
(
mn̄

2

)((m−1)(n̄−1)
2

)(
n̄(n̄+1)

2

)
.

Since m,n̄ ∈ Z+,

n1 −n2 ≥ 0. (3.137)
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Similarly,

n2 −n3 =
(
mn̄(n̄+1)(m+1)

4

)(
n̄(n̄+1)

2

)
−
(
n̄(n̄+1)(2m−1)

2

)(
n̄(n̄+1)

2

)
,

=
[
mn̄(n̄+1)(m+1)

4 − n̄(n̄+1)(2m−1)
2

](
n̄(n̄+1)

2

)
,

=
(
n̄(n̄+1)

2

)((m−1)(m−2)
2

)(
n̄(n̄+1)

2

)
.

In light of the fact that m,n̄ ∈ Z+,
n2 −n3 ≥ 0. (3.138)

Analogously,

n3 −n4 =
(
n̄(n̄+1)(2m−1)

2

)(
n̄(n̄+1)

2

)
−
(
(2m−1)(2n̄−1)

)( n̄(n̄+1)
2

)
,

=
[
n̄(n̄+1)(2m−1)

2 − (2m−1)(2n̄−1)
](

n̄(n̄+1)
2

)
,

=
(

2m−1
)((n̄−1)(n̄−2)

2

)(
n̄(n̄+1)

2

)
.

As m,n̄ ∈ Z+, we get:
n3 −n4 ≥ 0. (3.139)

From (3.137), (3.138) and (3.139), it is easy to ascertain that:

n1 ≥ n2 ≥ n3 ≥ n4. (3.140)

It implies that the matrix form defined in (3.133) provides a higher number of additional de-
cision variables as compared to other forms. Hence, the LMIs obtained by using these matrix
multipliers possess more decision variables than the ones obtained from other configurations of
matrix multipliers. Therefore, the introduction of the proposed matrix multipliers enhances the
LMI conditions.
In the subsequent section, the effectiveness of the proposed matrix multiplier-based LMI condi-
tion is highlighted through numerical examples.

3.5 Evaluation of the proposed LMIs and the observers
The primary objective of this section is to emphasise the effectiveness of the proposed matrix
multiplier-based LMIs over the existing approaches through numerical examples. In addition
to this, the developed LMI-based observer is deployed on the same examples to validate its
performance.

3.5.1 Numerical Example 1

A numerical example is employed to showcase the efficacy of the developed LMIs (3.44) and (3.53).
Let us consider a nonlinear system in the form of (3.2) with the ensuing parameters:

A=
[
0 1
1 1

]
, G=

[
1 0
0 1

]
, B =

[
1
1

]
, C =

[
1 0
0 1

]
,E =

[
−1
−1

]
, D =

[
−1
−1

]
andF =

[
1
0

]
.
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Let us consider that both system dynamics and outputs are corrupted by the disturbance ω⇝
(0,0.1). Additionally, the system is governed by the input u= −0.1sin10t.
The nonlinearities are described as follows:

f(x) =
[
f1(H1x)
f2(H2x)

]
=
[
sin(θx1)
sin(θx2)

]
and g(F1x) = sin(λx1)sin(λx2),

where H1 =
[
1 −1
0 1

]
, H2 =

[
1 1

−1 0

]
and F1 =

[
1 0
0 1

]
. Therefore, m= 2, n̄= 2, r= 1 and p̄= 2.

In addition to this, the partial derivatives of f(·) and g(·) hold:

−θ ≤ ∂f1
∂x1

≤ θ; −θ ≤ ∂f2
∂x2

≤ θ; −λ≤ ∂g

∂x1
≤ λ; and −λ≤ ∂g

∂x2
≤ λ.

It leads to: fa11 = fa21 = −θ;fb11 = fb21 = θ;ga11 = ga12 = −λ;gb11 = gb12 = λ.
With reference to Remark 3.2, one can obtain:

f̃a11 = f̃a21 = 0; f̃b11 = f̃b21 = 2θ; g̃a11 = g̃a12 = 0; g̃b11 = g̃b12 = 2λ.

In addition to this, Ã = A+ fa11GH11H1 + fa21GH21H2 − ga11LFG11G1 − ga12LFG12G1 is used
instead of A in the term AL of LMIs (3.44) and (3.53).
The performance of LMIs is evaluated in the following cases:

1. Case 1: LMI (3.53) with the proposed matrices,

Z =
[
Z11 Zb21

Zb21 Z21

]
; S =

[
S11 Sa12

Sa12 S12

]
(3.141)

where Z11,Z21,Zb21 ∈Rn̄×n̄, and S11,S12,Sa12 ∈Rp̄×p̄ are symmetric matrices such that Z, S>
0.

2. Case 2: LMI (3.44) with matrices defined in (3.141).

3. Case 3: LMI (3.44) along with

Z =
[
Z11 αZ21
αZ21 Z21

]
; S =

[
S11 βS12
βS12 S12

]
, (3.142)

where Z11 =Z⊤
11 > 0 ∈Rn̄×n̄,Z21 =Z⊤

21 > 0 ∈Rn̄×n̄, S11 =S⊤
11 > 0 ∈Rp̄×p̄, S12 =S⊤

12 > 0 ∈Rp̄×p̄,
and α= 0.25,β = 0.25 (similar to the one defined in Section 2.4).

4. Case 4: LMI (3.44) accompanied by

Z = block-diag
(
Z11,Z21

)
; S = block-diag

(
S11,S12

)
, (3.143)

where Z11,Z21 ∈ Rn̄×n̄ and S11,S12 ∈ Rp̄×p̄ are symmetric positive definite matrices.

5. Case 5: LMI (3.44) with

Z = block-diag
(
Z11,Z21

)
; S = block-diag

(
S11,S12

)
, (3.144)

where Z11 = δ1In̄, Z21 = δ2In̄, S11 = δ3Ip̄; S12 = δ4Ip̄ so that Z, S> 0.
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Table 3.2: Optimal values of √
µ for different cases

No. Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
1 θ = 0.2 and λ= 0.3 1.3259 2.1704 5.5342 2.5007 Inf 1.3737
2 θ = 0.5 and λ= 0.25 1.6874 5.0705 7.3810 7.3785 Inf 1.9786
3 θ = 0.9 and λ= 0.25 1.9779 6.3298 7.6233 7.6192 Inf 2.0380
4 θ = 0.8 and λ= 0.8 4.2978 9.5368 inf inf inf 9.6790
5 θ = 0.7 and λ= 1.2 3.0463 8.3907 inf inf inf 10.6595
6 θ = 0.8 and λ= 1.5 5.7551 10.1047 inf inf inf 33.8465
7 θ = 0.9 and λ= 2 9.0558 10.6686 inf inf inf 63.4416

6. Case 6: LMI approach proposed in [14]

For each of the aforementioned cases, LMI is solved in the MATLAB toolbox, and the obtained
optimal value of √

µ is recapitulated in Table 3.2.
Table 3.2 interprets that the LMI (3.53) provides a better optimal solution than other cases.
It is due to the fact that the optimal value obtained in Case 1 is the smallest as compared
to the same obtained in other cases. In certain scenarios, the solution of LMI (3.44) is better
than the one estimated in Case 6( i.e., [14]). All these results emphasise the efficiency of the
matrix multiplier-based LMI approach over the existing methods. The proposed LMI conditions
provide better feasibility than the existing ones. It is a consequence of the introduction of the
newly defined matrix multipliers which adds some additional numbers of decision variables inside
LMIs, and incorporates extra degrees of freedom. Thus, it leads to LMI enhancement.
The observer specified in (3.3) is deployed on the aforementioned example for the purpose of
state estimation. In order to emphasise the performance of the proposed LMI-based observer,
Case 1, Case 2, and Case 6 are taken into account for θ = 0.7 and λ = 1.2. In each case, LMI
is solved in the MATLAB toolbox, and the gain matrix is computed. All these matrices are
outlined in Table 3.3.

Table 3.3: Values of gain matrix L for different cases

Case 1 Case 2 Case 6
θ = 0.7

and
λ= 1.2

L=
[
−0.0006 46.5548
−0.0007 46.8323

]
L=

[
−0.0000 335.7587
−0.0000 392.2913

]
L=

[
−0.0004 249.6421
−0.0001 66.8295

]

Further, the proposed observer (3.3) is implemented in MATLAB for each case by using all these
gain matrices. The subsequent Figures 3.3, 3.4 and 3.5 depict the graphical representation of
the estimation error in Case 1, Case 2, and Case 3, respectively.
The obtained value of √

µ in Case 1 is lesser than the same achieved in Case 2 and Case 3.
Thus, Figure 3.3 showcase better noise compensation as compared to Figure 3.4 and Figure 3.5.
In addition to this, all these Figures portray the asymptotic convergence of estimation error
dynamics. Thus, observer performance is validated.
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Figure 3.3: Plot of estimation error dynamic (x̃) in Case 1

Figure 3.4: Plot of estimation error dynamic (x̃) in Case 2

Figure 3.5: Plot of estimation error dynamic (x̃) in Case 3
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3.5.2 Numerical Example 2

Let us consider the nonlinear system (3.68) with the following parameters:

A=

0 1 0
0 0 1
0 0 −5

 , G=

0 0
0 0
1 1

 , B =

0
0
2

 , E =

 0
0

0.5

 , C =
[
1 0 0
0 1 0

]
, H =

[
1 0
0 1

]
, and

D =
[
0
1

]
.

The nonlinearities inside the system are illustrated as: f1(F1x) = x2
2, f2(F2x) = x2x3, h1(H1x) =

sinx1 and h2(H2x) = sinx3 along with F1 =

0 1 0
0 0 0
0 0 0

 , F2 =

0 1 0
0 0 1
0 0 0

 ,
H1 =

0 1 0
1 −1 1
0 0 −1

 and H2 =

0 0 1
0 1 0
0 −1 0

. Hence, m= 2, r = 2, n̄= 3, p̄= 3.

For initial condition x(0) =
[
−1 −1 −1

]⊤
and input u = square(2t), the states are bounded

in the following sets:

x ∈ {−10.2929 ≤x1 ≤ −1,
−1.0739 ≤x2 ≤ 0.2935,
and −1 ≤x3 ≤ 0.4686} ∀t ∈ [0,30].

In order to design an observer specified in (3.71) for the aforementioned system, the subsequent
projection of the estimated states are considered:

f ◦πΩf (x̂) =
[
f1 ◦πΩf1

(F1x̂)
f2 ◦πΩf2

(F2x̂)

]
; h◦πΩh(x̂) =

[
h1 ◦πΩh1

(H1x̂)
h2 ◦πΩh2

(H2x̂)

]
.

As stated in the previous section, fi(πΩfi (Fix̂)) = fi(Fix̂) for i ∈ {1,2} and hi(πΩhi (Hix̂)) =
hi(Hix̂) for i ∈ {1,2}. Thus, it ensures that projection on the estimated states does not alter its
behaviour. In addition to this, it guarantees that the reconstructed states remain bounded in
the above-defined sets as actual states.
The partial derivatives of f and h satisfy the following inequality for the considered duration:

−2× (−1.0739) ≤ ∂f1
∂x2

≤ 2× (0.2935); −1 ≤ ∂f2
∂x2

≤ 0.5; −1.0739 ≤ ∂f2
∂x3

≤ 0.3;

−1.0739 ≤ ∂h1
∂x1

≤ 1; −1 ≤ ∂h2
∂x3

≤ 0.2935.
(3.145)

If one follow the steps described in Remark 3.2, it is easy to show that the nonlinear functions
f

Ωfi
ij and h

Ωhi
ij ( i= {1,2}) fulfil (3.82) and (3.83), respectively.

Further, the feasibility of LMI (3.122) is tested in the ensuing cases:

1) Case 1: LMI (3.122) with the succeeding matrices:

Z =

Z11 Zb21 Zb22

Zb21 Z21 Za22

Zb22 Za22 Z22

 ;S =
[
S11 Sb21

Sb21 S21

]
, (3.146)

where Zij ,Zbij ,Zaij ∈ Rn̄×n̄, Sij ,Sbij ∈ Rp̄×p̄,∀i, j ∈ {1,2} are symmetric matrices such that
Z> 0 and S> 0.
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2) Case 2: LMI (3.122) with the following matrices which are similar to the one proposed in
Section 2.4:

Z =

 Z11 αZ21 αZ22
αZ21 Z21 αZ22
αZ22 αZ22 Z22

 ; S =
[
S11 βS21
βS21 S21

]
, (3.147)

where α,β = 0.5, and all other matrices are defined in (3.146).

3) Case 3: LMI (3.122) accompanied by the block-diagonal matrices (same as in [14]), i.e.,

Z = block-diag(Z11,Z21,Z22);
S = block-diag(S11,S21),

(3.148)

where all matrices are described in (3.146).

4) Case 4: LMI (3.122) with identity matrices (same as in [12]), i.e.,

Z = block-diag(In̄,In̄,In̄)
S = block-diag(Ip̄,Ip̄).

(3.149)

All LMIs defined in the above cases are solved by using the MATLAB toolbox. The estimated
optimal values of δ, γ and gain matrix L are outlined in Table 3.4.

Figure 3.6: Plot of the estimation error (x̃) in Case 1

Table 3.4 infers that the LMI (3.122) provides the best ISS gain with the proposed matrix multi-
pliers (i.e., Case 1 ) as compared to other cases. The matrices defined in (3.147), (3.148), (3.149)
are particular forms of the matrices stated in (3.146). Thus, the matrices of (3.146) encompasses
more number of variables than the one shown in (3.147), (3.148), (3.149). Hence, it is obvious
that the solution provided by the matrices of (3.146) is more general than other cases. These
additional decision variables add some extra degrees of freedom from a feasibility point of view.
Therefore, the inclusion of general matrix multipliers relaxes the existing LMI conditions from
a feasibility point of view and noise compensation.
Let us consider that system dynamics and measurements are corrupted with the Gaussian noise
(ω⇝ (0,1)). Further, the proposed observer (3.71) is deployed in a MATLAB environment to
evaluate the observer performance. For each aforementioned case, the estimation error dynamics
of the observer (3.71) is evaluated in MATLAB. Figures 3.6, 3.7 and 3.8 depict the plots of the
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Table 3.4: Compiling the optimal values obtained from LMI solution

Parameters Case 1 Case 2 Case 3 Case 4
δ 5.5499×10−18 0.6160 0.4237

Infea-
sible

γ =
√

δ
ρλmin(P ) 3.0326×10−12 2.4819 2.0585

Gain matrix
L


260.7229 0.0000
149.7926 0
−17.8321 0.5000




0.8643 1.4132
0.9302 1.7084

−0.2009 −0.3696




4.4501 1.1749
2.4572 0.7608

−0.6503 0.1732



Figure 3.7: Plot of the estimation error (x̃) in Case 2

estimation errors in Case 1, Case 2 and Case 3, respectively. These figures showcase that the
noise attenuation achieved in Case 1 is better than the one obtained in other cases. In addition
to this, these figures highlight the asymptotic convergence of estimation errors. Further, the
RMSE values of estimation errors are summarised in Table 3.5. It implies the same fact that the
noise compensation is optimal in Case 1 as compared to the other cases. Thus, the performance
of the proposed observer is validated.

Table 3.5: Comparison of RMSE values of x̃ in different cases

Time Case 1 Case 2 Case 3

15 ≤ t≤ 30

x̃1 2.1450×10−9 0.0454 0.0252

x̃2 5.5216×10−7 0.0254 0.0126

x̃3 5.5216×10−7 0.0254 0.0126
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Figure 3.8: Plot of the estimation error (x̃) in Case 3

3.6 Conclusion
This chapter presented two new LMI techniques for the design of a nonlinear observer. The
primary component of the proposed methods is a generalized matrix multiplier, which leads to
the inclusion of additional numbers of decision variables. Such extra variables provide some extra
degrees of freedom, thus enhancing the feasibility of LMI. Further, the proposed novel matrix
multiplier technique is combined with the LPV-based approach, which improves the feasibility
of the LMI condition (3.44). In addition to this, a novel observer approach for the class of
non-global Lipschitz nonlinear systems is developed. A well-known Hilbert transformation is
employed in the observer structure to handle the local Lipschitz nonlinearities. Further, the
asymptotic convergence of the estimation error is achieved through the utilisation of an ISS
notion. The introduction of newly defined matrix multipliers allows the inclusion of additional
decision variables as compared to the methods proposed in the literature. These extra variables
relax the LMI conditions from a feasibility point of view by adding some extra degrees of freedom.
The superiority of the proposed methods over the existing approaches is demonstrated through
the numerical examples.
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4.1 Introduction

Over the last two decades, the topic of output-feedback stabilisation has garnered a lot of
attention in control system engineering [89], [90]. This is due to external disturbances or noise,
which can occur through sensors and/or actuators, and it induces instability in the system.
The stability of such kind of system can be achieved through the employment of a controller.
However, in many applications, obtaining the necessary state information for the development
of the controller is not easily achievable due to economic or physical constraints on sensors.
Through the utilisation of observers, it is easy to obtain the current knowledge of the system’s
state, regardless of whether it is measurable or not. Thus, observers play a pivotal role in
the stabilisation problems. Several applications of observer-based controllers are showcased
in [91], [69] and [26].

93
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The design of observer-based controllers for linear systems is widely investigated by researchers,
for example, [92], [16], [93], and so on. However, the nonlinear observer-based stabilisation task
is a challenging task. The authors of [94] proposed the high-gain observer-based stabilisation
methodology, whereas the disturbance-observer approach is utilised in [25]. Due to the advance-
ments in computational technology over the last two decades, Linear Matrix Inequalities (LMIs)
have garnered a lot of attention in control system engineering. The authors of [24], [26] and [90]
incorporated LMIs in the development of nonlinear observer-based controllers. Though all these
cited articles provide less conservative LMI conditions, there is a scope for further enhancements.
In this chapter, the authors have developed the observer-based controller for the disturbance-
affected nonlinear system using the previously proposed new-matrix multiplier-based LMI ap-
proach. As stated earlier, the derived LMIs are formulated using a newly defined matrix multi-
plier, which results in the inclusion of additional decision variables compared to the existing LMI
methods. These variables add extra degrees of freedom and improve LMI feasibility. Further,
the effectiveness of the proposed matrix multipliers is investigated in MATLAB using numerical
examples.
The remainder of the chapter is organised as follows: Section 4.2 focuses on the formulation
of the problem statement. For the proposed observer-based controller, a novel LMI condition
is formulated in Section 4.3 using the H∞ criterion. Further, the property of ISS is utilised
in Section 4.4 for deriving an LMI criterion. The performance of the proposed approaches is
validated in Section 4.5 through numerical examples. In the last, Section 4.6 provides some
concluding remarks.

4.2 Contextualising the problem statement
This section addresses the objective of the article. For better comprehensibility, a nonlinear
system with nonlinear outputs under the effect of noise is considered for stabilisation purposes,
and it is illustrated as follows:

ẋ=Ax+Ff(x)+Bu+Eω,

y = Cx+Gg(x)+Dω,
(4.1)

where x ∈ Rn, y ∈ Rp and u ∈ Rs represent the states, the measurements of the systems, and the
input of the system, respectively. ω ∈ Rq is the exogenous signal such as noise or disturbances
affecting the system dynamics and outputs. A,G,B,C,F,E and D are known constant matrices
of appropriate dimensions. The nonlinearities f(·) and g(·) are assumed to be globally Lipschiz,
and admit detailed form (2.34) and (2.58), respectively. The ensuing observer-based controller
is employed in this chapter for the stabilisation of (4.1):

˙̂x=Ax̂+Ff(x̂)+Bu+L

[
y−

(
Cx̂+Gg(x̂)

)]
, (4.2a)

u= −Kx̂, (4.2b)

where x̂ denotes the estimated states, and matrices L, K are the parameters of the observer-
based controller. The depiction of observer-based stabilisation of the nonlinear system (4.1)
methodology is showcased in Figure 4.1.
The estimation error of the observer-based controller (4.2) is defined as follows:

e= x− x̂.
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Figure 4.1: Illustratation of observer-based controller

Thus, the dynamics of the estimation error (e) are given by

ė= (A−LC)e+F (f(x)−f(x̂)︸ ︷︷ ︸
f̃(x,x̂)

)−LG(g(x)−g(x̂)︸ ︷︷ ︸
g̃(x,x̂)

)+(E−LD)ω. (4.3)

Analogous to (3.9) and (3.10), one can express f̃(x, x̂) and g̃(x, x̂) in the following manner:

f̃(x, x̂) =
m,n̄∑
i,j=1

fijHijHie, (4.4)

g̃(x, x̂) =
r,p̄∑
i,j=1

gijGijGie, (4.5)

where all the variables remain the same as the one specified in (3.9) and (3.10). The functions
fij and gij satisfy (3.13) and (3.14), respectively.
Further, the incorporation of (4.3) and (4.5) in the dynamic (4.3) yields:

ė= (A−LC)e+
m,n̄∑
i,j=1

fijFHijHie−
r,p̄∑
i,j=1

gijLGGijGie+(E−LD)ω. (4.6)
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Through the utilisation of (4.1) and (4.2b), one can obtain:

ẋ= (A−BK)x+BKe+Ff(x)+Eω. (4.7)

Similar to (4.4), f(x) is written as:

f(x) = f(x)−f(0) = f̃(x,0) =
m,n̄∑

i,j=1
f̄ijHijHix, (4.8)

with f̄ij ≜ f̄ij
(
θ

0i,j−1
i ,θ

0i,j
i

)
and it holds

0 ≤ f̄ij ≤ fbij . (4.9)

Hence,

ẋ= (A−BK)x+BKe+
m,n̄∑
i,j=1

f̄ijFHijHix+Eω. (4.10)

Let us introduce an augmented vector ζ =
[
e
x

]
which consists of both estimation error vector

and state vector.
From (4.6) and (4.10), we deduce:

ζ̇ =
[
(A−BK) BK

O (A−LC)

]
ζ+

[
O∑r,p̄

i,j=1 gij(−LG)GijGi

]
ζ

+
[∑m,n̄

i,j=1 f̄ijFHijHi O
O

∑m,n̄
i,j=1 fijFHijHi

]
ζ+

[
E

E−LD

]
ω.

(4.11)

Objective

The objective of this chapter is to determine the parameters L and K such that

I) The close-loop system (4.11) is exponentially stable at t→ ∞ when when ω = 0.

II) When ω ̸= 0, the estimation error dynamic (4.11) converge asymptotically with max-
imum noise attenuation at t→ ∞.

A substantial amount of research has been performed to tackle this problem, resulting in the
establishment of numerous methods in the literature, for example, [24, 95–97] and so on. Each
of these methods has provided enhanced LMI conditions, which are formulated by deploying
different mathematical tools. Regardless of these advancements in LMI relaxations, the resulting
LMIs remain conservative; thus there is a scope for further enrichment. In this chapter, the
authors have utilised the new-matrix multiplier-based LMI approach in the context of observer
design, to establish a new and less conservative LMI condition compared to the existing results
in the literature.
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4.3 A robust circle-criterion based approach

This section is dedicated to the development of the LMI condition using the H∞ criterion. In
order to mitigate the impact of external disturbances/noise ω on the error dynamic, the H∞
criterion (3.17) is commonly used in the control system domain [12–14]. The H∞ criterion (3.17)
for the estimation error dynamic (4.11) is modified as:

||ζ||L(2n)2
≤
√
µ||ω||2Lq2 +ν||ζ0||2. (4.12)

In order to analyse the H∞ stability of the error dynamic (4.11), let us consider the ensuing
quadratic Lyapunov function:

V (x̃) = ζ⊤Pζ, (4.13)

where P =
[
P1 O
O P2

]
> 0, and P1, P2 ∈ Sn.

It needs to be noted that more general Lyapunov matrices may be considered for the analysis,
however, this will lead to bilinear matrix inequalities (BMIs), which are not suitable for this
method. Thus, to avoid computation complexity and BMIs, the function defined in (4.13).
Further, the V̇ (ζ(t)) is computed along the trajectories of (4.11) and illustrated as follows:

V̇ (ζ) = ζ⊤Aζζ+ ζ⊤
[

P1E
P2(E−LD)

]
ω+ω⊤

[
P1E

P2(E−LD)

]⊤

ζ, (4.14)

where

Aζ =
[
(A−BK)⊤P1 +P1(A−BK) P1BK

(BK)⊤P1 (A−LC)⊤P2 +P2(A−LC)

]

+
[∑m,n̄

i,j=1 fijP1FHijHi O
O

∑m,n̄
i,j=1 fijP2FHijHi

]
+
[∑m,n̄

i,j=1(fijP1FHijHi) O
O

∑m,n̄
i,j=1(P2FFijFi)

]⊤

+
[

O
−
∑r,p̄

i,j=1 gijP2LGGijGi

]
+
[

O
−
∑r,p̄

i,j=1 gijP2LGGijGi

]⊤

.

(4.15)

Similar to (3.20), the error dynamic (4.11) satisfies H∞ criterion (4.12) if the subsequent in-
equality is true:

W ≜ V̇ (ζ)+∥ζ∥2 −µ∥ω∥2 ≤ 0. (4.16)

One can refer to Remark 3.3 for more details about this.
Through the utilisation of (4.14) and (4.16), we obtain:

W =
[
ζ
ω

]⊤
Aζ + I2n

[
P1E

P2(E−LD)

]
⋆ −µIq

[ζ
ω

]
≤ 0. (4.17)

Thus, W ≤ 0 if Aζ + I2n

[
P1E

P2(E−LD)

]
⋆ −µIq

≤ 0. (4.18)
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In order to ensure the H∞ stability of (4.11), we need to satisfy the condition described
in (4.18). Since it includes several terms obtained from the coupling between the decision vari-
ables P1,P2,L, and K, the inequality (4.18) is not easy to solve. Then, to overcome this problem,
a convenient congruence transformation is utilised. By pre-multiplying and post-multiplying the

inequality (4.18) by

P1 O O
O In O
O O Iq

 and its transpose, we deduce:

Āζ

[
E

P2E−RLD

]
⋆ −µIq

≤ 0, (4.19)

where

Āζ =
[
P1A

⊤ +AP1 −RKB
⊤ −BR⊤

K O
O A⊤P2 +P2A−C⊤RL −R⊤

LC

]
+
[
P1P1 O
O In

]
+
[

O BK
(BK)⊤ O

]
+NL1 +NL2,

(4.20)

NL1 =
m,n̄∑
i,j=1

[
P1H

⊤
i O

O P2FHij

]
︸ ︷︷ ︸

U⊤
ij

[
f̄ijH⊤

ijF
⊤ O

O fijHi

]
︸ ︷︷ ︸

Vij

+V ⊤
ij Uij , (4.21)

NL2 =
r,p̄∑

i,j=1

([
O

−R⊤
LGGij

]
︸ ︷︷ ︸

M⊤
ij

Nij︷ ︸︸ ︷[
gijGi

]
+N⊤

ijMij

)
, (4.22)

and P1 = P−1
1 , R⊤

K =KP1 and R⊤
L = P2L.

Further, the term
[
P1P1 O
O In

]
and

[
O BK

(BK)⊤ O

]
are expressed in the following manner:

[
P1P1 O
O In

]
=
[
P1 O
O In

]
︸ ︷︷ ︸

ΣP

[
In O
O In

]
︸ ︷︷ ︸

ΣI

−1[
P1 O
O In

]⊤

, (4.23)

and [
O BK

(BK)⊤ O

]
=
[
O
I

]
︸︷︷︸
P⊤

Q︷ ︸︸ ︷[
K⊤B⊤ O

]
+P⊤Q, (4.24)

Now, the Young inequality (A.10) is exploited to linearize the terms K and to tackle the non-
linear terms NL1 and NL2. First, the following notations are introduced to avoid cumbersome
equations:

U =
[
U11 · · · U1n̄ · · · Um1 · · · Umn̄

]
, (4.25)

V =
[
V11 · · · V1n̄ · · · Vm1 · · · Vmn̄

]
, (4.26)

M =
[
M11 · · · M1p̄ · · · Mr1 · · · Mrp̄

]
, (4.27)

N =
[
N11 · · · N1p̄ · · · Nr1 · · · Nrp̄

]
. (4.28)
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Then, (4.21) and (4.22) are reformulated as:

NL1 = U⊤V +V ⊤U, (4.29)
NL2 =M⊤N +N⊤M. (4.30)

The ensuing inequalities are deduced by employing (A.10) on (4.24), (4.29) and (4.30):

K ≤
(
P+ ϵP1Q

)⊤(2ϵP1)−1(P+ ϵP1Q
)
, (4.31)

NL1 ≤ (U + Z̄V )⊤(2Z̄)−1(U + Z̄V ), (4.32)
NL2 ≤ (M +SN)⊤(2S)−1(M +SN), (4.33)

where Z̄ = block-diag(Z, Z̄). The matrices Z, Z̄ and S are illustrated in (2.82), (4.34) and (2.83),
respectively. Through utilisation of (3.13) (3.14) and (4.9), each elements inside V and M is

Z̄ =



Z̄11 Z̄a1
12

. . . Z̄a1
1n̄

Z̄b11
21

Z̄b11
22

. . . Z̄b11
2n̄

. . . Z̄b11
m1

Z̄b11
m2

. . . Z̄b11
mn̄

Z̄a1
12

Z̄12 . . . Z̄a2
1n̄

Z̄b12
21

Z̄b12
22

. . . Z̄b12
2n̄

. . . Z̄b12
m1

Z̄b12
m2

. . . Z̄b12
mn̄...

... . . . ...
...

... . . . ... . . .
...

... . . . ...
Z̄a1

1n̄
Z̄a2

1n̄
. . . Z̄1n̄ Z̄b1n̄

21
Z̄b1n̄

22
. . . Z̄b1n̄

2n̄
. . . Z̄b1n̄

m1
Z̄b1n̄

m2
. . . Z̄b1n̄

mn̄

Z̄b11
21

Z̄b12
21

. . . Z̄b1n̄
21

Z̄21 Z̄a1
22

. . . Z̄a1
2n̄

. . . Z̄b21
m1

Z̄b21
m2

. . . Z̄b21
mn̄

Z̄b11
22

Z̄b12
22

. . . Z̄b1n̄
22

Z̄a1
22

Z̄22 . . . Z̄a2
2n̄

. . . Z̄b22
m1

Z̄b22
m2

. . . Z̄b22
mn̄...

... . . . ...
...

... . . . ... . . .
...

... . . . ...
Z̄b11

2n̄
Z̄b12

2n̄
. . . Z̄b1n̄

2n̄
Z̄a1

2n̄
Z̄a2

2n̄
. . . Z̄2n̄ . . . Z̄b2n̄

m1
Z̄b2n̄

m2
. . . Z̄b2n̄

mn̄...
...

...
...

...
...

...
... . . . ...

...
...

...
Z̄b11

m1
Z̄b12

m1
. . . Z̄b1n̄

m1
Z̄b21

m1
Z̄b22

m1
. . . Z̄b2n̄

m1
. . . Z̄m1 Z̄a1

m2
. . . Z̄a1

mn̄

Z̄b11
m2

Z̄b12
m2

. . . Z̄b1n̄
m2

Z̄b21
m2

Z̄b22
m2

. . . Z̄b2n̄
m2

. . . Z̄a1
m2

Z̄m2 . . . Z̄a2
mn̄...

... . . . ...
...

... . . . ... . . .
...

... . . . ...
Z̄b11

mn̄
Z̄b12

mn̄
. . . Z̄b1n̄

mn̄
Z̄b21

mn̄
Z̄b22

mn̄
. . . Z̄b2n̄

mn̄
. . . Z̄a1

mn̄
Z̄a2

mn̄
. . . Z̄mn̄



,

(4.34)
where Z̄ij = Z̄⊤

ij > 0 ∈ Rn̄×n̄, Z̄akij
= Z̄⊤

akij
≥ 0 ∈ Rn̄×n̄∀i,k ∈ {1, . . . ,m},&j ∈ {1, . . . , n̄}; Z̄

bkjij
=

Z̄⊤
bkjij

≥ 0 ∈ Rn̄×n̄,∀i ∈ {2, . . . ,m},k ∈ {1, . . . ,m−1},&j ∈ {1, . . . , n̄} such that Z̄> 0.

bounded and belongs to convex sets Fm and Gr, respectively. The set of vertices of Fm and Gr
are given by

FHm =
{

{Φ11, . . . ,Φ1n̄, . . . ,Φm1, . . . ,Φmn̄} : Φij ∈ [0,fbij ]
}
, (4.35)

FGr =
{

{Ψ11, . . . ,Ψ1p̄, . . . ,Ψr1, . . . ,Ψrp̄} : Ψij ∈ [0,gbij ]
}
. (4.36)

From convexity principal, the inequalities (4.32) and (4.33) are fulfilled if

NL1 ≤
[
(U + Z̄V )⊤(2Z̄)−1(U + Z̄V )

]
V ∈FHm

, (4.37)

NL2 ≤
[
(M +SN)⊤(2S)−1(M +SN)]N∈FGr , (4.38)
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The deployment of (4.23), (4.31), (4.37) and (4.38) into (4.20) results in:

Āζ ≤
[
P1A

⊤ +AP1 −RKB
⊤ −BR⊤

K O
O A⊤P2 +P2A−C⊤RL−R⊤

LC

]
+Σ⊤

PΣIΣP

+
[(

P+ ϵP1Q
)⊤(2ϵP1)−1(P+ ϵP1Q

)]
+
[
(U + Z̄V )⊤(2Z̄)−1(U + Z̄V )

]
V ∈FHm

+
[
(M +SN)⊤(2S)−1(M +SN)]N∈FGr .

(4.39)

Further, one can obtain the following inequality by employing Shcur Lemma 4 on (4.39):

Āζ ≤


Σ11 Σ⊤

P Σ12 Σ13 Σ14
⋆ −ΣI O O O
⋆ ⋆ −2ϵP1 O O
⋆ ⋆ ⋆ −2Z̄ O
⋆ ⋆ ⋆ ⋆ −2S


V ∈FHm ,N∈FGr

, (4.40)

where

Σ11 =
[
P1A

⊤ +AP1 −RKB
⊤ −BR⊤

K O
O A⊤P2 +P2A−C⊤RL−R⊤

LC

]
, (4.41)

Σ12 =
(
P+ ϵP1Q

)
, (4.42)

Σ13 = (U + Z̄V ), (4.43)
Σ14 = (M +SN). (4.44)

Now, we are ready to state the following theorem:

Theorem 4.1

If the matrices Z, Z̄ and S described in (2.82), (4.34) and (2.83), respectively, exist along
with the matrices P1,P2 > 0 ∈ Sn, matrices RK ∈ Rn×s,RL ∈ Rp×n and positive scalars ϵ,µ
such that the following optimisation problem is solvable:

minimise µ subject to,

Σ11 ΣP Σ12 Σ13 Σ14 Σq

⋆ −ΣI O O O O
⋆ ⋆ −2ϵP1 O O O
⋆ ⋆ ⋆ −2Z̄ O O
⋆ ⋆ ⋆ ⋆ −2S O
⋆ ⋆ ⋆ ⋆ ⋆ −µIq


V ∈FHm ,N∈FGr

≤ 0, (4.45)

where Σq =
[
E⊤ (P2E−R⊤

LD)⊤
]⊤

and the terms Σ11,ΣP ,Σ12,Σ13,Σ14 are specified in (4.41), (4.23),
(4.42), (4.43) and (4.44), respectively. Then, the error dynamic (4.11) is H∞ asymptotically
stable. The observer parameters are calculated as: K =R⊤

KP−1
1 and L= P−1

2 R⊤
L .
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Proof: One can derive the LMI (4.45) by substituting (4.40) in the inequality (4.19). According
to the convexity principle [18], if the LMI (4.45) is solved for all V ∈ FHm and N ∈ FGr , then
the error dynamic (4.11) satisfied the H∞ criterion (4.12) with ν = λmax(P ) and minimum µ
obtained from the solution of LMI (4.45). This ends the proof. □

The aforementioned theorem can be modified for the disturbance-affected nonlinear system with
linear outputs, which is described in the subsequent Corollary.

Corollary 4.1

Let us consider the subsequent nonlinear systems having linear outputs:

ẋ=Ax+Ff(x)+Bu+Eω,

y = Cx+Dω,
(4.46)

where all the variables and parameters remain consistent with those specified in (4.1). The
ensuing observer-based controller is utilised for the stabilisation of the system (4.46):

˙̂x=Ax̂+Ff(x̂)+Bu+L(y−Cx̂),
u= −Kx̂,

(4.47)

if the following optimisation problem is solvable:

minimise µ subject to
Σ11 ΣP Σ12 Σ13 Σq

⋆ −ΣI O O O
⋆ ⋆ −2ϵP1 O O
⋆ ⋆ ⋆ −2Z̄ O
⋆ ⋆ ⋆ ⋆ −µIq


V ∈FHm

< 0, (4.48)

where all the variables are the same as the one specified in Theorem 4.1 .

For the proof, one can follow the proof of Theorem 4.1 .

4.4 ISS-based LMI formulation

In this segment, the novel LMI condition is derived by incorporating the ISS notion 19, which
ensures the stability of the error dynamic (4.11).
In order to ensure the ISS behaviour of the closed-loop system (4.11), the quadratic Lyapunov
function (4.13) is considered. It infers that V (ζ) satisfies:

λmin(P )∥ζ∥2 ≤ V (ζ) ≤ λmax(P )|∥ζ∥2. (4.49)

The derivative of V (ζ(t)) along the trajectories of (4.11) is showcased in (4.14). Further, the
subsequent inequality is derived by deploying the Young inequality (A.9) on (4.14):

V̇ (ζ) ≤ ζ⊤
[
Aζ + 1

δ
Q⊤Q

]
ζ+

[
P1E

P2(E−LD)

]⊤

ζ+ δω⊤ω, (4.50)
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where Q =
[

P1E
P2(E−LD)

]⊤

.

Now, let us presume that there exists a positive scalar ρ such that

Aζ + 1
δ
Q⊤Q+ρP ≤ 0. (4.51)

Through the utilisation of Schur’ lemma A.3, the condition specified in (4.51) is equivalent to[
Aζ Q⊤

⋆ −δIq

]
≤ 0. (4.52)

If the inequality (4.51) or (4.52) is true, then V (ζ) fulfils :

V̇ (ζ(t)) ≤ −ρV (ζ(t))+ δ∥ω(t)∥2 ≤ −ρλmax(P )∥ζ(t)∥2 + δ∥ω(t)∥2. (4.53)

The inequalities (4.49) and (4.53) are identical to the conditions described in (1.34) and (1.35),
respectively. From Definition 20 of Chapter 1, the Lyapunov function (4.13) is an ISS-Lyapunov
function along with the ensuing K∞ functions:

α1(∥ζ(t)∥) = λmin(P )∥ζ(t)∥2, α2(∥ζ(t)∥) = λmax(P )∥ζ(t)∥2,

α3(∥ζ(t)∥) = −ρλmax(P )∥ζ(t)∥2 and α4(ω) = δ∥ω∥2.

By using Theorem 1.3 , the system (4.11) is an ISS w.r.t. ω as it admits an ISS Lyapunov
function (4.13).
One of the essential conditions required to ensure that the Lyapunov function (4.13) to be an
ISS-Lyapunov function specified is provided in (4.52). Similar to the aforementioned section, the

inequality (4.52) is pre-multiplied and post-multiplied by the matrix

P1 O O
O In O
O O Iq

 to eliminate

the coupling terms, and we get: [
Σ̄ Σq

⋆ −δIq

]
≤ 0, (4.54)

where

Σ̄ =
[
P1A

⊤ +AP1 −RKB
⊤ −BR⊤

K +ρP1 O
O A⊤P2 +P2A−C⊤RL −R⊤

LC+ρP2

]
+
[

O BK
(BK)⊤ O

]
+NL1 +NL2,

(4.55)

where NL1 and NL2 are specified in (4.21) and (4.22), respectively. Through the utilisation
of (4.31), (4.37) and (4.38), the term Σ̄ is rewritten as:

Σ̄ ≤ Σ1 +
[(

P+ ϵP1Q
)⊤(2ϵP1)−1(P+ ϵP1Q

)]

+
[

(U + Z̄V )⊤(2Z̄)−1(U + Z̄V )
]

V ∈FHm

+
[

(M +SN)⊤(2S)−1(M +SN)]N∈FGr ,

(4.56)

where

Σ1 =
[
P1A

⊤ +AP1 −RKB
⊤ −BR⊤

K +ρP1 O
O A⊤P2 +P2A−C⊤RL−R⊤

LC+ρP2

]
. (4.57)
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Analogous to (4.40), the deployment of Schur lemma A.3 on (4.56) yields:

Σ̄ ≤


Σ1 Σ12 Σ13 Σ14
⋆ −2ϵP1 O O
⋆ ⋆ −2Z̄ O
⋆ ⋆ ⋆ −2S


V ∈FHm ,N∈FGr

, (4.58)

where Σ13,Σ14 are illustrated in (4.43) and (4.44), respectively. Now we can establish the
following theorem illustrating an LMI that ensures the ISS behaviour of the error dynamic (4.11).

Theorem 4.2

Assume that there exist matrices Z, Z̄, and S under the form (2.82), (4.34) and (2.83),
respectively, along with P1,P2 > 0 ∈ Sn, matrices RK ∈Rn×s,RL ∈Rp×n and positive scalars
ϵ,ρ,δ such that the following optimisation problem is solvable:

minimise µ subject to,
Σ1 Σ12 Σ13 Σ14 Σq

⋆ −2ϵP1 O O O
⋆ ⋆ −2Z̄ O O
⋆ ⋆ ⋆ −2S O
⋆ ⋆ ⋆ ⋆ −δI


V ∈FHm ,N∈FGr

< 0, (4.59)

where Σq =
[
E⊤ (P2E−R⊤

LD)⊤
]⊤

and the terms Σ11,Σ12,Σ13,Σ14 are specified in (4.41),
(4.42), (4.43) and (4.44), respectively. Then the system (4.11), with parameters of the
observer-based controller computed as K =R⊤

KP−1
1 and L= P−1

2 R⊤
L , is ISS with respect to

ω(t) according to the following inequality:

∥ζ(t)∥ ≤
√
λmax(P )
λmin(P ) ∥ζ0∥ζ− ρ

2 t+
√

δ

ρλmin(P )∥ω∥L2 . (4.60)

Proof: LMI (4.59) is obtained by incorporating (4.58) in (4.52). From the convexity prin-
ciple [18], if the LMI (4.45) is solved for all V ∈ FHm and N ∈ FGr , then inequality (4.52) is
satisfied and it infers that the Lyapunov function (4.13) is an ISS-Lyapunov function. Through
the integration of (4.53) and utilisation of comparison principle, one can get: we deduce that

V (ζ(t)) ≤ V (ζ0)ζ−ρt+ δe−ρt
∫ t

0
eρs∥ω(s)∥2

2ds

≤ V (ζ0)e−ρt+ δ sup
s∈[0,t]

∥ω(s)∥2
2e−ρt

∫ t

0
eρsds

≤ V (ζ0)e−ρt+ δ

ρ

(
1− e−ρt) sup

s∈[0,t]
∥ω(s)∥2

2. (4.61)

Since 0 ≤ 1 − e−ρt ≤ 1, sup
s∈[0,t]

∥ω(s)∥2
2 ≤ ∥ω∥2

L2 and λmin(P )∥ζ∥2 ≤ V (ζ) ≤ λmax(P )|∥ζ∥2, the in-

equality (4.60) is deduced. Hence, Theorem 4.2 is proved. □
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Analogous to the aforementioned section, the proposed LMI (4.59) can be modified for the
system (4.46), which is showcased in the subsequent corollary.

Corollary 4.2

The proposed observer-based controller (4.47) is deployed for the stabilisation of the sys-
tem (4.46) if the following optimisation problem is solvable:

minimise δ subject to
Σ1 Σ12 Σ13 Σq

⋆ −2ϵP1 O O
⋆ ⋆ −2Z̄ O
⋆ ⋆ ⋆ −µIq


V ∈FHm

< 0, (4.62)

where all the variables remain coherent with the one specified in Theorem 4.2 .

In the sequel, the effectiveness of the proposed observer-based controller is analysed through
numerical examples.

4.5 Validating the performance of the developed methodology
This section focuses on emphasising the efficiency of the proposed methodology through two
numerical examples.

4.5.1 Example 1: A single-link flexible joint robot model

The authors of [19, 98] have illustrated the model of a single-link flexible joint robot in the
subsequent manner:

θ̇m = ωm,

ω̇m = k

Jm
(θl−θm)− B

Jm
ωm+ Kτ

Jm
u,

θ̇l = ωl,

ω̇l = −K

Jl
(θl−θm)− mgh

Jl
sin(θl),

(4.63)

where θl and θm depict the angular rotations of the link and motor of the robot arm, respectively.
Whereas, ωl and ωm represent the angular velocities of the link and motor, respectively. The
remaining parameters and their values are showcased in Table 4.1.
Further, the system specified in (4.63) can be written in the form of (4.46) with the ensuing the

parameters: x=


θm
ωm
θl
ωl

 ,A=


0 1 0 0

−48.6 −1.25 48.6 0
0 0 0 1

19.5 0 −19.5 0

 , F =


0
0
0
1

 , B =


0

21.6
0
0

 , E =


1
1
1
1

 ,
C =

[
1 0 0 0
0 1 0 0

]
, D =

[
1
1

]
and f(x) = −15.86 ·m · sin(x3).

Let us assume ρ = 1.35 and ϵ = 0.1 for solving the LMIs (4.62). Through the utilisation of
YALMIP toolbox [99], the feasibility of the LMIs (4.62) and [24, LMI (22)] is tested for different
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Table 4.1: Parameters of the model of a single-link flexible joint robot

No. Parameters Value Unit
1 m - Mass of the pointer 0.21 kg
2 2h - Length of the link 3×10−2 m
3 g - Acceleration due to gravity 9.8 m · sec−2

4 k - Torsional spring constant 1.8×10−1 N ·m · rad−1

5 Kτ - Amplifier gain 8×10−2 N ·m ·V−1

6 B - Viscous friction coefficient 4.6×10−2 N ·m ·V−1

7 Jl - Inertia of the Link 9.3×10−3 kg ·m2

8 Jm - Motor inertia 3.7×10−3 kg ·m2

values of m. The obtained results are displayed in Table 4.2. It infers the developed LMI
provides the feasible solution for larger values of m, whereas the one presented in [24] for the
same values of m is infeasible. Hence, the developed LMI can provide a feasible solution for a
larger Lipschitz constant as compared to the existing methods which are infeasible for the same
constant. Thus, the efficiency of the proposed matrix-multiplier-based LMIs is highlighted.

Table 4.2: Comparison results for different values of m.

LMI
approaches

Para-
meters

m=
0.21

m=
0.3

m=
0.7

m=
1

LMI (4.62)
δ

9.7819
×10−9

1.2058
×10−8

5.7400
×10−7

5.3920
×10−5

√
δ

ρλmin(P ) 2.5564 2.7852
1.839
×101

1.552
×102

[24, LMI (22)] √
µ 2.5745 3.2291 Inf Inf

Further, the proposed observer-based controller (4.47) is deployed to stabilise the states of the
system in the MATLAB environment for the case m = 0.21. The solution of the LMI (4.62)
yields the ensuing observer-based controller parameters:

L=


20.5758 −19.5758
−2.4059 3.4059
9.4141 −8.4141
7.4211 −6.4211

 and K =
[
3.5343 0.8313 −2.3666 0.7819

]
.

The initial condition is given as x0 =
[
1 1 1 1

]⊤
. Assume that the dynamics and outputs of

the system are affected by the Gaussian noise ω⇝ (0,0.01). The behaviour of the estimation
errors is shown in Figure 4.2, which highlights the asymptotic convergence of the estimation
errors with optimal noise attenuation. Further, Figure 4.3 depicts the plot of stabilised states
obtained from the observer-based controller and it emphasises the stabilisation of states. Thus,
the performance of the observer-based controller is validated.
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Figure 4.2: Graphical representation of Estimation error (x̃) in case of the model of a single-link
joint robot

Figure 4.3: Graphical presentation of stabilised states (x̃) for the application of a single-link
robot

4.5.2 Example 2: A numerical example of unstable system

In this segment of the chapter, a numerical example is utilised for analysing the performance of
the proposed observer-based stabilisation approach. Let us consider the system (4.46) with the
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subsequent parameters:

A=
[
0 1
2 −2

]
, B =

[
1
1

]
, G=

[
1 −0.1
0 0

]
, E =

[
1
1

]
, C =

[
1 0

]
and D = 0.1.

The nonlinear function f(x) is illustrated as: f(x) =
[
sin(H1x)
sin(H2x)

]
, where H1 =

[
0 1
1 −1

]
and

H2 =
[

1 0
−1 1

]
. The initial value of the state vector is x0 =

[
5

−5

]
. Let us assume that the

dynamics and outputs of the systems are corrupted with the Gaussian noise (ω⇝ (0,0.01)). For

Figure 4.4: Visualisation of unstable states

input u= 1, the plot of states of the given system is displayed in Figure 4.4 and it infers that the
states of the systems are not stable. Thus, to stabilise this system, the proposed methodology
is deployed.

Table 4.3: Recapitulating solutions obtained from different LMIs

LMI (4.62) LMI (4.48) [24, LMI (22)]

δ γ =
√

δ
ρλmin(P )

√
µ

√
µ

1.6186×10−9 0.2804 0.1844 0.3540

The established LMIs (4.48), (4.62) and [24, LMI (22)] are solved using YALMIP toolbox of
MATLAB [99] and the achieved results are outlined in Table 4.3. It showcases that the pro-
posed LMIs provide a better value of noise attenuation level than the method of [24]. Thus,
it highlights the superiority of the developed matrix-multiplier-based LMI approach over the
existing methods.
In addition to this, the following parameters are computed from the solution of LMI (4.48):

L=
[
13.7839
13.1622

]
and K =

[
10.5423 7.4572

]
.
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Figure 4.5: Representation of stabilised states

Further, for stabilisation of this system, the proposed observer-based controller (4.47) is de-

Figure 4.6: Plot of estimation error (x̃)

ployed in a MATLAB environment by using the aforementioned gain matrices. The obtained
results are shown in Figure 4.5 and Figure 4.6. The behaviour of the estimation error is illus-
trated in Figure 4.5, and it highlights the asymptotic convergence of the estimation error with
optimal noise attenuation. Figure 4.6 depicts the graphs of stabilised states and it emphasises
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the rapid stabilisation of the states. Hence, the performance of the proposed observer-based
controller is verified.

4.6 Conclusion
In this chapter, two novel LMI-based methods for designing the observer-based stabilization
strategy are established. The first LMI condition is developed by deploying the H∞ criterion,
whereas the second one is derived by using ISS notions. The obtained LMI conditions are less
conservative than those existing in the literature. This is due to the prudent utilization of
well-known mathematical tools such as a reformulated Lipschitz property, the Young relation,
and then new matrix-multiplier techniques in a judicious way. The effectiveness of the proposed
control strategy over the existing LMI-based methodology is shown through numerical examples.
It implies that the feasibility of the proposed LMIs is enhanced.
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5.1 Introduction

The development of communication and robotic technology has substantially impacted our day-
to-day lifestyles, especially in the transportation sector. These technological advancements pio-
neered a path for the rise of autonomous vehicles (AVs). The primary objectives of these vehicles
are listed as follows:

1. to mitigate the number of crashes, or to improve the safety of the driver;

2. to minimize energy consumption and pollution;

3. avoid traffic congestion.

111
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The last few decades have witnessed growth in autonomous vehicle technologies which can be
seen in [100–102]. In addition to this, according to [103], Google launched a project of Google self-
driving car in 2009. In 2020, Uber initiated testing of self-driving vehicles through a partnership
with Volvo [104]. All these cited papers prove the potential for further enhancements in the
sector of smart vehicles. It motivates the authors to implement the aforementioned developed
methodologies in the application of the autonomous vehicle.
The task of control of autonomous vehicles is mainly divided into two parts:

I) Longitudinal control: It is primarily focused on control of the longitudinal motion of the
vehicle, such as, it’s velocity or position w.r.t. to preceding vehicle in platoon, and so on.
It plays a pivotal role in the control of connected autonomous vehicle platforms.

II) Lateral control: It is mainly developed for avoiding lane departure accidents. There are
three types of tasks performed by these systems such as lane departure warning, lane
keeping and yaw stability control.

For each task, there has been a significant amount of research carried out in the literature [105–
107]. For all these tasks, there are several approaches proposed in the literature. As there have
been continuous advancements in the autonomous vehicle industry, it encourages authors to
deploy the established methods for the numerous tasks in autonomous vehicles. In this chapter,
the authors are mainly focused on the implementation of the proposed observer methodology
for several tasks in autonomous vehicles, for example, longitudinal state estimations and slip
angle estimations, etc. It aids in highlighting the effectiveness of the developed techniques in
the real-time application domain (autonomous vehicle industry).
The remaining part of this chapter is structured as follows: Section 5.2 is dedicated to the
implementation of the proposed observers of Chapter 3 on the longitudinal vehicle model. The
deployment of the ISS-based observer of Chapter 3 for the purpose of slip-angle estimation of
the nonlinear vehicle model is illustrated in Section 5.3. Further, Section 5.4 encompasses the
development of the coordinate transformation-based nonlinear observer for a vehicle tracking
model. Finally, some concluding remarks are provided in Section 5.5.

5.2 state estimation of the longitudinal autonomous vehicle model

The control of autonomous vehicles is an important and popular topic ( [108–110]). The vehicle
control system requires the knowledge of the longitudinal vehicle states, i.e., velocity, position,
and acceleration, to control various vehicle parameters/states such as consecutive distances
between two vehicles, vehicle yaw rates, and side slip angles. Thus, in order to achieve efficient
vehicle control, the longitudinal vehicle states must be estimated. Several autonomous vehicle
models have been established in the literature for vehicle control tasks, which are presented
in [109, 111–113]. Table 5.1 describes a few models that portray the longitudinal motion of
vehicles.

5.2.1 Longitudinal vehicle dynamics

The commonly used vehicle dynamics for longitudinal control are listed as follows:
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Table 5.1: The models to depict the vehicular longitudinal motion

No. Model References Features Drawbacks

1
“Position-Velocity"

second-order
linear model

[112], [114] Simple in
the form

as compared to
other models

Lacks power-train
dynamics; less

accurate
2

“Position-Velocity"
second-order

nonlinear model
[113], [115]

3
“Position-Velocity-Force"

third-order
nonlinear model

[109], [116]

consist single
nonlinear term
which reduces
the complexity

difficult to
measure force
term through

sensors

4
“Position-Velocity-Acceleration"

third-order
nonlinear model

[111], [117]
simple

nonlinear terms;
high accuracy

5
“Position-Velocity-Acceleration"

third-order
linear model

[118], [119]
easy to

implement in
practise

needs an
exact information

about vehicles

1. Position-Velocity-Force third-order nonlinear model ( [108], [109]):

ṗ(t) = v(t),

v̇(t) = 1
m
F (t)− Kd

m
v2(t)− dm

m
,

Ḟ (t) = 1
τ
u(t)− 1

τ
F (t),

(5.1)

where p(t), v(t) and F (t) indicate the position, velocity and driving/braking force of the
vehicle, respectively. u(t) denotes the control input (desired driving/braking force or desired
acceleration). Other parameters of the model are specified in Table 5.2.

2. Position-Velocity-Acceleration third-order nonlinear model ( [120], [121]):

ṗ(t) = v(t),
v̇(t) = a(t),

ȧ(t) = −1
τ
a(t)− 2Kd

τm
v2(t)− 2Kd

m
v(t)a(t)+ 1

mτ
u(t)− dm

τm
,

(5.2)

where a(t) implies the acceleration of the vehicle. Other variables and parameters remain
consistent with the one specified in (5.1).

3. Position-Velocity-Acceleration third-order linear model ( [119], [122]):

ṗ(t) = v(t),
v̇(t) = a(t),

ȧ(t) = −1
τ
a(t)− 2Kd

τm
v2(t)− 2Kd

m
v(t)a(t)+ 1

mτ
u(t)− dm

τm
,

(5.3)

where all variables and parameters are the same as the one described in (5.2).
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Table 5.2: Vehicle parameters

No. Parameter of vehicle Range Unit
1 m - Mass 950 - 1750 kg
2 τ - Engine time lag 0.2 - 0.6 sec
3 Kd - Aerodynamics drag coefficient 0.1-0.5 Nsec2

m2

4 dm - Mechanical drag 0 - 110 N

Among these models, the system (5.3) is frequently used in the longitudinal state estimation
problem. However, it is deduced from the exact feedback linearization of the nonlinear vehicle
plant (5.2) under the assumption that all the vehicular parameters are known. It is difficult to
obtain complete information on vehicle dynamics in practical scenarios. Thus, the model (5.2) is
considered over dynamics (5.2) and (5.1) for the longitudinal control of vehicles. In addition to
this, the acceleration term utilised in (5.2) is easy to measure as compared to the F (t) of (5.1),
and the nonlinear system (5.2) is easy to deploy than.
The system output is given by

ȳ = p.

Let us consider that both dynamics and measurements of the model are assumed to be disturbance-
corrupted by ω.
Therefore, the state-space representation of (5.2) is:

η̇ =Aηη+Gηf(η)+Bηu+Eηω,

ȳ = Cηη+Dηω,
(5.4)

where η =

pv
a

, f(η) =
[
v2(t)
v(t)a(t)

]
, Eη =

 0
0

0.25

 , Bη =

 0
0

−1
mτ

 , Aη =

0 1 0
0 0 1
0 0 −1

τ

 ,
Gη =

 0 0
0 0

−2Kd
τm −2Kd

m

 , Cη =
[
1 0 0

]
andDη =

[
−1
]
.

5.2.2 Observer-based state estimation

The vehicular plant expressed in (5.2) is already in the form of (3.55) and (3.123). The vehicle
parameters are as follows:

m= 1000 kg, τ = 0.5 sec, Kd = 0.25 Nsec2

m2 ,anddm = 100 N.

The input u(t) of the vehicle dynamics (5.2) is showcased in Figure 5.1. For the given input and
initial condition x0 =

[
p0 v0 a0

]⊤
=
[
25 2 2

]⊤
, the states of the vehicle are bounded in the

subsequent set:

Vn =
{
x : x ∈ {−53.9192 ≤ x1(= p) ≤ 71.0380,

−5.1548 ≤ x2(= v) ≤ 2.8490,

and −0.1127 ≤ x3(= a) ≤ 1.9790}
}
, ∀t ∈ [0,80].
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Figure 5.1: Input u(t) given to nonlinear vehicle model

∀x ∈ Vn, the partial derivatives of nonlinearities (f1 = x2
2 and f2 = x2x3) hold:

−10.309 ≤ ∂f1
∂x2

≤ 5.698,−5.154 ≤ ∂f2
∂x3

≤ 2.849, and−0.1127 ≤ ∂f2
∂x2

≤ 1.979.

Consider matrices H1 and H2 of the nonlinearities f1(H1x) and f2(H2x) as:

H1 =
[
0 1 −1
0 0 1

]
andH2 =

[
0 1 0
0 0 1

]
.

Thus, m= 2 and n̄= 2.
Let the system dynamics and outputs be affected by the Gaussian noise ω⇝ (0,0.1) for t∈ [0,80].
Let us consider the following cases for the analysis of the proposed LMIs:

1. Case 1: LMI (3.58) along with

Z =

Z11 αZ21 αZ22
⋆ Z21 αZ22
⋆ ⋆ Z22

 , (5.5)

where α= 0.1 and Z11,Z21,Z22 ∈Rn̄×n̄ are symmetric positive definite matrices so that Z> 0.

2. Case 2: LMI (3.58) with the proposed matrix multiplier,

Z =

Z11 Zb11
21

Zb11
22

⋆ Z21 Za1
22

⋆ ⋆ Z22

 , (5.6)

where Z11,Z21,Z22,Zb11
21
,Zb11

22
,Za1

22
∈ Rn̄×n̄ such that Z> 0.

3. Case 3: LMI (3.59) with the matrix expressed in (5.6).

4. Case 4: LMI approach developed in [73].
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Table 5.3: Obtained optimal values in different cases

Case 1 Case 2 Case 3 Case 4
√
µ 1.4323 1.4312 1.4276 7.5876

L


1.1006

0.2568

0.0516




1.1010

0.2567

0.0515




1.1008

0.2556

0.0515




99.0453

4.2119

0.1697



(a) Plot of x̃ in Case 1 (b) Plot of x̃ in Case 2

(c) Plot of x̃ in Case 3 (d) Plot of x̃ in Case 4

Figure 5.2: Trajectories of estimation error (x̃) in several cases

Through the utilisation of the MATLAB toolbox, the gain matrix in each case is computed. The
solutions obtained in all the above cases are outlined in Table 5.3. It showcases that the optimal
value of √

µ obtained in Case 3 is minimum as compared to other cases. It infers that the noise
attenuation achieved by the proposed LMI (3.59) is better than the other existing approaches.
Further, in the MATLAB environment, the observer specified in (3.56) is deployed on the afore-
mentioned vehicle model for the purpose of longitudinal state estimation. The graphical repre-
sentation of the estimation error (x̃) of the developed observer in the above cases is depicted in
Figure 5.2. The noise compensation displayed in Figures 5.2c, 5.2b, 5.2a is better as compared
to the same in Figure 5.2d. It implies that one can efficiently estimate the longitudinal states
of autonomous vehicles with the developed matrix-multipliers-based LMIs with optimal noise
compensation. Therefore, the performance of the proposed LMI-based observer is validated.
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5.3 Slip angle estimation using ISS-based observer

In the automobile domain, researchers developed several vehicle control systems to inhibit ve-
hicles from drifting out, rolling over and spinning. It is mainly classified as:

1. Yaw stability control system: It avoid skidding and spinning out of the vehicle.

2. Roll stability control system: It prevents roll-over of an vehicle.

In addition to this, there are numerous integrated control systems which perform both earlier-
mentioned tasks. According to [114], on low-friction road surfaces, it is beneficial to control
vehicle slip angle rather than yaw angle for lateral stability of vehicles. The feedback control
of vehicle slip angle is essential as its excessive value can hamper the tire’s ability to produce
lateral forces, potentially exposing the vehicle to danger. Consequently, both yaw rate and
vehicle slip angle are vital components in the control of autonomous vehicles. Due to the high
price of sensors, slip angles can not be measured directly in the case of autonomous vehicles.
Thus, model-based estimation is performed to determine the slip angle. The primary objective
of this section is to deploy the proposed observer (3.71) for the slip angle estimation.

5.3.1 Lateral dynamics of vehicle

Figure 5.3: Pictorial representation of a single track model for lateral vehicle dynamic
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The lateral vehicle dynamic with 2 DOF is showcased in Figure 5.3. It includes lateral translation
and rotational yaw motion of the vehicle. The ensuing set of equations represents the nonlinear
lateral vehicle dynamics:

may =m(ÿ+ rux) = Fyf +Fyr,
Iz ṙ = aFyf − bFyr,

(5.7)

where

i) Fyf ,Fyr: the lateral tire forces of the front and rear wheels,

ii) ay: lateral acceleration; y: lateral translation; r: yaw rate;

iii) ux: longitudinal velocity; m: mass of vehicle; Iz: inertia of the vehicle;

iv) a,b: the distances of the front and rear tires from the c.g. of the vehicle.

Further, authors of [114] represented the lateral tire forces in the following form:

Fy = c1α− c2α
2 sgn(α)+ c3α

3, (5.8)

where α denotes the tire slip angle, while c1, c2 and c3 represent the coefficients of the tire form
model. The slip angles of front tires and rear tires (i.e., αf and αr) are expressed as follows:

αf = δ−
(
β+ ra

ux

)
,

αf = −
(
β− rb

ux

)
,

(5.9)

where β and δ indicate the vehicle slip angle and the steering angle, respectively.
Therefore, through the utilisation of (5.7), (5.8) and (5.9), The nonlinear vehicle model is rep-
resented in the form of (3.68) with the subsequent parameters:

x=
[
αf
αr

]
, u=

 δδ̇
ȧy

, A=

−( ux
a+b + a2c1f

Izux
) ( ux

a+b + abc1r
Izux

)
−( ux

a+b − abc1f
Izux

) ( ux
a+b − b2c1r

Izux
)

, B=
[
ux
a+b 1 −1

ux
ux
a+b 0 −1

ux

]
, G=

[
a2

Izux
− ab
Izux

− ab
Izux

b2

Izux

]
,

C =
[
− ux
a+b

ux
a+b

c1f
m

c1r
m

]
, H =

[
0 0

−1
m

−1
m

]
, E =

[
1
1

]
and D =

[
1
1

]
.

f(x) =
[
−η(αf )
−η(αr)

]
and h(x) =

[
−η(αf )
−η(αr)

]
are the nonlinearities present in the dynamics and out-

puts, respectively, along with
η(ζ) = −c2ζ

2 sgn(ζ)+ c3ζ
3.

The parameters inside the model are showcased in Table 5.4. Let us consider that both dynamics
and measurements are affected by the Gaussian noise (ω⇝ (0,1)).

5.3.2 Employing ISS-based observer

In this subsection, the proposed observer is utilised for the estimation of the slip angle of a
nonlinear autonomous vehicle model.
The proposed LMI (3.122) is solved in the MATLAB toolbox for the above model, and we
achieve:

δ = 1.969×10−20, γ = 9.7954×10−15 and L=
[
0.0535 0.9465
0.3580 0.6420

]
.
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Table 5.4: Parameters of vehicle model

No. Parameter Description Value unit
1 m mass of the vehicle 1573 kg
2 Iz Inertia of the vehicle 2873 kg ·m2

3 a
distance of front tires

from c.g. of the vehicle 1.1 m

4 b
distance of rear tires

from c.g. of the vehicle 1.58 m

5 ux longitudinal velocity 10 m · s−1

6 r Yaw rate 0.8 rad · s−1

7 c2, c3 coefficient of tire models 8000 -
8 c1f , c1r coefficient of tire models 80000 -

(a) Plot of β and β̂ (b) Plot of β̂−β

Figure 5.4: Estimation of Slip angle

Figure 5.5: Graph of estimation error (x̃)
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The observer (3.71) is deployed in the MATLAB environment for the estimation of the slip
angle of a nonlinear autonomous vehicle. Figure 5.5 depicts the plot of the estimation error (x̃)
obtained from the observer. It highlights the efficiency of the proposed observer which provides
accurate state estimation with the optimal noise attenuation. Further, the graphs of the slip
angle estimation (β) and its error are showcased in Figure 5.4. The estimation accuracy is
described in Figure 5.4a and 5.4b. All these figures emphasise the precise estimation of the
slip angle of the vehicle with efficient noise compensation. Therefore, the performance of the
developed LMI-based observer is validated.

5.4 Transformation-based observer for vehicle tracking model

The lateral and longitudinal position of an autonomous vehicle plays a vital role in vehicle
tracking problems. The model proposed by the authors of [114] is widely used in the estima-
tion of these components. The several observer methodologies for vehicle tracking problems
are developed in [123], [124], [125] and [15]. The objective of this section is to propose the
transformation-based observer for the purpose of the state estimation of a nonlinear vehicle
model.

Figure 5.6: Vehicle motion model
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5.4.1 Vehicle model

In this section, a bicycle model from [15] for each tracked vehicle is used for observer design,
and it is showcased in Figure 5.6.
Let us define the state vector of the vehicle model as

η =
[
X Y ψ δf

]⊤
,

where X and Y denote a relative longitudinal position and relative lateral position of the vehicle,
respectively. ψ and δf represent the vehicle’s yaw angle and steering angle of the front wheel,
respectively. The derivative of the steering angle is presumed to be zero. Thus, the model
dynamics are illustrated as follows:

η̇ =


Ẋ

Ẏ

ψ̇

δ̇f

=


V cos(ψ)
V sin(ψ)
V

Lf+Lr tan(δf )
0

 , (5.10)

where V stands for the velocity of the vehicle. Additionally, Lf , Lr are used to symbolise the
distances to the front and rear tires from the vehicle’s centre of gravity, respectively. Further,
the output of the vehicle is expressed as:

ηy =
[
X
Y

]
. (5.11)

Here, the process dynamics are nonlinear while the output equations are linear.
The state-space model represented in (5.10) and (5.11) is analogous to the one illustrated
in (2.33). Hence, one can easily deploy the observer based on the proposed LMIs (2.55) (2.99)
and (2.100) for the purpose of vehicle tracking. However, these aforementioned LMIs provide
an infeasible solution for this example.

Objective

The primary goal of this section is to develop a transformation-based observer for vehicle
tracking problems.

5.4.2 Observer development

One of the possible solutions to achieve the earlier-stated objective is to utilise a transformation-
based observer. With the help of a nonlinear transformation, the existing system is transformed
into a new form of system which does not contain any nonmonotonous terms. After trans-
formation, the proposed LMI-based observer can be implemented on the transformed model
to estimate the state of systems. The generalised schematic representation of this approach is
described in Figure 5.7. One can refer to Section 1.3.1 for more details about this methodology.
The transformation χ : η → z of class C2 for the autonomous vehicle model (5.10) is defined as
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System
structure

ẋ=Ax+Gf(x),
y = Cx.

(5.12)

Applying
transfor-
mation χ
on (5.12)

Transformed
system

ż = Az+η(z)
ȳ = Cz

(5.13)

Observer
structure

˙̂z = Aẑ+η(ẑ)
+L(ȳ−Cẑ)

(5.14)

Assumption
• χ is invertible

• System (5.12)
is noise free

Observer
gain L is
computed

by utilising
the pro-

posed LMIs

Figure 5.7: Graphical depiction of the proposed transformation-based observer

follows:

z1 = ηy1 =X

z2 = ηy2 = Y

z3 = ż1 = Ẋ = V cos(ψ)
z4 = ż2 = Ẏ = V sin(ψ)
z5 = ż3 = Ẍ = −V sin(ψ)ψ̇ = −α×v sin(ψ)
z6 = ż4 = Ÿ = V cos(ψ)ψ̇ = α×V cos(ψ),

(5.15)

where α= V
Lf+Lr tan(δf ).

Further, through utilisation of (5.15), α is expressed in the subsequent form:

α= 1
V 2 (−z4z5 +z3z6) (5.16)

Therefore, the transformed model for an autonomous vehicle system (5.10) is illustrated as
follows: (

ż1
ż2

)
=
(
z3
z4

)
(
ż3
ż4

)
=
(
z5
z6

)
(
ż5
ż6

)
=
(−z4z5 +z3z6

v2

)2
(

−z3
−z4

)

y =
(
z1
z2

)
.

(5.17)
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The state-space representation of (5.17) is given by

ż1
ż2
ż3
ż4
ż5
ż6


=



0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0


︸ ︷︷ ︸

Az



z1
z2
z3
z4
z5
z6


︸ ︷︷ ︸
z

+



0 0
0 0
0 0
0 0

− 1
(V 2)2 0
0 − 1

(V 2)2


︸ ︷︷ ︸

Gz

[
(−z4z5 +z3z6)2z3
(−z4z5 +z3z6)2z4

]
︸ ︷︷ ︸

f(z)

,

y =
[
1 0 0 0 0 0
0 1 0 0 0 0

]
︸ ︷︷ ︸

Cz

z

(5.18)

The system showcased in (5.18) is in the form of (2.33). The parameters corresponding to the
nonlinearities of (5.18) are as follows:

H1 =


0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 ; H2 =


0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 1 0 0 0

 . Hence, m= 2 and n̄= 4.

Since yaw angle ψ vary as 0 ≤ ψ ≤ π, z3 and z4 hold −V ≤ z3 ≤ V and 0 ≤ z4 ≤ V , respectively.
However, variation in z5 and z6 depends on the values of both ψ and δf . It is assumed that
the slip angle of the front wheel fulfils −10 ≤ δf ≤ 10. It infers that the partial derivatives of
nonlinearities are bounded. Further, the gain matrix L of the observer (2.35) is computed by
solving LMI (2.99) in the YALMIP toolbox, which is as follows:

L=



36.9026 −0.0575
−0.0576 36.9140
68.0788 −0.0338
−0.0339 68.0848
34.9946 −0.1109
−0.1126 35.0030


.

The proposed observer (2.35) with the aforementioned gain matrix is implemented in MATLAB,
and the state variables of the transformed model are estimated, i.e. z vector. However, the main
purpose of this estimation method is to compute the state of the vehicle model, that is, x, y, ψ
and δ. From the estimated vector ẑ, the vehicle trajectories are achieved through the utilisation
of the ensuing inverse transformation:

x̂1 = z1,

x̂2 = z2,

x̂3 = tan−1(z4
z3

),

x̂4 = tan−1
(
lf + lr
V 3

)
(z3z6 −z4z5).

(5.19)

Figure 5.8 depicts the plot of estimated state x̂1 obtained from the proposed observer and actual
state x1 of the vehicle model. Whereas, the graph of x̂2 and x2 is portrayed in Figure 5.9. The
estimation of the yaw angle of the autonomous vehicle is shown in Figure 5.10. All these figures
highlight the accuracy of the proposed transformation-based observer. Thus, the performance
of the developed observer is validated.
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Figure 5.8: Estimation of relative longitudinal position (X) of a vehicle

Figure 5.9: Estimation of relative lateral position (Y ) of a vehicle

Figure 5.10: Estimation of yaw angle (ψ) of a vehicle
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5.5 Conclusion
In this chapter, several problems on the topic of autonomous vehicles are addressed. First, the
proposed LMI-based observer of Chapter 3 is deployed for the longitudinal state estimation of
a third-order nonlinear autonomous vehicle model. The problem of the slip angle estimation of
autonomous vehicles is tackled by utilising the newly derived ISS-based nonlinear observer of
Chapter 3. Later on, the vehicle tracking problem is solved by integrating transformation-based
observer methodology and the proposed LMI of Chapter 2. Hence, with these applications, the
performance of the proposed LMI-based observers is verified and analysed.
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Conclusion and perspectives

“Out of every end, there is a new beginning waiting to be written”

Unknown

This thesis is focused on the topic of nonlinear observer design using LMI relaxation techniques.
In the first part, the authors have primarily provided a brief summary of the fundamental notions
utilised in the development of nonlinear observers and several observer design methodologies. In
particular, some important concepts of observability and stability are illustrated. In addition to
this, some mathematical tools required for the observer design were recalled. All these retrieved
fundamentals were used in the subsequent parts of this thesis for the formulation of the new
LMI conditions.
Further, a few novel LMI-based observer approaches have been proposed in this thesis. Through
judicious utilisation of the newly defined matrix multipliers, namely (2.82) and (2.83); applying
Young inequalities (A.9) and (A.10); and incorporating the reformulated Lipschitz property, as
outlined in Definition 3 of Appendix A.1, new LMI conditions are established. These obtained
LMIs provide better feasibility for larger Lipschitz constant than those presented in the litera-
ture, which is demonstrated through a numerical example. The inclusion of a generalised matrix
multiplier in the LMI formulation introduces extra decision variables within these conditions,
enhancing degrees of freedom and consequently improving their feasibility. The performance of
the developed LMI-based observers is validated by using numerical examples.
Later on, the established LMI conditions are deployed in the case of H∞ nonlinear observer
design. The obtained LMIs are less conservative than those showcased in [12–14], and this is
demonstrated through numerical examples. Furthermore, this technique is infused with the
recently proposed Hilbert projection-based Luenberger observer of [23] for the state estimation
of the disturbance-affected non-global Lipschitz system. Later in this thesis, we have designed
the observer-based stabilization strategy for nonlinear systems using the aforementioned LMI
approach.
In the last part of the thesis, the applicability of the established LMI-based observer in the
domain of autonomous vehicles is demonstrated. We deployed the proposed LMI-based observer
of Chapter 3 to estimate the longitudinal state of a third-order nonlinear autonomous vehicle
model. The authors have employed the newly derived ISS-based nonlinear observer of Chapter 3
for the purpose of the slip angle estimation of autonomous vehicles. Later on, the vehicle tracking
problem is solved by integrating transformation-based observer methodology and the proposed
LMI of Chapter 2. Hence, with these applications, the performance of the proposed LMI-based
observers is verified and analysed.
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Research prospects
One of the major contributions of this thesis is the development of the matrix-multiplier-based
LMI methods for nonlinear observer design. Considering the importance of nonlinear systems
and LMIs in control systems, the proposed approaches open up new research possibilities in
various aspects of control engineering. The potential future tasks related to the new LMI
techniques from the author’s point of view are listed as follows:

1. Nonlinear observer design for discrete-time Systems: The utilisation of reformulated Lips-
chitz properties of nonlinearities, Young inequalities, and the proposed matrix multipliers
in establishing nonlinear observers for continuous-time systems has yielded enhanced LMI
conditions. We intend to apply a similar approach to develop observers for nonlinear
discrete-time Lipschitz systems, aiming to derive less conservative LMI conditions com-
pared to existing ones. Subsequently, we will employ the proposed observer to accomplish
tasks such as output tracking or stabilization in these systems.

2. Exploiting the proposed observers for uncertain systems: In complex nonlinear systems,
uncertainty present in dynamics or outputs is one of the critical obstacles during the state
estimation process. As a result, control systems researchers have shown a notable level of
interest in this area. The authors intend to use the established LMI approach in this area,
which may result in efficient state estimation tools for these types of systems.

3. Estimation of exogenous signals, such as faults, disturbances, and cyber-attacks, present
in the nonlinear systems: The continuous growth of modern-day technologies has resulted
in nonlinear complex systems becoming more vulnerable to external influences, such as
noise, faults, and cyber-attacks. In addition to monitoring the states of these systems, it
is crucial to gather data on these exogenous signals to mitigate the risk of system failures.
The authors had planned to solve this problem with the incorporation of the existing
unknown input observer methods with the proposed LMI techniques.

In addition to this, as the authors mentioned earlier, the developed matrix-multipliers-based
LMI approach can be deployed in other problems of control domains, such as observer design
for delayed systems, observer design of LPV systems, adaptive observer design for parameter
estimations, and so on.



Appendix

A Tools used in nonlinear observer
design

In observer design, the researchers used many mathematical tools to develop significant ob-
servers. Some of these tools are illustrated in this section.

A.1 Lipschitz property

One of the common tools used to deal with nonlinear functions in observer design problems is
Lipschitz property of nonlinear functions. It was initially proposed by the German mathemati-
cian Rudolf Lipschitz. Later on, authors of [33] demonstrated that it is very essential to show
the existence and uniqueness of the solution of (1.1) or (1.31).

Definition A.1: Lipschitz condition [33]

Let f(x,u) be piece-wise continuous function and holds:

||f(x,u)−f(x1,u)|| ≤ γf (x−x1), ∀x,x1 ∈ Rn,x ̸= x1,&∀u ∈ Rs. (A.1)

where γf is a constant. Inequality (A.1) is known as Lipschitz condition and constant γf is
called as a Lipschitz constant of function f .

The Lipschitz property plays a vital role in nonlinear observer design. Various approaches for
the development of observers has been presented in [66], [12], [32], [33] and so on. Further,
authors of [11] proposed a less conservative Lipschitz condition which is described as:

||f(x,u)−f(x1,u)|| ≤ T (x−x1), ∀x,x1 ∈ Rn,x ̸= x1,&∀u ∈ Rs, (A.2)

where T is a sparsely populated matrix, and T (x−x1) ≤ γf (x−x1). The use of such a less
conservative Lischitz condition enhances the existing observer conditions [11].
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Furthermore, the existing Lipschitz condition is reformulated in [21] to derive a more efficient
observer condition than the one that exists in the literature. Before introducing the reformulated
Lipschitz property, let us consider the following definition:

Definition A.2: Auxiliary vector notation (XYi) [21]

Consider two vectors:

X =
(
x1 · · · xn

)⊤
(A.3)

Y =
(
y1 · · · yn

)⊤
. (A.4)

Then, for all i = 0, . . . ,n, an auxiliary vector XYi ∈ Rn corresponding to X and Y can be
defined as,

XYi =


(
y1 . . . yi xi+1 . . . xn

)⊤
, for i= 1, . . . ,n

X, for i= 0.
(A.5)

Definition A.3: Reformulated Lipschitz property [21]

For the given function f as defined in the Definition 1, the following statement is true:
For all, i, j = 1, . . . ,n, there exits functions fij : Rn×Rn → R and constants fijmin and fijmax
such that ∀X,Y ∈ Rn,

f(X)−f(Y ) =
n∑
i=1

n∑
j=1

fijHij(X−Y ), (A.6)

where Hij = en(i)e⊤
n (j), and fij ≜ fij(X

Yi,j−1
i ,X

Yi,j
i ). The function fij(XYj−1 ,XYj ) is defined

as follows:

fij(XYj−1 ,XYj ) =

0, for xj = yj
f(XYj−1 )−f(XYj )

XYj−1 −XYj
, for xj ̸= yj .

(A.7)

The functions fij(·) are globally bounded as follows:

fijmin ≤ fij ≤ fijmax (A.8)

A.2 Young Relation (Completion of the Squares)
For any two vectors X,Y ∈ Rn and a matrix Z =Z⊤ > 0 ∈ Rn×n, the following matrix inequality
holds:

X⊤Y +Y ⊤X ≤X⊤Z−1X+Y ⊤ZY. (A.9)
The inequality (A.9) is known as Young inequality. The authors of [14] proposed a variant of
Young inequality which is given by

X⊤Y +Y ⊤X ≤ 1
2(X+ZY )⊤Z−1(X+ZY ). (A.10)
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Let us expand 1
2(X+ZY )⊤Z−1(X+ZY ) as follows:

1
2(X+ZY )⊤Z−1(X+ZY ) = 1

2(X⊤Z−1X+Y ⊤ZY )+ 1
2(X⊤Y +Y ⊤X)

By implementing the inequality (A.9) on 1
2(X⊤Y +Y ⊤X), the following inequality is obtained:

1
2(X⊤Y +Y ⊤X) ≤ 1

2(X⊤Z−1X+Y ⊤ZY )+ 1
2(X⊤Z−1X+Y ⊤ZY ).

Further, it leads to
1
2(X+ZY )⊤Z−1(X+ZY ) ≤ 1

2(X⊤Z−1X+Y ⊤ZY )+ 1
2(X⊤Z−1X+Y ⊤ZY ).

Hence,
X⊤Y +Y ⊤X ≤ 1

2(X+ZY )⊤Z−1(X+ZY ) ≤ (X⊤Z−1X+Y ⊤ZY ). (A.11)

Both Inequalities (A.9) and (A.9) are used in various observer design approaches, especially, in
LMI-based methods, for example, [71], [14] and [22].

A.3 Schur lemma

Definition A.4: Schur’s compliment [126]

If there exist A=A⊤ ∈Rn×n, B =B⊤ ∈Rm×m and C ∈Rn×m then the following statements
are equivalent.

1. M =
[
A C
C⊤ B

]
< 0

2. A−C⊤B−1C < 0 and B < 0

3. B−C⊤A−1C < 0 and A< 0

The statements (2) and (3) are known as Schur’s compliment of a block matrix M .

Issai Schur, who utilized the Schur complement to prove Schur’s lemma, was named after it.
The Schur complement is a key element in the design of LMI-based observers.

A.4 Linear Matrix Inequalities
This section aims to provide an overview of a fundamental mathematical tool used in control
system engineering. This tool is known as linear matrix inequality (LMI). It is introduced by
the authors of [127] and [128]. Later on, some essential features of LMIs and their significance
in the optimisation problem are illustrated in [18]. Let us define LMI as follows:

Definition A.5: LMI [18]

If there exist a matrix inequality F : Rm → Sn, in the variable x ∈ Rm under the ensuing
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form:
F(x) = F0 +

m∑
i=1

xiFi ≤ 0, (A.12)

where x=
[
x1 x2 . . . xm

]⊤
and Fi ∈ Sn∀ i ∈ {1, . . . ,m}. Then, the matrix inequality F

is defined as a linear matrix inequality (LMI).

From Definition 5, one can easily infer that F is a special semi-definite constraint. In addition to
this, it also implies that each element inside matrix F is an affine function of x. The subsequent
lemma establishes one of the vital characteristics of LMIs:

Lemma A.1: Convexity of LMIs [129]

The set of solutions obtained by solving an LMI (A.12) holds the property of convexity. In
other words, the set of solutions to (A.12) is a convex set.

Proof: One can refer to [129] for the proof of the aforementioned lemma. □

Lemma 5.1 implies that an optimisation problem, which comprises an LMI and a convex
objective function, is convex. It is one of the advantageous properties of LMI and is widely
used in the control domain.
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Introduction

“Dans le domaine de l’ingénierie des systèmes de contrôle, les observateurs non linéaires se
présentent comme des outils fiables, révélant les dynamiques complexes et non linéaires des
systèmes pour améliorer les stratégies d’estimation d’état.”

Contexte et Portée de la recherche
L’estimation de l’état des systèmes dynamiques est un sujet de recherche essentiel dans le do-
maine des systèmes de contrôle. La connaissance de ces informations en temps réel des systèmes
obtenue à partir de l’estimation de l’état est utilisée pour des tâches liées à ces systèmes telles que
la surveillance, le contrôle et la prise de décision. Ces outils jouent donc un rôle essentiel dans
diverses applications, telles que l’auto-synchronisation dans les systèmes multi-agents [1] ; les
cyber-attaques et la détection des défauts dans le peloton de véhicules autonomes connectés [2],
et ainsi de suite. Dans la littérature, de nombreuses méthodologies ont été développées pour
l’estimation de l’état des systèmes linéaires, par exemple les filtres de Kalman [3], l’observateur
de Luenberger [4]. Cependant, la conception de tels outils pour les systèmes non linéaires reste
une tâche difficile. Cela est dû à la structure complexe des non-linéarités du système. Plusieurs
approches ont été proposées dans la littérature pour reconstruire les états des systèmes non
linéaires, par exemple le filtre de Kalman étendu [5], le filtre de Kalman non accentué [6], les
observateurs à grand-gain [7], les observateurs à mode glissant [8], etc. En plus de ces tech-
niques, les observateurs non linéaires basés sur les LMIs ont récemment fait l’objet d’une grande
attention dans le domaine du contrôle [9–12]. En dépit des diverses stratégies efficaces de con-
ception d’observateurs basées sur le LMI présentées dans la littérature contemporaine, il existe
un potentiel d’amélioration des approches basées sur le LMI. Ces possibilités d’amélioration des
méthodologies basées sur le LMI ont incité l’auteur à mener ses travaux de recherche dans ce
domaine. Les sections suivantes illustrent l’objectif principal et le cadre détaillé de cette thèse.

Objectif
Comme indiqué précédemment, l’approche de la conception d’observateurs non linéaires basée
sur le LMI est devenue l’un des sujets de recherche les plus récents dans le domaine de l’ingénierie
des systèmes de contrôle. Plusieurs techniques d’observation basées sur les LMI sont présen-
tées dans [12–17]. Certaines de ces approches reposent sur le lemme de la procédure-S [18],
les équations de Riccati [19] et l’inégalité de Young [20]. Toutes ces méthodes fournissent
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une condition LMI améliorée par rapport aux autres approches. Récemment, certaines con-
ditions LMI améliorées ont été présentées dans [14, 15, 21, 22]. Bien que toutes ces méthodes
LMI soient améliorées et moins conservatrices que les méthodes existantes, elles peuvent encore
être améliorées. Parmi toutes les méthodologies susmentionnées, l’approche proposée dans [14]
est basée sur la propriété de Lipschitz reformulée des non-linéarités et sur une variante réem-
ment définie de l’inégalité de Young. L’un des éléments fondamentaux de cette méthode est
l’introduction d’un multiplicateur matriciel bloc-diagonal inspiré de [12,13]. La question qui se
pose ici est de savoir pourquoi une structure matricielle bloc-diagonale seulement. Cette ques-
tion incite les auteurs à proposer une nouvelle condition LMI basée sur un multiplicateur de
matrice plus généralisé qu’une matrice diagonale. L’inclusion d’un tel multiplicateur de matrice
dans les LMI peut être bénéfique en termes d’amélioration des LMI existantes. En résumé, cette
thèse se concentre principalement sur le développement de nouvelles conditions LMI qui ont plus
de degrés de liberté et une région de faisabilité plus grande que celles présentées dans [13,14,22].
Les objectifs du travail de recherche présenté dans cette thèse sont décrits comme suit:

• Développer un nouvel observateur basé sur les LMIs: L’objectif principal est de proposer
une approche de conception d’observateurs pour la classe des systèmes Lipschitz globale-
ment non linéaires en utilisant les nouvelles conditions LMI, qui sont moins conservatrices
que l’approche existante et offrent plus d’améliorations du point de vue de la faisabilité.

• Utiliser l’approche LMI proposée pour plusieurs applications de contrôle: Dans la deux-
ième partie de cette thèse, les auteurs visent à mettre en œuvre l’approche LMI basée sur
le multiplicateur de matrice développée précédemment pour estimer les états des systèmes
non linéaires affectés par des perturbations. En outre, la thèse se concentre sur la concep-
tion d’observateurs non linéaires adaptés aux systèmes Lipschitz non globaux. Plus tard,
cette thèse approfondira le sujet de l’approche de stabilisation basée sur l’observateur pour
les systèmes non linéaires utilisant les LMI.

• Appliquer les techniques d’observation développées à la technologie des véhicules au-
tonomes: Le but de la dernière partie de cette thèse est de déployer les observateurs
non linéaires proposés dans diverses tâches de véhicules autonomes.

Dans la partie suivante, nous présentons la structure de cette thèse.

L’organisation de la thèse
Le plan détaillé de la thèse est décrit de la manière suivante:

I) Une vue d’ensemble de certaines notions importantes nécessaires à la conception d’un ob-
servateur et de plusieurs techniques d’observation existantes est présentée dans Chapitre
1. Pour faciliter la compréhension, Chapitre 1 est structuré comme suit: La section 1.2
est consacrée à la présentation de certains concepts fondamentaux qui sont essentiels pour
la conception d’observateurs non linéaires. La section 1.3 constitue un résumé des diverses
méthodologies de conception d’observateurs non linéaires existantes. Enfin, la section 1.4
contient quelques conclusions.

II) Chapitre 2 est dédié à l’introduction de nouvelles conditions LMI basées sur le multipli-
cateur de matrice qui sont moins conservatrices que les conditions existantes. Le chapitre
est organisé comme suit: Un aperçu de l’observateur basé sur le LMI et la motivation de la
méthodologie proposée sont discutés dans la section 2.2. Les conditions préalables requises
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pour les nouvelles méthodes de conception d’observateurs sont illustrées dans la section 2.3.
Une nouvelle approche LMI basée sur le multiplicateur de matrice est présentée dans la
section 2.4. En outre, la section 2.5 contient une approche LMI améliorée basée sur le
multiplicateur de matrice. La section 2.5 comprend la validation des techniques proposées
à l’aide d’exemples numériques. La section 2.7 présente quelques conclusions.

III) Dans la suite de cette thèse, Chapitre 3 englobe la mise en œuvre des nouvelles techniques
d’observateur basées sur LMI proposées pour plusieurs tâches, telles que l’estimation de
l’état du système non linéaire affecté par des perturbations et la conception d’observateur
pour le système non globalement Lipschitz. La configuration de ce chapitre est illustrée
comme suit: La section 3.2 englobe la conception d’un observateur non linéaire H∞. Le
développement de la condition LMI basée sur l’inégalité standard de Young est illustré dans
la sous-section 3.2.1, tandis que la sous-section 3.2.2 inclut la formulation de l’approche
LMI basée sur LPV. L’extension de la nouvelle approche LMI basée sur le multiplicateur de
matrice proposée pour le système non linéaire avec des non-linéarités locales de Lipschitz
est présentée dans la section 3.3. En outre, la section 3.4 met l’accent sur l’effet des
différentes structures des multiplicateurs de matrice sur les LMIs proposée. L’amélioration
des conditions LMI développées et la validation de l’observateur proposé sont démontrées
dans la section 3.5. Quelques conclusions sont tirées dans la section 3.6.

IV) En outre, dans Chapitre 4, une stratégie de stabilisation basée sur l’observateur pour
les systèmes non linéaires est établie en utilisant notre approche LMI basée sur le mul-
tiplicateur de matrice réemment développée dans notre travail. Nous avons organisé ce
chapitre de la manière suivante: La section 4.2 est consacrée à la formulation de l’énoncé
du problème. Pour le contrôleur basé sur l’observateur proposé, une nouvelle condition
LMI est formulée dans la Section 4.3 en utilisant le critère H∞. En outre, la propriété
de l’ISS est utilisée dans la section 4.4 pour dériver un critère LMI. La performance des
approches proposées est validée dans la section 4.5 à l’aide d’exemples numériques. Enfin,
la section 4.6 présente quelques remarques finales.

V) Plus tard, le déploiement de l’observateur proposé dans le domaine des véhicules autonomes
est présenté dans Chapitre 5. Le plan de ce chapitre est illustré comme suit: La section 5.2
est consacrée à la mise en œuvre des observateurs proposés au chapitre 3 sur le modèle
de véhicule longitudinal. Le déploiement de l’observateur basé sur l’ISS du chapitre 3 aux
fins de l’estimation de l’angle de glissement du modèle de véhicule non linéaire est illustré
à la section 5.3. En outre, La section 5.4 englobe le développement de l’observateur non
linéaire basé sur la transformation de coordonnées pour un modèle de suivi de véhicule.
Enfin, certaines conclusions sont présentées dans la section 5.5.

Dans le segment suivant, les auteurs illustrent les contributions du travail de recherche présenté
dans cette thèse.

La contribution de la thèse
La contribution globale de cette thèse est listée comme suit:

A. L’établissement de conditions LMI nouvelles et enrichies: L’un des résultats notables de
cette thèse est le développement de nouvelles conditions LMI basées sur un multiplicateur
de matrice. Ces conditions sont formulées en intégrant le multiplicateur matriciel réemment
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défini à une approche LPV bien établie et à une propriété de Lipschitz reformulée récemment
introduite. En raison de l’utilisation judicieuse du multiplicateur de matrice réemment pro-
posé, les conditions LMI obtenues contiennent des nombres supplémentaires de variables de
décision que les approches LMI existantes [12–14]. Les variables de décision supplémentaires
ont élargi la région de faisabilité de la LMI, améliorant ainsi ces conditions du point de vue
de la faisabilité.

B. L’applicabilité de la méthode LMI proposée: L’approche LMI développée est appliquée à
diverses tâches de contrôle, comme décrit ci-dessous:

1) L’observateur basé sur le LMI est utilisé pour concevoir un observateur H∞ amélioré
pour estimer l’état des systèmes non linéaires affectés par des perturbations externes
et du bruit à la fois dans leur dynamique et leurs sorties. Les conditions LMI établies
permettent une meilleure atténuation du bruit que les méthodes existantes de [12–14],
comme le montrent les exemples numériques.

2) En outre, pour les systèmes non linéaires Lipschitz non globaux affectés par des per-
turbations, l’observateur proposé dans [23] est incorporé à l’approche LMI réemment
développée pour l’estimation de l’état. Les conditions LMI obtenues sont formulées en
utilisant la notion d’ISS. L’utilisation de cette méthode permet d’assouplir l’hypothèse
principale de non-linéarités globales de Lipschitz requise pour les problèmes de conception
d’observateurs non linéaires.

3) Par la suite, la nouvelle condition LMI est conçue pour la stabilisation basée sur l’observateur
d’une classe de systèmes non linéaires en intégrant des multiplicateurs de matrice réem-
ment définis, la propriété de Lipschitz reformulée et les inégalités de Young. En rai-
son du déploiement délibéré de ces outils mathématiques dans la formulation des LMI,
les conditions résultantes sont améliorées et moins conservatrices que celles présentées
dans [24–26].

C. Le déploiement des observateurs proposés dans plusieurs applications de véhicules autonomes:
La méthodologie de l’observateur basé sur le LMI formulée est déplôyée pour diverses tâches
de véhicules autonomes, y compris l’estimation de l’état longitudinal, le suivi du véhicule et
l’estimation de l’angle de glissement. Elle permet de valider les performances de l’observateur
proposé dans des applications pratiques.



Conclusion et perspectives

“De chaque fin, il y a un nouveau commencement qui attend d’être écrit.”

Unknown

Cette thèse porte sur la conception d’observateurs non linéaires à l’aide de techniques de relax-
ation LMI. Dans la première partie, les auteurs ont fourni un bref résumé des notions fondamen-
tales utilisées dans le développement d’observateurs non linéaires et de plusieurs méthodologies
de conception d’observateurs. En particulier, certains concepts importants d’observabilité et de
stabilité sont illustrés. En outre, certains outils mathématiques nécessaires à la conception de
l’observateur ont été rappelés. Tous ces éléments fondamentaux ont été utilisés dans les parties
suivantes de cette thèse pour la formulation des nouvelles conditions LMI. En outre, quelques
nouveaux observateurs basés sur le LMI ont été proposés dans cette thèse. En utilisant judi-
cieusement les multiplicateurs de matrice nouvellement définis, à savoir (2.82) et (2.83) ; en
appliquant les inégalités de Young (A.9) et (A.10) ; et en incorporant la propriété de Lipschitz
reformulée, comme indiqué dans la Définition 3 de l’Annexe A.1, de nouvelles conditions LMI
ont été établies. Ces LMIs obtenus offrent une meilleure faisabilité pour des constantes de Lips-
chitz plus grandes que celles présentées dans la littérature, ce qui est démontré par un exemple
numérique. L’inclusion d’un multiplicateur de matrice généralisé dans la formulation LMI in-
troduit des variables de décision supplémentaires dans ces conditions, augmentant les degrés de
liberté et améliorant par conséquent leur faisabilité. Les performances des observateurs basés
sur le LMI développés sont validées à l’aide d’exemples numériques.
Par la suite, les conditions LMI établies sont dépl oyées dans le cas de la conception d’observateurs
non linéaires H∞. Les LMI obtenues sont moins conservatrices que celles présentées dans [12–14],
et ceci est démontré par des exemples numériques. En outre, cette technique est associée à
l’observateur de Luenberger basé sur la projection de Hilbert récemment proposé dans [23] pour
l’estimation de l’état du système Lipschitz non global affecté par des perturbations. Plus loin
dans cette thèse, nous avons conçu la stratégie de stabilisation basée sur l’observateur pour les
systèmes non linéaires à l’aide des LMI susmentionnés.
Dans la dernière partie de la thèse, l’applicabilité de l’observateur basé sur le LMI établi dans
le domaine des véhicules autonomes est démontrée. Nous avons déploré l’observateur basé
sur le LMI proposé au Chapitre 3 pour estimer l’état longitudinal d’un modèle de véhicule
autonome non linéaire du troisième ordre. Les auteurs ont utilisé l’observateur non linéaire basé
sur l’ISS nouvellement dérivé du chapitre 3 pour estimer l’angle de glissement des véhicules
autonomes. Par la suite, le problème de suivi de véhicule est résolu en intégrant la méthodologie
de l’observateur basé sur le LMI proposé dans le Chapitre 2. Ces applications permettent donc
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de vérifier et d’analyser les performances des observateurs basés sur le LMI proposés.

Les perspectives de la recherche
L’une des principales contributions de cette thèse est le développement des méthodes d’observateur
basé sur le LMI pour la conception d’observateurs non linéaires. Considérant l’importance des
systèmes non linéaires et des LMI dans les systèmes de contrôle, les approches proposées ou-
vrent de nouvelles possibilités de recherche dans divers aspects de l’ingénierie du contrôle. Du
point de vue de l’auteur, les tâches futures potentielles liées aux nouvelles techniques LMI sont
énumérées ci-dessous :

1. Construction d’observateurs non linéaires pour les systèmes à temps discret: L’utilisation
des propriétés de Lipschitz reformulées des non-linéarités, des inégalités de Young et
des multiplicateurs de matrice proposés dans l’établissement d’observateurs non linéaires
pour les systèmes à temps continu a permis d’améliorer les conditions LMI. Nous avons
l’intention d’appliquer une approche similaire pour développer des observateurs pour les
systèmes de Lipschitz non linéaires à temps discret, afin de dériver des conditions LMI
moins conservatrices que celles existantes. Par la suite, nous utiliserons l’observateur pro-
posé pour accomplir des tâches telles que le suivi ou la stabilisation de la sortie dans ces
systèmes.

2. Exploiter les observateurs proposés pour les systèmes incertains. : Dans les systèmes
non linéaires complexes, l’incertitude présente dans la dynamique ou les sorties est l’un
des obstacles critiques au cours du processus d’estimation de l’état. Par conséquent, les
chercheurs en systèmes de contrôle ont montré un niveau d’intérêt notable dans ce do-
maine. Les auteurs ont l’intention d’utiliser l’approche LMI établie dans ce domaine, ce
qui pourrait aboutir à des outils d’estimation d’état efficaces pour ces types de systèmes.

3. Estimation des signaux exogènes, tels que les défauts, les perturbations et les cyber-
attaques, présents dans les systèmes non linéaires. : La progression continue des technolo-
gies modernes a rendu les systèmes complexes non linéaires plus vulnérables aux influences
extérieures, telles que le bruit, les défaillances et les cyber-attaques. Outre la supervision
de l’état de ces systèmes, il est essentiel de recueillir des données sur ces signaux exogènes
afin d’atténuer le risque de défaillance du système. Les auteurs avaient prévu de résoudre
ce problème en incorporant les méthodes existantes d’observateurs à entrées inconnues aux
techniques LMI proposées.

En outre, comme les auteurs l’ont mentionné précédemment, l’approche LMI basée sur les
multiplicateurs de matrice peut être déployée dans d’autres problème de contrôle.
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