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Centre national de la recherche scientifique (CNRS), Université de Lorraine
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Abstract
Mixed oxide fuel (MOX) is the nuclear fuel, used in fourth generation reactors, also called fast
neutron reactors (FNR). Those reactors operate at very high temperatures (between 1500 and
2500 K). Thermal conductivity is therefore an essential material property to reactor safety.
In fast reactor operating conditions, MOX is not only subject to high temperatures, but also
to local changes in chemical composition and microstructure, which can have great impact on
thermal conductivity. The effect of plutonium content is of particular interest for FNR appli-
cations, not only due to its local changes during irradiation, but also because fast reactors can
be used to recycle plutonium, in a large range of plutonium atomic content (i. e. from 15 to 45
at. %) depending on the core design and the fuel cycle objective. Thermal conductivity models
should therefore be predictive in a wide range of plutonium contents.

Most modeling approaches are semi-empirical in their temperature-dependency description of
thermal conductivity, and are purely empirical in terms of plutonium and oxygen content-
dependency. Those approaches are therefore limited by the number of available experimental
data, especially concerning high temperatures (above 2000 K) and high plutonium contents
(above 30 at % ). The extrapolation of those models beyond their experimental range of valid-
ity can therefore lead to high modeling uncertainties.

To address this problem, in this work, we propose to build a model, based on physical founda-
tions. This model is based on a theoretical assessment of the contribution to thermal conductiv-
ity of each of the three (quasi)particles responsible for heat transport in oxide fuels: phonons,
polarons and photons. The effect of temperature, plutonium and oxygen content on thermal
conductivity is therefore clearly identified. Plutonium-oxygen content correlated effects were
in particular observed, which do not appear in empirical approaches.
This work also allowed to improve the understanding of irradiation-induced effects on thermal
conductivity in FNR irradiation conditions.

The model, proposed in this work was compared to the most up-to-date experimental data
on thermal conductivity of MOX fuels, counting a total of 6619 experimental points, originated
from different institutions: CEA, European projects, IAEA, OECD. Experimental data con-
firmed the effect of plutonium content, predicted in this work and in particular provided an
experimental evidence for the plutonium-oxygen content correlated effects.
The model was implemented into the CEA fuel performance code GERMINAL, from the simula-
tion software platform PLEAIDES, to simulate the fuel behavior during the INTA-2 irradiation
experiment. The predicted fuel temperature was compared to thermocouple measurements and
showed good consistency, highlighting the adequate use of our model in fuel performance codes.
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Résumé
Le combustible à oxyde mixte (MOX) est le combustible nucléaire utilisé dans les réacteurs de
quatrième génération, également appelés réacteurs à neutrons rapides (RNR). Ces réacteurs
fonctionnent à des températures très élevées (entre 1500 et 2500 K). La conductivité thermique
est donc une propriété essentielle pour la sécurité des réacteurs. Dans les conditions de fonc-
tionnement des RNRs, le MOX est non seulement soumis à des températures élevées, mais
aussi à des modifications locales de la composition élémentaire chimique et de la microstruc-
ture, qui peuvent avoir un impact important sur la conductivité thermique. L’effet de la teneur
en plutonium est particulièrement intéressant pour les applications en RNR, non seulement en
raison de ses changements locaux pendant l’irradiation, mais aussi parce que les réacteurs à
neutrons rapides peuvent être utilisés pour recycler le plutonium, dans une large gamme de
teneur atomique en plutonium (de 15 à 45 at. %) en fonction de la conception du cœur et de
l’objectif du cycle du combustible. Les modèles de conductivité thermique devraient donc être
prédictifs dans une large gamme de teneurs en plutonium.

La plupart des approches de modélisation sont semi-empiriques dans leur description de la
conductivité thermique en fonction de la température, et sont purement empiriques en termes
de dépendance à la teneur en plutonium et en oxygène. Ces approches sont donc limitées
par le nombre de données expérimentales disponibles, en particulier pour les températures
élevées (supérieures à 2000 K) et les teneurs élevées en plutonium (supérieures à 30 at.%).
L’extrapolation de ces modèles au-delà de leur domaine de validité expérimentale peut donc
conduire à des incertitudes de modélisation élevées.

Pour répondre à ce problème, nous proposons dans ce travail un modèle construit sur des
fondements physiques. Ce modèle est basé sur une évaluation théorique de la contribution à
la conductivité thermique de chacune des trois (quasi)particules responsables du transport de
chaleur dans les combustibles oxydes : les phonons, les polarons et les photons. Les effets de
la température, de la teneur en plutonium et en oxygène sur la conductivité thermique sont
donc clairement identifiés. Des effets corrélés entre la teneur en plutonium et en oxygène ont
notamment été observés, ce qui n’apparaît pas dans les approches empiriques.
Ce travail a également permis d’améliorer la compréhension des effets induits par l’irradiation
en RNR sur la conductivité thermique.

Le modèle proposé dans ce travail a été comparé aux données expérimentales les plus récentes
sur la conductivité thermique des combustibles MOX, comptant un total de 6619 points expéri-
mentaux, provenant de différentes institutions : CEA, projets européens, AIEA, OCDE. Les
données expérimentales ont confirmé l’effet de la teneur en plutonium, prédit dans ce travail, et
ont en particulier fourni une preuve expérimentale des effets corrélés de la teneur en plutonium
et en oxygène.
Le modèle a été implémenté dans le code de performance GERMINAL, de la plateforme logicielle
PLEAIDES, afin de simuler le comportement du combustible pendant l’expérience d’irradiation
INTA-2. La température de combustible calculée a été comparée aux mesures de thermocouple
et a montré une bonne cohérence, soulignant l’utilisation adéquate de ce modèle dans les codes
de performance.
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General introduction

The key material property, driving heat transfer in solids, is thermal conductivity. Precise
knowledge of this property is essential when studying nuclear fuels, especially oxide fuels. In
nominal operating conditions, the temperatures, attained by an oxide fuel are situated in the
range T ∈ [298−2500] K, depending on the reactor type (fast or thermal reactor). Oxide fuels,
such as UO2 or Mixed Oxide fuels (U,Pu)O2, also called MOX have a relatively high melting
temperature (i. e. around Tm = 2850 K) [1]. Thermal conductivity should be known with high
precision in order to evaluate the margin to melt of the fuel, which is a crucial parameter in
fuel safety evaluations.
Thermal conductivity of nuclear fuels depends on multiple parameters. One of those parame-
ters is temperature. Indeed, fuel temperature depends on thermal conductivity, which in turn
depends on temperature.
During irradiation in a fast reactor, MOX fuel undergoes significant changes in its elementary
chemical composition. These changes are driven by the creation of fission products (FP) and
the migration of plutonium and oxygen, radially over the fuel pellet. The elementary chemical
composition of MOX fuel is therefore crucial in thermal conductivity modeling.
Other parameters, related to the fuel’s microstructure can also undergo changes, due to irradi-
ation and also need to be taken into account. Those parameters mainly concern porosity and
grain size.

Reported work on thermal conductivity modeling of MOX fuels is mostly based on semi-
empirical approaches, which do not include a sufficient number of physical parameters to be
able to model the effect of the above-mentioned parameters in a physical manner [2–4]. Those
models are based on a fit of thermal conductivity experimental data. Consequently, those mod-
els are not predictive beyond their experimental range.
In this work, to avoid problems, related to extrapolating a semi-empirical model beyond its
domain of validity, we propose to introduce physical parameters in thermal conductivity mod-
eling. Introducing more physics therefore increases the extrapolation ability of the model to
ranges, which are not covered by semi-empirical approaches. This is in particular true for
the effect of plutonium content, which is generally not taken into account, due to the use of
highly scattered experimental data in a very limited range y ∈ [0.1 − 0.3] [3–6]. This is also
true for the effect of temperature above 2200 K, which in most work is modeled, using very
few experimental data points [2]. In this work, we account for a correlated plutonium-oxygen
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content effect, which is not considered in semi-empirical approaches, due to high data scatter-
ing, especially at temperatures above 2200 K. The model, developed in this work is compared
to the most exhaustive up-to-date experimental data on thermal conductivity of MOX fuel,
counting a total of 6619 experimental points. The model is also implemented into the fuel
performance code GERMINAL V3 [7] of the fuel simulation software platform PLEIADES [8],
in order to simulate the effect of this thermal conductivity model on the fuel’s local temperature.

This thesis is a part of the CINNA (Combustibles INnovants pour les réacteurs refroidis au
sodium-NA) project, from the CEA R4G (Réacteurs de Quatrième Génération) program.
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Introduction générale

La conductivité thermique est la principale propriété des matériaux qui détermine le trans-
fert de chaleur dans les solides. La connaissance précise de cette propriété est essentielle pour
l’étude des combustibles nucléaires et en particulier des combustibles oxydes. En fonction-
nement nominal, les températures atteintes par un combustible oxyde se situent dans l’intervalle
T ∈ [298 − 2500] K, en fonction du type de réacteur (rapide ou thermique). Les combustibles
oxydes, tels que UO2 ou les combustibles mixtes (U,Pu)O2, également appelés MOX, ont une
température de fusion relativement élevée (i. e. autour de Tm = 2850) [1]. La conductivité
thermique doit être connue avec une grande précision afin d’évaluer la marge à la fusion du
combustible, qui est un paramètre crucial dans les évaluations de sûreté.
La conductivité thermique des combustibles nucléaires dépend de plusieurs paramètres. L’un
de ces paramètres est la température. En effet, la température du combustible dépend de la
conductivité thermique, qui dépend elle-même de la température.
Lors de l’irradiation dans un réacteur rapide, le combustible MOX subit des modifications im-
portantes de sa composition chimique élémentaire. Ces changements sont pilotés par la création
de produits de fission (PF) et la migration du plutonium et de l’oxygène, radialement sur la
pastille de combustible. La composition chimique élémentaire du combustible MOX est donc
un élément crucial dans la modélisation de la conductivité thermique.
D’autres paramètres, liés à la microstructure du combustible, peuvent également subir des mod-
ifications sous l’effet de l’irradiation et doivent être pris en compte. Ces paramètres concernent
principalement la porosité et la taille des grains.

Les travaux publiés dans la littérature sur la modélisation de la conductivité thermique des com-
bustibles MOX sont principalement basés sur des approches semi-empiriques, qui n’incluent pas
un nombre suffisant de paramètres physiques pour pouvoir modéliser l’effet des paramètres sus-
mentionnés de manière physique [2–4]. Ces modèles sont basés sur un ajustement des données
expérimentales de conductivité thermique. Par conséquent, ces modèles ne sont pas prédictifs
au-delà de leur plage expérimentale.

Dans ce travail, pour éviter les problèmes liés à l’extrapolation d’un modèle semi-empirique
au-delà de son domaine de validité, nous proposons d’introduire des paramètres physiques dans
la modélisation de la conductivité thermique. L’introduction de paramètres physiques aug-
mente donc la capacité d’extrapolation du modèle dans des domaines qui ne sont pas couverts
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par les approches semi-empiriques. Ceci est particulièrement vrai pour l’effet de la teneur en
plutonium, qui n’est généralement pas pris en compte, en raison de l’utilisation de données
expérimentales très dispersées dans une gamme très limitée y ∈ [0.1 − 0.3] [3–6]. Il en va de
même pour l’effet de la température au-dessus de 2200 K, qui, dans la plupart des travaux, est
modélisé à l’aide de très peu de données expérimentales. Dans ce travail, nous tenons compte
d’un effet corrélé de la teneur en plutonium et en oxygène, qui n’est pas pris en compte dans
les approches semi-empiriques, en raison de la forte dispersion des données, en particulier à des
températures supérieures à 2200 K.

Le modèle développé dans ce travail est comparé aux données expérimentales les plus récentes
sur la conductivité thermique des combustibles MOX, comptant un total de 6619 points expéri-
mentaux. Le modèle est également implémenté dans le code de performance du combustible
GERMINAL V3 [7] de la plateforme logicielle de simulation du combustible PLEIADES [8],
afin de simuler l’effet de ce modèle de conductivité thermique sur la température locale du
combustible.

Cette thèse s’inscrit dans le cadre du projet CINNA (Combustibles INnovants pour les réac-
teurs refroidis au sodium-NA) du programme R4G (Réacteurs de Quatrième Génération).
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Summary
In this chapter, we will start by setting the nuclear context of this thesis, by introducing
the fourth generation reactors and their advantage, compared to second or third generation
reactors. We will then refine the context of this thesis, by introducing the main phenomena,
which affect the fuel thermal behavior in the reactor and in particular thermal conductivity.
We will continue with exposing the state of the art on thermal conductivity modeling. This
state of the art will be done in separate sections, covering all of the parameters of interest in
thermal conductivity modeling for Fast Neutron Reactor (FNR) MOX fuels. We will then finish
by exposing the motivations of this work and in particular the novelties, compared to reported
work on this subject. The plan of the manuscript will then be presented.

Résumé
Dans ce chapitre, nous commencerons par définir le contexte nucléaire de cette thèse, en présen-
tant les réacteurs de quatrième génération et leurs avantages par rapport aux réacteurs de deux-
ième ou troisième génération. Nous affinerons ensuite le contexte de cette thèse en présentant
les principaux phénomènes qui affectent le comportement thermique du combustible dans le
réacteur et en particulier la conductivité thermique. Nous continuerons en exposant l’état de
l’art sur la modélisation de la conductivité thermique. Cet état de l’art sera présenté dans des
sections séparées, couvrant tous les paramètres d’intérêt dans la modélisation de la conductivité
thermique pour les combustibles FNR MOX. Nous terminerons en exposant les motivations de
ce travail et en particulier les nouveautés, par rapport aux travaux publiés dans la littérature
sur ce sujet. Le plan du manuscrit sera ensuite présenté.
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1.1 Nuclear context: fourth generation reactors
This thesis fits into the framework of research into fourth-generation nuclear reactors (GEN
IV). Most of those reactors are Fast Neutron Reactors (FNR), due to the use of a fast neutron
spectrum (i. e. neutron’s kinetic energy > 0.1 MeV), compared to second or third generation
reactors, which use a thermal neutron spectrum (i. e. neutron’s kinetic energy ≈ 0.025 eV)
[9, 10].

Fourth generation reactors have multiple advantage, compared to third or second gener-
ation reactors. One of them is their capacity to use a greater amount of natural uranium. The
latter is composed of 99.3 % of non-fissile U238 and of only 0.7 % of fissile U235 [11]. During the
nuclear chain reaction, non-fissile U238 can capture a neutron, and transform into fissile Pu239.
In thermal reactors, the slow nature of the neutrons does not allow this capture to occur as
efficiently as in fast reactors, therefore limiting thermal reactors to use only fissile U235. Given
the low proportions of fissile U235 in natural uranium, the fuel needs to be enriched to around
3 % of U235 in order to be used in thermal reactors. The fast spectrum of fast reactors however
allows to produce Pu239 out of the non-fissile U238, therefore increasing the capacity of those
reactors to use more of the natural uranium. For the same mass of natural uranium, fast
reactors can therefore produce 50 to 100 times more electricity than thermal reactors [12].
Another advantage of fast reactors is their capacity of burning off some of the waste, contained
in spent fuel: minor actinides. Thermal reactors cannot do this efficiently [13]. The interest
in burning minor actinides lies in the fact that the volume, toxicity and lifespan of the
longest-living radioactive waste are considerably reduced.
A final advantage of those reactors, that bears mentioning in this work and which will partially
set the scientific context of this thesis, is plutonium management. A 1000 MWe Light Water
Reactor (LWR) (i. e. third generation reactor) gives rise to about 25 tons of spent fuel a year,
containing up to 290 kilograms of plutonium [14]. The latter is then reprocessed and used to
produce Mixed Oxide fuel (MOX) (U,Pu)O2. The use of MOX fuel therefore contributes to
closing the fuel cycle. However, unlike fast reactors, thermal reactors are limited to use only
small amounts of plutonium (i. e. below 15 % of plutonium). Fast reactors can use high
amounts of plutonium in MOX fuel (i. e. above 30 % of plutonium), highlighting their greater
recycling capacity, compared to thermal reactors. Given the use of high-plutonium MOX fuels
in fast reactors, it is necessary to know the properties of MOX fuels in terms of heat transport
and mechanical behavior over a wide range of plutonium contents. Plutonium content will be
one of the main subjects of interest in this thesis.

In addition to plutonium content, other parameters should also be considered to guar-
antee reactor safety, related to the use of MOX fuels in fast reactors. Those parameters are
related to fuel temperature, microstructure and chemical composition during irradiation. To
have a global view of the phenomena, occurring during irradiation, we will introduce the MOX
microstructure and chemical composition, at the fabrication of the fuel and during irradiation.
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1.2 Microstructure and chemical composition of MOX
fuel

1.2.1 After fabrication
To fabricate MOX fuel, for FNR applications, the process used in France is called COCA
(CObroyage CAdarache) [15]. This process uses UO2 and PuO2 powders, which are co-milled
in proportions corresponding to the final target plutonium content. The MOX microstructure,
obtained with this process, is homogeneous in terms of pore and plutonium content distribution.
The obtained fuel density corresponds to 95 % of the theoretical one.
MOX fuel crystallizes in the fluorite system. Due to the atmosphere during sintering, the
fabrication process leads to a hypostoichiometric MOX (i. e. the oxygen/metal ratio is lower
than 2). The chemical formula of MOX is the following:

U1–yPuyO2–x

where x represents the deviation from stoichiometry and y the atomic plutonium content =
[Pu]

[U] + [Pu] .

1.2.2 During irradiation

Figure 1.1: Illustrative scheme of the microstructure changes at different burn-up rates (from
[16])

When irradiated, the fuel goes through microstructure and chemical composition changes, from
the very first seconds of irradiation. We will focus on those, occurring in FNR conditions. At
a sufficiently high linear power, the fuel goes through a radial temperature gradient, which can
attain 1500 K over 2.5 mm of pellet radius. This temperature gradient is the reason for most
microstructure and chemical composition changes (see Figure 1.1).
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1.2.2.1 Microstructure changes

The literature term to speak about microstructure changes during irradiation, is "fuel restruc-
turing" [11, 17]. The latter is mainly driven by pore migration. This phenomenon is explained
by a vapor transport mechanism in which fuel at the surface of the hot side of a pore vaporizes,
then condenses on the cool side of the pore [11, 17]. Pore migration leads to the formation of a
central void, called central "hole" [18–21] (see Figures 1.1 and 1.2). The fuel is radially divided

Figure 1.2: Ceramography after chemical etching of the NESTOR-3 FNR MOX fuel (at 1400
mm from the bottom of the pin) [22]

in three regions, which differ by their grain size [23]. We therefore observe columnar grains,
close to the central hole, then equiaxed grains at mid-radius and finally close to the pellet ex-
ternal region, grains with a similar size to those after fabrication, called unrestructured region
(see Figures 1.1 and 1.2). The grain size, obtained after fabrication depends on the fabrication
process, but on average it is situated between 3 and a few tens of microns. The columnar grains
can reach the size of 1 mm. Figure 1.2 shows a ceramography after chemical etching, on a MOX
fuel, irradiated in the Phenix fast reactor: the NESTOR-3 fuel [24, 25].
Irradiation can also induce important micro and macro mechanical cracking of the fuel, which
can have severe impact on heat transport.

1.2.2.2 Elementary chemical composition changes

In addition to microstructure changes, the chemical composition is also modified during irra-
diation. Indeed, nuclear fission produces the so-called fission products (FPs). Those can either
dissolve into the fuel matrix or form precipitated phases [26, 27]. Irrespective of their form,
fission products have consequent impact on heat transport. In addition to the creation of FPs,
important chemical composition changes occur in terms of plutonium and oxygen content, due
to high thermal gradient in FNR conditions [21, 28]. This gradient induces the migration of
plutonium and oxygen radially over the fuel pellet. The literature term for plutonium or oxygen
migration is "redistribution". Plutonium redistributes towards the center of the pellet, whereas
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Figure 1.3: Radial redistribution of plutonium at different irradiation instances (in days),
according to [29]

oxygen to the external part of the pellet [29]. Plutonium can reach up to 30 % of redistribu-
tion. That is, close to the pellet’s periphery, the plutonium content is the same as after MOX
fabrication, whereas close to the central hole, the plutonium content is 30 % greater (see Figure
1.3).
Since oxygen also exhibits radial redistribution, the oxygen/metal ratio can take values in the
range [1.91 − 2] (see Figure 1.4).

Figure 1.4: Radial redistribution of oxygen, due to high temperature gradient in FNR irradi-
ations [30].

1.2.3 Simulation of the fuel behavior under irradiation
To simulate the above-mentioned phenomena and their consequence on the thermo-mechanical
behavior of the fuel, CEA uses the PLEIADES platform (Plate-forme Logicielle pour les
Elements Irradiés dans les Assemblages, Demonstration, en Expériminetation, ou en Service)
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Figure 1.5: PLEIADES generic computational scheme (from [8])

[8]. PLEIADES is a software platform that brings together behavioral models, material laws
and fuel performance codes for the various nuclear power systems. The fuel performance codes
of this platform are ALCYONE [31] and GERMINAL [7] for Pressurized Water Reactors
(PWR) and FNR fuel rod types respectively [8]. For more information about the different
algorithms, and models used in the PLEIADES software, the reader may refer to [8].

To provide accurate results, fuel performance codes require physical models. One of the
most crucial models for fuel safety evaluations is the model for thermal conductivity. The
latter contributes, together with other properties, to explain the local fuel temperature and
thus the fuel melting margin. To provide the most accurate estimate of the fuel melting
margin, the thermal conductivity model must be based on physical foundations. Most models
for thermal conductivity, reported in the literature are based on empirical approaches, which
strongly depend on the available experimental data [2, 3, 32]. In the following sections, we will
present those approaches.

1.3 State of the art on thermal conductivity modeling of
MOX

A non-exhaustive review of the reported thermal conductivity models will be presented here.
Further details on the models will be given in the associated chapters.

1.3.1 Temperature variation of thermal conductivity
The temperature dependency of most thermal conductivity models for fresh MOX fuel (i. e.
unirradiated), used in fuel performance codes, are based on the two following equations [3–5]:

λm,0(T ) = 1
A + BT

+ C

T n
exp

(
− E

kT

)
(1.1)
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or
λm,0(T ) = 1

A + BT
+ DT 3 (1.2)

where λm,0 is the thermal conductivity of the unirradiated (U,Pu)O2 fuel matrix, and A, B, C,
D, E, n are physical parameters, the meaning of which will become more clear in the following
sections. Equations 1.1 and 1.2 differ in terms of their Arrhenius 1

T n
exp

(
− E

kT

)
or cubic T 3

increase with temperature.

No reason for choosing either of those two temperature variations has been clearly iden-
tified in the literature. Indeed, most authors use thermal conductivity experimental data to fit
the constants of the model, by the least-squares method [3–6, 33]. Therefore, the temperature
dependency is most certainly compensated by the constants (i. e. D in Equation 1.2 and
C, n and E in Equation 1.1). In addition, the physical meaning of the fitted constants has
never been clearly explained, therefore making it difficult to say which temperature variation
is physically correct. Another difficulty in modeling the temperature variation of thermal
conductivity above 2000 K is the missing experimental data. Indeed, most authors use very
few measurement points to fit their high-temperature thermal conductivity term. For example,
Philipponneau [2] only used 4 (λi, Ti) points, above 2200 K, to fit the D constant in DT 3. The
use of so few measurements leads to large modeling uncertainties at temperatures, that are
easily achieved in fast reactors. Indeed, in nominal FNR conditions, the temperature close
to the pellet center can achieve 2500 K, which is close to the melting temperature of MOX
fuel (i. e. ≈ 2850 K [1]). Therefore, improving the accuracy of thermal conductivity at these
temperatures should be the primary concern for reactor safety.

1.3.2 Effect of plutonium content on thermal conductivity
The discrepancies between various models concerning the temperature dependence of thermal
conductivity are not the only subject of concern. Indeed, plutonium content, which is a pa-
rameter of crucial importance in FNR applications, is often not taken into account in thermal
conductivity modeling. One of the few authors, who studied the effect of plutonium content
on thermal conductivity is Bonnerot [5]. However, in Bonnerot’s study, the experimental data,
used to fit a thermal conductivity model only covered MOX fuels with plutonium contents
lower than 30 at. %. We recall that in FNR MOX fuel, plutonium redistribution can yield
concentrations attaining 60 at. % close to center of the fuel pellet. This would be the case for
a MOX fuel with 45 at. % of plutonium at its fabrication. Therefore, thermal conductivity
models for FNR applications should be predictive at least until 60 at. % of plutonium. Higher
concentrations than 60 at. % should also be covered since fast reactors can be used as plutonium
burners, depending on the countries’ plutonium management policies.

Figure 1.6 shows the temperature variation of thermal conductivity of MOX, predicted by
several models. We observe that the model of Bonnerot yields surprisingly lower values, when
evaluated beyond its domain of validity (i. e. for y = [Pu]

[U] + [Pu] >0.3). In particular for
y = 0.8, Bonnerot yields an almost zero thermal conductivity at T = 3000 K. This does does
not seem physical given that at T > 2850, MOX fuel attains its melting point and therefore
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Figure 1.6: Temperature variation of thermal conductivity of MOX fuel, predicted by several
models: Philipponneau [2], Bonnerot [5] (for multiple plutonium contents), Duriez et al. [4],
Kato et al. [3]

thermal conductivity is expected to be much higher. Magni et al. [33] also included a pluto-
nium content dependency in their model. However, they predict a very slight plutonium effect:
of the order of 10−6 % of thermal conductivity decrease from y = 0.05 to y = 0.45, which is
negligible to the plutonium content dependency, predicted by Bonnerot. A more exhaustive
study of the effect of plutonium, reported in different work will be presented in Chapter 4.

1.3.3 Effect of fission products on thermal conductivity
As mentioned previously, Fission Products (FPs), can either dissolve into the fuel matrix or
create precipitated phases. The main soluble FPs (i. e. which dissolve into the fuel matrix)
are Y, Zr and rare earths (i. e. La, Ce, Pr, Nd, Pr, Sm, Eu, Gd) [11]. The precipitated phases
are metallic: Five Metal Precipitates (FMP), composed of Mo, Ru, Tc, Rh, Pd and oxide
Grey Phase (GP) - (BaZr)O3 [11, 26, 27, 34, 35].

Most thermal conductivity models, taking into account the effects of fission products
are based on PWR UO2 SIMulated Fuel (SIMFuel) experimental data [32, 36, 37]. SIMFuels
are fresh fuels, doped with stable fission products (FPs), the concentration of which can be
controlled during fabrication [38]. Performing thermal property measurements on SIMFuels
therefore provides understanding of the separate effect of FPs, without considering other
irradiation-induced effects: gas bubbles, micro-cracks, lenticular pores [39].
However, using PWR UO2 SIMFuel data to model the effect of FPs on FNR MOX fuel may
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lead to high uncertainties. Indeed, the nuclear fission of Plutonium 239, contained in FNR
MOX fuel, yields two times more metallic fission products (i. e. Mo, Ru, Rh, Pd, Tc) than the
fission of Uranium 235 in PWR UO2 fuel [35, 40] (see Table 1.1). The FMP phase is therefore
more abundant in MOX than in UO2 fuels.

Chemical group Elemental yield
235 U 239 Pu 15 % 239 Pu + 85% 238U

Zr+Nb 29.8 20.4 21.9
Y+rare earths* 53.4 47.1 49.3

Ba+Sr 14.9 9.60 10.9
Mo 24.0 20.3 20.6

Ru+Tc+Rh+Pd 26.3 51.6 45.6
Cs+Rb 22.6 18.9 20.9
I+Te 1.20 7.00

Xe+Kr 25.1 24.8

Table 1.1: Reconstruction of the table, given in [35, 40]. The elemental yields correspond to
the number of fission products per 100 atoms of fissioned 235 U, 239 Pu or 15 % 239 Pu + 85%
238U.
* Lanthanum, cerium, praseodymium. neodymium, promethium, samarium, europium, and
gadolinium.

This leads to the conclusion that the chemical composition of UO2 PWR SIMFuels and
MOX FNR SIMFuels is different. Using a thermal conductivity model, based on UO2 PWR
SIMFuels, to represent the effect of FPs on FNR MOX fuel therefore does not seem appropriate.

Two different SIMFuel-based approaches exist in the literature [2, 32, 36, 37]. The first
approach, used by Philipponneau [2] consists of adding a burn-up β dependent term in the
phonon contribution to thermal conductivity of fresh fuel:

λirr = 1
(A0 + 0.44β) + B0 · T

(1.3)

where the irr and 0 subscripts refer to irradiated and fresh fuel. The A0 and B0 are phonon
constants, the physical meaning of which will be detailed in Chapter 3. The burn-up β can
be understood as the number of fissions per initial metal atom. One of the most widely used
units to describe the burn-up in reactor is % FIMA (Fission per Initial Metal Atom). 13 %
FIMA of burn-up therefore means that over 100 of initial heavy atoms, 13 have gone through
a nuclear fission.
To develop Equation 1.3, Philipponneau used experimental data on FNR MOX SIMFuels [39]
The β-dependent term is supposed to account for the effect of all types of FPs: dissolved and
precipitated.

Another approach, based on the work of Lucuta et al. [32, 36, 37] consists of separat-
ing the effect of dissolved and precipitated FPs in two terms. To develop the term, accounting
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for dissolved FPs, Lucuta et al. [32, 36, 37] used experimental data on UO2 PWR SIMFuels,
instead of FNR MOX SIMFuels.
In addition to the effect of FPs, Lucuta et al. [32, 36, 37] added a third term, related to the
radiation damage: atom displacement from the initial lattice position, due to the collision
of the fissile isotope with a neutron. Thermal conductivity of irradiated fuel, according the
approach of Lucuta et al., can be expressed as follows:

λirr = λ0 · Fprec,F P (q) · Fdiss,F P (β) · Frad(T ) (1.4)

where Fprec, FP(q) is the factor, accounting for precipitated FPs with volume fraction q,
Fdiss, FP(β)- for dissolved FPs and Frad(T ) for radiation damage.

This approach presents certain application difficulties, as it requires information on mi-
crostructure (i. e. precipitated phases of volume fraction q), burn-up β and temperature
T . This information is not systematically provided. To estimate the volume fraction of
precipitated phases, Lucuta et al. [32, 36, 37] used a well-known equation linking the total
amount of precipitated phases q and the burn-up β: q = 0.0038 × β [41]. This equation is
however strictly empirical and is based on PWR UO2 data.

The validity of the approach of Lucuta et al. was approved for UO2 fuels, irradiated in
PWR conditions [32] and is used in the ALCYONE fuel performance code of the PLEIADES
platform [8, 31]. Until 2020, there was no evidence of the Lucuta model’s ability to describe
experimental thermal conductivity data on MOX fuels, irradiated in FNR irradiation condi-
tions. In 2020, in the framework of the ESNII+ project [25], pioneering experimental data on
FNR MOX fuel, irradiated at high burn-up rates (i. e. 13 and 8 % FIMA) was published
[25]. Lucuta’s equation was proven to be inconsistent with the measurements on FNR MOX
fuels, irradiated at high burn-up rates [25]. Before 2020, the only available experimental data
of thermal conductivity of FNR MOX fuel was that of Yamamoto et al. [42]. However, the
thermal conductivity measurements were performed on pellets irradiated at low burn-up rates
(<3.5 % FIMA). Therefore, no significant effect of irradiation was observed in comparison to
the thermal conductivity of fresh fuels and no recommendation for the effect of irradiation in
FNR conditions was provided.

It should be emphasized that the physics of irradiated fuels, especially in FNR condi-
tions is complex and that phenomena, such as "JOG" (Joint Oxyde-Gaine) (see Figure 1.7) or
"ROG" (Réaction Oxyde-Gaine in French or FCCI (Fuel Cladding Chemical Interaction) in
English) formation can also affect thermal conductivity. Similarly to plutonium and oxygen,
fission products can migrate radially, by atomic diffusion [11, 22, 35].

For example, Cs diffuses towards the pellet periphery, creating another phase, called the "JOG"
(see Figure 1.7) with the following chemical formula: Cs2MoO4 [44–46]. Elements from the
cladding can also migrate towards the fuel, creating a phase called ROG in French, or FCCI
in English [43, 46].
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Figure 1.7: X-ray image analysis of JOG formation on the G357 pin (MOX fuel with 30 % of
Pu), irradiated in the JOYO reactor at 12.7 % FIMA [43].

The effect of JOG and ROG on thermal conductivity of MOX fuel is not included in
modeling due to the complex nature of those phenomena.

1.3.4 Effect of other irradiation-induced phenomena
In addition to the creation of fission products, other irradiation-induced phenomena can also
have an impact on thermal conductivity. Those phenomena include lattice point defects, such
as oxygen vacancies and interstitials, or extended defects: dislocations and dislocation loops
[47].
Most reported work on the effect of point or extended irradiation-induced defects are based on
Molecular Dynamics (MD) calculations on UO2 systems [48–51].
To our knowledge, for MOX fuel, no such calculations were reported in the literature. It was
outside the scope of this work to model the effect of oxygen interstitials or extended lattice
defects.

1.3.5 Effect of porosity on thermal conductivity
Thermal conductivity modeling should also account for porosity. Indeed, as already mentioned,
due to porosity migration during irradiation in FNR conditions, MOX fuel becomes strongly
heterogeneous in terms of porosity shape, form and spatial distribution [11]. Multiple literature
reviews on the effect of porosity on thermal conductivity of nuclear fuels have been reported
in the literature [52–66]. Some of those studies are based on analytical approaches [52, 54, 67]
and others on Finite Element Method (FEM) or Fast Fourier Transform (FFT) calculations
[68–71]. An exhaustive state of the art on those reviews is available in Annex A. In fuel
performance codes (e. g. GERMINAL and ALCYONE), porosity is taken into account using
analytical expressions. Indeed, including FEM or FFT calculations in fuel performance codes
would strongly increase computation time. Choosing the analytical expression, which suits
the particular needs of GERMINAL or ALCYONE is therefore crucial to correctly predict the
effect of porosity on thermal conductivity, during irradiation.

Using a predictive analytical model for the effect of porosity on thermal conductivity is
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not only crucial to correctly simulate the fuel behavior in reactor, but also to accurately
"measure" the thermal conductivity of the (U,Pu)O2 fuel matrix. Indeed, thermal conductivity
measurements provide information about the effective thermal conductivity of the material (i.
e. including grain boundaries and porosity). Therefore, to extract the thermal conductivity of
the fuel matrix from measurements, a correction for the effect of porosity and grain boundaries,
should be applied. To our knowledge, no analytical model for the effect of grain boundaries was
reported in the literature, and most empirical models intrinsically account for grain boundaries.

To correct for pores of volume fraction p, different analytical models can be used. For
example, Duriez et al. [4] and Philipponneau [2] used a porosity correction of the type:
λp

λm

= 1 − p

1 + 2p
, where λp and λm refer to the porous material (i. e. the measured thermal

conductivity) and the fuel matrix, respectively. Kato et al. [3] used instead λp

λm

= 1 − p

1 + 0.5p
.

Other work [33] are based on: λp

λm

= (1 − p)2.5.
The main similarities between all those models reside in the following assumptions:

1. Thermal conductivity of the pores is negligible to that of the fuel matrix
2. Pores do not interact with each other (i. e. diluted pores)

Some porosity correction models were shown to be suitable for spherical pores, others for
lenticular ones [52, 54, 60]. For example, most authors use the general expression:

λp

λm

= 1 − p

1 + βp
(1.5)

where β is adapted for the particular shape of the pores: β = 0.5 for spherical pores or β = 2
for flatter pores (i. e. lenticular).
If the pore shape, volume fraction and distribution is known for each measured MOX fuel, ther-
mal conductivity measurements can be corrected for porosity, by applying the most adapted
analytical model. However, in most work, authors do not specify the MOX microstructure and
the choice of a particular porosity correction model seems random. An accurate choice of the
analytical expression, suitable for the particular microstructure of the measured MOX fuel is
crucial. An inadequate use of a porosity correction model can lead to an inaccurate estimate
of thermal conductivity of the fuel matrix and therefore of the effect of chemical composition.

The above-mentioned models should be used with precaution, not only due to their
strong assumptions on the shape, volume fraction and distribution of the pores, but also
because they are based on strong assumptions on the thermal conductivity of the pore. If the
assumption on pore shape (i. e. spherical) holds for fabrication pores and intragranular gas
bubbles, the assumption on the thermal conductivity of the pore (i. e. negligible to that of the
fuel matrix) may no longer hold for pores with greater size or for pores, containing different
types of gas (in particular He, Xe or Kr) [60, 61].
It should also be mentioned that nano-scale fission gas bubbles can also form [72]. To account
for nano-scale gas bubbles, other models are used. Some of those are presented in references
[73, 74]. In this work, we cover only micro-scale gas bubbles and fabrication pores.
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1.3.6 Effect of grain size and boundaries on thermal conductivity
To our knowledge, literature data about the effect of grain size and boundaries in nuclear
ceramics is limited. Millet et al. [75–77] calculated the effect of grain size and boundaries on
thermal conductivity of UO2 fuel, using phase-field simulation techniques. According to their
work, thermal conductivity decreases with grain size. Indeed, grain boundaries play the role of
thermal barriers through their so-called Kapitza resistance. The latter occurs through phonons
scattering due to the atomically disordered interfacial region. However, to our knowledge, no
reliable experimental proof about the effect of grains on nuclear ceramics has been reported in
the literature. For this reason, the effect of grain size was not covered in this doctoral research.

1.4 Motivations of this work
The modeling approach of most published work on thermal conductivity of MOX fuels
consists of (1): providing a simple general temperature variation of the matrix’ thermal
conductivity and (2): fitting the unknown model parameters, using available experimental
data on the effective thermal conductivity. The two main disadvantages of this approach
are (1): the number of available experimental data and (2): the temperature, plutonium
and oxygen content ranges, covered by the experimental data. In other words, those models
are only predictive in a specific range of temperature, plutonium and oxygen content. This
was highlighted in Bonnerot’s model for the effect of plutonium content, which yields a
zero thermal conductivity at T = 3000 K, when evaluated beyond its domain of validity.
In addition, most authors who investigated the effect of plutonium content on thermal
conductivity, based their study on PWR MOX fuels, in which plutonium content does
not exceed y = 0.3 [2–5, 78–82]. Therefore, such empirical correlations for the effect of
plutonium content may induce high modeling uncertainties, when applied to FNR MOX
fuels, given the plutonium redistribution, occurring in fast reactor irradiation conditions. It
follows the same for the effect of fission products on thermal conductivity of FNR MOX fuel.
The use of PWR UO2 experimental data to model the FNR MOX fuels may not be appropriate.

In addition, the thermal conductivity dependency on temperature, plutonium and oxy-
gen content could be biased by an inappropriate use of a porosity correction model to deduce
thermal conductivity of the fuel matrix from the effective (i. e. measured) one.

To sum up, the motivations of this work arise from:

1. missing physical foundation of the temperature variation of thermal conductivity, espe-
cially at high temperatures.

2. the use of experimental data, which most of the time does not cover FNR MOX fuels.
3. missing understanding of the effect of FPs on MOX fuels, irradiated in FNR conditions.
4. the frequently accepted hypothesis, that pores have zero thermal conductivity, in most

porosity correction models.

This thesis proposes a model, based on physical foundations. We namely take into account:
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1. the effect of plutonium content (y ∈ [0.05 − 0.95])
2. deviation from stoichiometry (x ∈ [0.00 − 0.10])
3. temperature (T ∈ [385 − 2850])
4. porosity volume fraction (p ∈ [0.00 − 0.10])
5. concentration of fission products, under both dissolved or precipitated form
6. atom displacement during irradiation

1.5 Plan of the manuscript
The manuscript is divided into four main chapters (excluding this context chapter):

1. In the first chapter, we will study the effect of both microstructure and FPs on thermal
conductivity. We will be concerned with the effect of porosity on thermal conductivity,
which will allow us to choose an appropriate porosity correction model to deduce matrix
thermal conductivity from effective thermal conductivity measurements. In the same
chapter, we will study the effect of FPs on FNR MOX fuel. We will propose a new
model, based on pioneering experimental data on FNR MOX fuels, irradiated at high
burn-up rates.

2. The next chapter looks at the physical basis of the thermal conductivity of the MOX fuel
matrix, taking into account the contributions of phonons, polarons and photons.

3. In Chapter 4, we will use the most up-to-data experimental data set, composed of 6619
experimental points, to estimate some model parameters by inverse methods and validate
the proposed model.

4. Finally, the proposed model will be implemented into the GERMINAL (V3) fuel perfor-
mance code from the software platform PLEIADES, to simulate the fuel temperature,
during the INTA-2 experiment in the JOYO fast neutron reactor in Japan. The calcu-
lated fuel temperature will be compared to the in-pile (i. e. in the reactor) measured
temperature.
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Chapter 2

Modeling of the effective thermal
conductivity of (U,Pu)O2 fuel: taking
into account microstructure and
irradiation-induced effects
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Summary
In this chapter, we model the effect of porosity and fission products on thermal conductivity.
The chapter is therefore divided into two sections.

Firstly, we will study the effect of porosity (fabrication pores, gas bubbles and cracks).
To do so, we will use an analytical method, which allows us to consider the effect of pore
size, shape and the type of gas, contained in the pores. Most models for the porosity effect
on thermal conductivity are based on the assumption that pores are spherical, diluted into
the fuel matrix and have zero thermal conductivity. In this chapter, we will verify if those
assumptions hold for the particular case of MOX fuel, by considering its porosity network,
after both fabrication and irradiation. This section therefore starts by presenting the different
types of pores, occurring in fabricated and irradiated MOX fuel. Then the analytical approach,
used in this work to verify the above-mentioned assumptions, will be presented. We will finish
by presenting the results and conclude.

Secondly, we will study the effect of the microstructure, resulting from the accumula-
tion of fission products on the thermal conductivity of FNR MOX fuel. Most published
work on irradiated fuel concern Pressurized Water Reactor (PWR) MOX fuel. Furthermore,
irradiation-induced effects on thermal conductivity are generally modeled, using experimental
data on PWR SIMulated Fuels (SIMFuels). In this work, a novel approach for estimating
the thermal conductivity of irradiated MOX fuel, under FNR irradiation conditions, will
be presented. This approach is based on pioneering experimental data on FNR MOX fuel,
irradiated at high burn-up rates (8 and 13 % FIMA) and GERMINAL (V2)-Thermo-Calc
(V4.1)/TAF-ID (V11) calculations. In this work, new parameters are introduced in modeling,
which do not appear in reported research on the subject.

Résumé
Dans ce chapitre, nous modéliserons l’effet de la microstructure (à savoir la porosité) et de
l’irradiation sur la conductivité thermique. Le chapitre est donc divisé en deux sections.

Tout d’abord, nous étudierons l’effet de la porosité. Pour ce faire, nous utiliserons une
méthode analytique qui permet de prendre en compte l’effet de la taille et de la forme des
pores ainsi que le type de gaz qu’ils contiennent. La plupart des modèles relatifs à l’effet de la
porosité sur la conductivité thermique reposent sur l’hypothèse que les pores sont sphériques,
dilués dans la matrice du combustible et que leur conductivité thermique est nulle. Dans ce
chapitre, nous vérifierons si ces hypothèses sont valables pour le cas particulier du combustible
MOX, en considérant son réseau de porosité, après fabrication et irradiation. Cette section
commence donc par présenter les différents types de pores présents dans le combustible MOX
fabriqué et irradié. Nous présenterons ensuite l’approche analytique utilisée dans ce travail
pour vérifier les hypothèses mentionnées ci-dessus. Enfin, nous présenterons les résultats et
conclurons.
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Deuxièmement, nous étudierons les effets induits par l’irradiation sur la conductivité
thermique du combustible MOX FNR. La plupart des travaux publiés sur le combustible
irradié concernent le combustible MOX, utilisé dans les Réacteurs à Eau Pressurisée (REP).
En outre, les effets induits par l’irradiation sur la conductivité thermique sont généralement
modélisés à l’aide de données expérimentales sur des combustibles, dites Combustibles SIMulés
(SIMFuels). Dans ce travail, une nouvelle approche pour l’estimation de la conductivité
thermique du combustible MOX irradié, dans les conditions d’irradiation des Réacteurs à
Neutrons Rapides, sera présentée. Cette approche est basée sur des données expérimentales
pionnières sur le combustible FNR MOX, irradié à des taux de combustion élevés (8 et 13 %
FIMA) et sur des calculs GERMINAL (V2)-Thermo-Calc (V4.1)/TAF-ID (V11). Dans ce
travail, de nouveaux paramètres sont introduits dans la modélisation, qui n’apparaissent pas
dans les recherches rapportées sur le sujet.
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2.1 Type of pores in MOX fuels

Figure 2.1: Photomicrograph of an oxide fuel with two types of pores: spherical (dashed
circle) and lenticular (solid circle), migrating towards the central void (on the extreme left part
of the image). The solid rectangular represents a micro-crack. [34, 83]

We distinguish three types of pores in MOX fuel, caused by either the fabrication process
or by irradiation conditions [11] (see Figure 2.1):

• spherical pores, resulting from fabrication process.
• micro-scale gas bubbles, resulting from the creation of gaseous fission products, during

irradiation, which can take either a spherical or a lenticular form.
• lenticular pores, due to pores migration during irradiation.

Micro and macro cracking, due to local mechanical stress can also occur.

The size of the first type of pores depends on the fabrication process. For instance, in
Europe, the fabrication process of the FNR MOX fuel (i. e. COCA) yields pores of an
average diameter of 1 µm. On the other side, the Japanese fabrication process is slightly
different and yields pores of an average diameter of 10 µm. At the Beginning Of Life (BOL)
of the fuel, those pores are filled with helium at a pressure of 1 bar. During irradiation, they
are progressively filled with gaseous fission products (mainly with xenon and krypton) with
respective average molar fractions of xXe = 0.85 and xKr = 0.15.

The size of the second type of pores is highly dependent on where these pores are lo-
cated relative to the grain boundaries (GB). For instance, those pores, also called "gas bubbles"
can be inter or intragranular and can measure from a few tens of nanometers to 50 µm.
Those bubbles are filled with gaseous fission products and unlike pores from fabrication, their
pressure can go up to 20 MPa (see Table 2.1) [11, 34, 35, 84]. Intragranular gas bubbles are
mainly spherical, whereas the intergranular can also be lenticular (see Figure 2.2).
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As fabricated Minimum value Maximum value
Grain size 1-30 µm 0.5 µm 1mm

Pores diameter from fabrication 1 µm 1 µm 10 µm
Pores diameter from irradiation - 1 µm 50 µm

Pressure in the gas bubbles 1 bar 1 bar 20 MPa
MOX Density 95 % th.d 20 % th.d 100 % th.d

Table 2.1: Microstructure characteristics of FNR MOX fuel, in terms of pore and grain size,
and pressure in the gas bubbles

Figure 2.2: Illustrative scheme of inter and intragranular gas bubbles in nuclear fuel [35]

Lenticular pores occur from the migration process of the fabrication pores towards the central
hole (see Figure 2.1)
Figure 2.3 dresses a global picture of the microstructure of irradiated FNR MOX fuel at high
burn-up rates (i. e. 8 % FIMA).

2.2 Modeling of the effect of porosity on thermal con-
ductivity

In this modeling, we consider:

1. radiation through the pore
2. conduction by the type of gas, contained in the pore
3. pores of spherical shape, which are representative of the fabrication pores and of some

gas bubbles

Indeed, conduction by gas in the pores and radiation through the pores may yield a non-
negligible pore thermal conductivity.
In most published work, one uses the simplified version of Maxwell-Eucken [85, 86], recalled
here:

λp

λm

= 1 − p

1 + 0.5 · p
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Figure 2.3: Ceramography of the NESTOR-3 FNR MOX sample, from 1400 mm of the bottom
of the fissile column, irradiated at 8 % FIMA. [22]

based on the assumption that thermal conductivity of the pores is negligible to that of the fuel
matrix λpores ≪ λm.
In this work, we use the Fricke’s equation for spherical pores, which takes the following form
(see Annex B):

λp

λm

= 1 − p

1 + β × p
= 1 − p

1 − p(1 − Λ) + 4Λ − 1
2p(Λ − 1) + 2 + Λ × p

(2.1)

where Λ is the ratio between the thermal conductivity of the pores λpores and that of the fuel
matrix λm:

Λ = λpores

λm

(2.2)

Thermal conductivity of the pores λpores is composed of two terms: conduction (by gas) and
radiation. We therefore write: λpores = λr

pores + λc
pores, where the r and c superscripts refer to

radiation and conduction respectively.

2.2.1 Radiation through the pore
The radiative term mainly depends on pore’s radius R, fuel’s emissivity ϵ and temperature:

λr
pores = 4T 3ϵRσ (2.3)
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For further information about the theoretical background behind this equation, the reader may
refer to [61].
Emissivity is needed to compute the radiative contribution. To date, no experimental data
on MOX fuel have been reported in the literature. Nevertheless, as a first approximation, we
can use UO2 data on total hemispherical emissivity. Fink [87] proposed an empirical value of
ϵ = 0.85 ± 0.05. Other empirical estimations are temperature-dependent [88]:

ϵ = 0.78557 + 1.5263.10−5T (2.4)

We compared both approaches: considering a constant and a temperature dependent emissivity.
As shown in Figure 2.4, using a constant or temperature-dependent emissivity does not impact
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Figure 2.4: Variation with temperature of thermal conductivity due to radiation across the
pores, using a temperature-dependent emissivity model (FEMISS code) and a constant value
(Fink [87])

the radiative contribution by more than 1 %. In the following sections, λr
pores will be computed

using the constant value, given by Fink.

2.2.2 Conduction by the gas, contained in the pore
Here we consider a gas mixture. From the work of Lindsay and Bromley [89], the thermal
conductivity of a gas mixture is expressed as:

λc
pores = λmix,g =

n∑
i=1

λi,g

1 +∑n
i ̸=j Ψi,j

xj

xi

(2.5)

Where:

42



n : number of constituents of the gas mixture
λmix,g : thermal conductivity of the gas mixture (W m−1 K−1)
λi,g : thermal conductivity of each gas i (W m−1 K−1)
Ψi,j : term, function of the molecular weight of each gas Mi and its thermal conductivity

λi,g, given by Brokaw [90]:

Ψi,j = Φi,j

1 + 2.41
(1 − Mi

Mj
)(0.142 − Mi

Mj
)(

1 + Mi

Mj

)2

 (2.6)

Φi,j =

{
1 +

(
λi,g

λj,g

)1/2 (
Mi

Mj

)1/4
}2

2
√

2
(
1 + Mi

Mj

)1/2 (2.7)

Two ways of assessing the thermal conductivity of each gas λi,g can be used: considering both
pressure and temperature, or only temperature. In this work, both approaches were studied.
The effect of pressure was found negligible and therefore we chose the approach, where only
temperature is considered. This approach empirically describes the thermal conductivity of a
gas as follows [91, 92]:

λi,g(T ) = ai,gT bi,g (2.8)

Table 2.2 resumes the coefficients ai,g and bi,g for Helium, Krypton and Xenon, reported in
different work. In this work, the URGAP code values were used [93], as they are deemed the

Code
BISON [92] ROCHE [private] URGAP [93] FRAP [94]

Gas type ai,g bi,g ai,g bi,g ai,g bi,g ai,g bi,g

Xenon 4.351. 10−5 0.8616 5.14. 10−5 0.83 4.6556. 10−5 0.84256 9.825. 10−5 0.7334
Krypton 8.247. 10−5 0.8363 8.11. 10−5 0.83 9.8938. 10−5 0.80079 19.66. 10−5 0.7006
Helium 263.9. 10−5 0.7085 284. 10−5 0.7 176.32. 10−5 0.77227 253.1. 10−5 0.7146

Table 2.2: Empirical coefficients to compute the thermal conductivity of each gas λi,g, using
Equation 2.8, according to the values, used in several codes.

most accurate, given the use of an exhaustive set of experimental data to calibrate them.
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2.2.3 Comparison of both contributions
We compared both terms: the radiative (Equation 2.3) and the conductive (Equation 2.5), for
two cases:

1. the gas mixture is composed of 100 % He, representative of the gas in the Beginning Of
Life (BOL) of the fuel.

2. the gas mixture is composed of 8.75 % Helium, 84.75 % Xenon and 6.5 % Krypton,
representative of the gas at the End Of Life (EOL) of the fuel.

Beginning Of Life (BOL)
Pores of size, higher than 1 µm are not observed in fresh MOX fuel (i. e. at BOL). Despite this
fact, we evaluated the radiative term in the range R ∈ [1 − 50] µm for sensitivity purposes. As
shown in Figure 2.5, the conductive term outweighs the radiative one even for relatively high
pore sizes (i. e. 50 µm). Therefore, the effective thermal conductivity of the pore is driven by
the conduction by Helium, which attains 0.84 W m−1 K−1 at T = 3000 K.
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Figure 2.5: Comparison of λc
pores and λr

pores for 4 different pore radii. The gas composition is
100 % Helium (i. e. BOL composition).

End of Life (EOL)
As shown in Figure 2.6, thermal conductivity due to gas conduction is now divided by a factor
of 40 at T = 3000 K, since Xe and Kr have a negligible thermal conductivity, compared to He.
The radiation term is therefore almost of the same order of magnitude as the conductive term
at T = 3000 K, at R = 50 µm. However, even if radiation through the pores is taken into
account, the total effective thermal conductivity of the pore is negligible compared with that
obtained at the BOL. In this scenario, the assumption of negligible pore thermal conductivity
is therefore legitimate.
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Figure 2.6: Comparison of λc
pores and λr

pores for 4 different pore radii. The gas composition is
8.75 % Helium, 84.75 % Xenon and 6.5 % Krypton (i. e. EOL composition)

2.2.4 Comparison with other analytical approaches
We compared Fricke’s method, which takes the thermal conductivity of the pores into account,
with two other commonly used analytical approaches, both based on the assumption that pores
have a negligible thermal conductivity, compared to that of the fuel matrix. These approaches
both take the expression :

λp

λm

= 1 − p

1 + βp
(2.9)

where β = 0.5 for spherical pores or β = 2 for flatter pores (i. e. lenticular). The thermal
conductivity model of Philipponneau [2] for the fuel matrix λm was used for the calculations.
As shown in Figure 2.7, for low porosity volume fractions (i. e. here at p = 0.05), thermal
conductivity at EOL agrees to quite a good extend with the Maxwell-Eucken formulation.
Indeed, at the EOL, the pore’s effective thermal conductivity is almost zero, due to the highly
non-conductive Xe and Kr. Despite the increasing importance of the radiative contribution
with temperature, radiation contributes only 20 % of the pore’s effective thermal conductivity.

The Maxwell-Eucken formulation agrees with our calculations at the BOL (i. e. pores
filled with helium), highlighting the validity of applying the Maxwell-Eucken formulation even
when the thermal conductivity of the pore is not zero.

The formulation for flatter pores, β = 2, in turns, does not agree with neither the BOL nor
the EOL calculations. Indeed, in this work, we considered spherical pores, given the shape of
the fabricated pores and some of the gas bubbles. The comparison of this study with β = 2 for
lenticular pores therefore shows that the shape factor has a non-negligible effect on thermal con-
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Figure 2.7: Temperature variation of thermal conductivity of porous MOX, calculated with
the Fricke method at BOL (gas: Helium, pore size: R = 1 µm) and EOL (gas: mixture of 8.75
% Helium, 84.75 % Xenon and 6.5 % Krypton, pore size: R = 50 µm). The comparison with
Equation 2.9 for β = 0.5 (spherical pores) and β = 2 (lenticular pores) was also shown.

ductivity predictions. In particular, choosing a form factor of β = 2 for lenticular pores results
in a lower thermal conductivity than the Fricke and Maxwell-Eucken factors for spherical pores.

In addition to the effect of gas content, pore radius and form factor, the volume frac-
tion of porosity can also induce discrepancies between the results obtained with the different
models. In particular, for higher porosity (here p = 0.30), Fricke’s method no longer agrees
with either model. This is due to the assumption of an interaction-free porosity network, which
is no longer true when porosity exceeds a certain value. In general, for p > 0.10, percolation
begins to form, leading to open porosity [54–56]. As a result, most analytical methods are no
longer valid for porosity fractions above p = 0.10.

2.2.5 Conclusion
In this study, we assessed the thermal conductivity of the pore and saw that when the gas,
contained in the pore is composed of:

1. 100 % He, thermal conductivity of the pore is driven by gas conduction, yielding the
non-negligible value of around 0.84 W m−1 K−1 at T = 3000 K.

2. 8.75 % Helium, 84.75 % Xenon and 6.5 % Krypton, thermal conductivity of the pore is
mostly driven by the radiation across the pore, yielding an almost zero thermal conduc-
tivity.

We have compared Fricke’s analytical approach with other approaches, based on the assump-
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tion of non-conducting pores. Fricke’s method agrees with the Maxwell-Eucken expression for
spherical pores (β = 0.5), in the two scenarios studied here: BOL and EOL. This observation
highlighted the valid use of the Maxwell-Eucken formulation even when the thermal conductiv-
ity of the pore is not zero (i. e. when the pore is filled with He). We also compared the results of
the Fricke method with another analytical approach, which takes lenticular pores into account
(i. e. β = 2 in the equation 2.9). This comparison revealed that the choice of a particular form
factor can lead to significant discrepancies. In particular, the choice of β = 2 underestimates
thermal conductivity compared to Maxwell-Eucken and Fricke for spherical pores.

2.3 Modeling of irradiation-induced fission products and
porosity on thermal conductivity.

In this section, we will model the effect of irradiation-induced fission products and porosity on
the thermal conductivity of MOX fuels, irradiated in FNR irradiation conditions. The FNR
MOX fuel, studied in this work was irradiated in the framework of the NESTOR-3 irradiation
in the Phenix reactor [22, 25].

2.3.1 Methodology
In this work, we will use the modeling approach of Lucuta et al. [32, 36, 37], introduced in
the previous chapter. Thermal conductivity of irradiated fuel, with this approach takes the
following form:

λirr

λ0
= Fprec,F P (p, q) · Fdiss,F P (β) · Frad(T ) (2.10)

where:
Fprec,F P (p, q) = 2(1 − p + 2q)

p + 2(1 − q) (2.11)

Fdiss,F P (β) =
(

1.09
β3.265 + 0.0643√

β

√
T

)
arctan

 1
1.09

β3.265 + 0.0643√
β

√
T

 (2.12)

Frad(T ) = 1 − 0.2
1 + exp

(
T −900

80

) (2.13)

where p it the volume fraction of pores, q the volume fraction of precipitated phases and β

the burn-up, expressed in % FIMA. The irr and 0 subscripts refer to irradiated and fresh fuel,
respectively.
To apply this model, information on fuel temperature, burn-up, and microstructure, is
required. To obtain this information, we performed two types of calculations.

First, a thermomechanical calculation was performed, using the fuel performance code
GERMINAL V2 [7] (from the PLEIADES fuel simulation platform [8]).
The input data for this calculation were the irradiation conditions of the NESTOR-3 fuel.
GERMINAL V2 allowed us to determine the composition and microstructure of the irradiated
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fuel.
The latter were then used as input parameters for a thermochemical calculation, performed
by the thermodynamic software Thermo-Calc V4.1. and the TAF-ID V11 database [44] (see
Figure 2.8). We therefore obtained information about the crystal phases and their respective
volume fractions, needed to assess Fprec, FP.

Crystal phases composition: 
local

� Molar fraction of 
precipitated phases

� Molar fraction of 
dissolved fission products 
into the MOX matrix

GERMINAL
(V2)

Thermo-Calc 
(V4.1)

TAF-ID (V11)

NESTOR-3 
irradiation 
conditions

Fuel composition and microstructure at 
end-of-life: local

� Pu content

� O/M ratio

� Density

� Temperature

� Fraction of produced fission products

� Burn-up

Figure 2.8: Scheme of the input/output parameters of the GERMINAL – Thermo-Calc cal-
culation

2.3.2 Presentation of the NESTOR-3 fuel and experimental data
NESTOR-3 fuel was subject to (1): thermal property measurements, using the LAser Flash
(LAF) technique [25] (thermal diffusivity and heat capacity, allowing to calculate thermal
conductivity) and (2): Post-Irradiation Examinations (PIE) [22].

2.3.2.1 Thermal property measurements

Thermal diffusivity and heat capacity measurements were performed on two samples, taken
from two axial positions on the fissile column: Maximum Flux Plane (MFP) and Top of the
Fissile Column (TFC) axial region. The estimated burn-ups for those regions are 8 and 13
% FIMA respectively. Measurements were performed at three radial positions for each axial
region: close to the central hole, at mid-radius and close to the fuel periphery (see Figure 2.9).

2.3.2.2 Post-irradiation examinations

Several destructive Post-Irradiation Examinations (PIE) were performed to characterize the
NESTOR-3 fuel in the MFP region. These include Scanning Electron Microscopy (SEM),
Secondary-Ion Mass Spectrometry (SIMS), and Electron Probe MicroAnalysis (EPMA) (see
Figure 2.10).
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MFP

TFC

Figure 2.9: Ceramography at both the MFP and TFC regions of the NESTOR-3 MOX fuel
[22]. Location of the samples for thermal properties measurements with respect to the fuel
external radius R: r = 0.54R (red), r = 0.65R (black), r = 0.78R (green) in the MFP region
and r = 0.52R (red), r = 0.67R (black), r = 0.81R (green) in the TFC region.

2.3.3 Results obtained by the GERMINAL (V2) - Thermo-Calc
(V4.1), TAF-ID (V11) calculation

The thermal conductivity model, used in this simulation was that of Philipponneau [2]. The
joint oxyde-gaine model (JOG) [46] has been described elsewhere [8].
Table 2.3 shows the results for the volume fraction of precipitates and the molar fraction
of dissolved FPs, obtained with the GERMINAL-Thermo-Calc calculation. The latter were
compared to the experimental study of Parrish et al. [27, 34] on the phases’ composition of
FNR MOX fuels irradiated at 3.4, 13.7 and 21.3 % FIMA.

Irradiation Pu
(mol. %)

Axial position(∗)

(x/L)
Radial position(∗∗)

(r/R)
Burn-up

(% FIMA)
Porosity
(vol. %)

FMP
(vol. %)

GP
(vol. %)

Dissolved FPs
(mol. %)

NESTOR-3 [22] 22

0.83
0.52 7.91 4.49a 0.43a 2.28a 1.59a

0.67 7.99 5.15a 0.41a 2.09a 1.63a

0.81 8.02 5.26a 0.35a 2.00a 1.43a

0.66
0.54 12.21 2.99a/3.90b 0.64a 4.24a 2.32a/2.30b

0.65 12.32 5.26a/3.90b 0.72a 4.12a 2.08a/2.46b

0.78 13.17 5.26a/3.90b 1.49a 3.55a 2.50a/3.31b

Parrish et al. [27]

26 0.90
0.30

3.40
- 1.01b 0.00b -

0.60 - 0.87b 0.00b -
0.80 - 0.00b 0.00b -

29 0.75
0.20

13.70
- 2.77b 5.86b -

0.55 - 1.53b 3.38b -
0.90 - 1.81b 0.00b -

29 0.97
0.25

21.30
- 0.60b 8.71b -

0.50 - 2.48b 0.76b -
0.75 - 1.89b 0.25b -

Table 2.3: Comparison of the available experimental data on FNR MOX fuels with the results
obtained by the Thermo-Calc calculations.
a: Measured, b: Calculated,
(*): Position x on the fissile column (of length L), from which the sample was taken.
(**): Position r on the fuel pellet (of radius R), where the measurements were performed.
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We also compared the calculated results with the experimental characterizations on the sample
from the MFP axial region.
Figure 2.10 shows X-ray maps of the metallic FMP (Ru, Mo, Pd, Rh, Tc) and oxide GP BaZrO3
precipitated phases in the MFP region.

Ba

Mo

Figure 2.10: X-ray maps of both the precipitated metallic (FMP) and oxide (GP) phases in
the MFP region.

The size of the metallic precipitates is observed to be larger near the central hole and smaller
at the periphery of the pellet. The oxide precipitates are observed mainly in the middle of the
pellet radius (here from 0.48 R to 0.64 R). Their surface fraction seems to be higher than that
of the metallic precipitates. This experimental observation confirms our Thermo-Calc results,
which show higher volume fractions of oxide precipitates than metallic precipitates, at all three
radial positions.
However, the Thermo-Calc results show some discrepancies with the radial X-ray maps of the
oxide phase, especially at 0.54 R and 0.78 R. In these regions, the X-ray maps do not show
the existence of the oxide phase, which contradicts the Thermo-Calc results, which indicate
oxide phase volume fractions of 4.25 % and 3.55 % respectively. The radial distribution of the
oxide phase, as calculated by Thermo-Calc, is also compared to that of the B (ACO-3) fuel
sample, reported by Parrish et al. [27, 34]. In this sample, the volume fraction of the oxide
phase increases radially when approaching the centre of the pellet, attaining a maximum value
of 5.86 % (see Table 2.3). This trend is consistent with our Thermo-Calc results but not with
the X-ray maps, which instead show a maximum value at mid-radius rather than at the centre
of the pellet. No experimental data is available in the TFC region to assess the calculated
volume fractions of the precipitated phases.
Regarding the radial distribution of the metallic phase, the X-ray maps in the MFP region
are in agreement with Parrish et al. [27, 34], as they show that the metallic phase is mainly
present at the centre of the pellet. However, our calculated values are 2-3 times lower than the
experimentally determined values for the B (ACO-3) fuel irradiated at a burn-up comparable
to that of the NESTOR-3 fuel in the MFP region. This observation highlights the possible
underestimation of the computed values of the volume fraction of metallic precipitates in the
MFP region.
Regarding the concentration of dissolved FPs, the comparison between the calculated values
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and the EPMA results is shown in Figure 2.11. The thermodynamic estimations are consistent
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Figure 2.11: Comparison of the calculated molar fraction of dissolved FPs with the EPMA
examinations in the MFP region.

with the EPMA examinations, except for those related to zirconium. The EPMA yields the
total amount of Zr in the fuel, and therefore accounts for both dissolved and precipitated Zr in
the BaZrO3 phase. However, the Thermo-Calc calculations shown in Figure 2.11 only account
for dissolved Zr. Therefore, the observed discrepancies seem reasonable.

2.3.4 Application of the original Lucuta model
The application of the Lucuta model, using the input parameters, calculated in this work (see
Table 2.3) is compared to the experimental data on the NESTOR-3 fuel in Figure 2.12. The
thermal conductivity of the fresh samples λ0 was calculated from thermal diffusivity (d), heat
capacity (Cp) and hydrostatic density (ρ) measurements, using the formula λ = ρCpd. The
details related to those measurements have been described elsewhere [25]. The same approach
as for λ0 was used to determine λirr. However, no hydrostatic density measurements were
performed in the TFC region. Therefore, a hypothesis on the density is made to calculate
the thermal conductivity in this region. This assumption is discussed in more detail in the
following sections.

As shown in Figure 2.12, the original Lucuta model fails to reproduce the experimental
data. In the following sections, we will propose a modification of this model.

2.3.5 Modification of the original Lucuta model

2.3.5.1 Effect of fission products, forming precipitated phases

The model proposed by Lucuta et al. for the effect of precipitated phases takes into account
both porosity and precipitated phases. To isolate the effect of porosity or precipitated phases,
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Figure 2.12: Temperature variation of thermal conductivity, as predicted by the original
Lucuta model [32] and as measured at the MFP and TFC axial regions [25].

either the volume fraction of precipitates or the porosity must be set to zero. The origin of
this equation is Maxwell-Eucken’s formula for n dispersed phases in a matrix, where λi is the
thermal conductivity of the i-th dispersed phase [95]:

λp

λm

=
1 + 2∑n

i=1 vi

1− λm
λi

1+2 λm
λi

1 −∑n
i=1 vi

1− λm
λi

1+2 λm
λi

(2.14)

The equation, used by Lucuta et al. to account for both porosity and precipitated phases at
the same time (see Equation 2.11) can be deduced from Equation 2.14 in three steps:

1. Setting v1 = q (in Equation 2.14) for the total volume fraction of precipitates with thermal
conductivity λ1 = λprec.

2. Setting v2 = p (in Equation 2.14) for the total volume fraction of precipitates with thermal
conductivity λ2 = λp.

3. Making the following assumption: λprec ≫ λm and λp ≪ λm

Lucuta et al. however consider the metallic and oxide precipitates in a single term, taking
as input parameters the total fraction of the precipitates (q) and their “mean” thermal
conductivity λprec. Nevertheless, Figure 2.13 shows that the thermal conductivity of the oxide
phase is lower than that of the matrix. Using this equation is thus equivalent to approximating
all the phases as being metallic (i. e. λprec ≫ λm ). Therefore, the equation, used by Lucuta
et al. to account for both porosity and precipitated phases (see Equation 2.11) overestimates
the precipitated phases’ effect on thermal conductivity.
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Figure 2.13: Temperature variation of thermal conductivity, as measured for the oxide phase
(GP) [96], the metallic phase (FMP) [97] and the fresh (i. e. unirradiated) NESTOR-3 fuel
(20 at. % Pu) [25]

In this work, we propose to use Maxwell-Eucken’s formula for two dispersed phases
with volume fractions vox, vmet and respective thermal conductivity λox, λmet, without making
any simplifying assumptions.
Information about vox, vmet is provided by the GERMINAL-Thermo-Calc calculation, whereas
λox, λmet were deduced from an experimental fit of the measurements in [96] and [97]
respectively, giving:

λox = λGP = 1
8.523 · 10−2 + 3.936 · 10−4 × T

+ 6.037 · 10−10T 3 (2.15)

λmet = λF MP = 2.589 · 10−2 · T + 9.951 (2.16)

2.3.5.2 Effect of fission products, dissolved in the fuel matrix

In this work, we propose to introduce the Nd-content as the parameter, driving the effect of
dissolved FPs on thermal conductivity. Two key reasons have been identified for choosing Nd
over other dissolved rare earths (Pr, Sm, Eu, Gd or Y), or over the non-negligible amount of
dissolved Zr.
Firstly, EPMA [22] and GERMINAL-Thermo-Calc results (see Table 2.4 and Figure 2.11)
show that Nd is the predominant FP in the fuel matrix, followed by Zr and Ce in almost equal
proportions.
Secondly, Fukushima et al. [98–102] showed that Nd and other rare-earths have a
similar effect on thermal conductivity. Kurosaki et al. [103] showed that the effect of
dissolved Zr and Nd on the degradation of thermal conductivity in (U,Ce)O2 is similar for
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temperatures below 1100 K. Regarding the effect of Ce, to our knowledge, no experimental data

Axial region TFC MFP
Radial region 0.52 R 0.67 R 0.81 R 0.54 R 0.65 R 0.78 R

Element Molar fraction (%)
Nd 0.68 0.69 0.70 0.96 0.94 1.07
Ce 0.44 0.44 0.45 0.62 0.61 0.69
Zr 0.34 0.36 0.15 0.56 0.36 0.55
Gd 0.13 0.13 0.13 0.18 0.16 0.18

Total 1.59 1.63 1.43 2.32 2.08 2.50

Table 2.4: Molar fraction of dissolved FPs, calculated by GERMINAL-Thermo-Calc.

on MOX fuels with dissolved Ce have been reported in the literature. However, in their work,
Kurosaki et al. [103] mention that (U,Ce)O2 and (U,Pu)O2 have a similar chemical and/or
thermodynamic behavior [104]. Given the small effect of plutonium content in (U,Pu)O2 fuels
at low temperatures (i. e. T<1500 K)[2, 105], we assume that small amounts (here 0.66 mol
%) of dissolved Ce would have a negligible effect on the degradation of thermal conductivity,
compared to Nd.

To model the effect of dissolved Nd into the fuel matrix, we used experimental data
from the work of Fukushima et al. [99, 100] on MOX fuels with 1.5, 3, 6 and 10 mol %
dissolved Nd. The thermal conductivity degradation of the irradiated fuel matrix λm with
respect to that of the fresh fuel matrix λ0 was calculated using experimental data on fresh
NESTOR-3 fuel with 20 at. % Pu [25]. The following equation was therefore provided:

λm (cNd) = 1
A (cNd) + B (cNd) T

= 1
A0 + f1(cNd) + (B0 + f2(cNd)) · T

(2.17)

where:

f1(cNd) =3.731 × 10−2 × cNd − 2.842 × 10−3 × c2
Nd + 18.891 × 10−5 × c3

Nd

f2(cNd) = 45.021 × 10−7 × cNd − 81.163 × 10−8 × c2
Nd

(2.18)

where cNd is expressed in mol. %.
In this work, A0 = 2.178 × 10−2 m K W−1 and B0 = 23.171 × 10−5 m W−1, which corresponds
to the fresh NESTOR-3 fresh fuel.
The functional form of Equation 2.17 represents the contribution of phonons to the thermal
conductivity of dielectric solids [105]. Several authors have shown that this equation successfully
describes experimental data on actinide oxide fuels at temperatures below 1500 K [2, 3, 99, 105].
The factor, describing the effect of dissolved FPs on thermal conductivity, can therefore be
written as follows:

Fdiss,F P (cNd) = λm (cNd)
λ0

(2.19)

The cNd parameter should be considered as the “equivalent” molar concentration of dissolved
Nd, as it takes into account dissolved Nd, Ce, Zr and Gd (i. e. all FPs with a molar concen-
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tration greater than 0.1 %).
Figure 2.14 compares our work (Equation 2.17) with that of Lucuta et al. (Equation 2.12) on
the thermal conductivity of the fuel matrix. The experimental data of Fukushima et al. and
that on the fresh NESTOR-3 fuel are also shown.
At β = 12.5 % FIMA, the original Lucuta model is in agreement with experimental data on
MOX fuels with 6 mol. % dissolved Nd. However, in this work, the measured and calculated
fractions of dissolved FPs are lower than 3.31 mol. % (see Table 2.3).
The burn-up dependent model of Lucuta et al., therefore, appears to overestimate the thermal
conductivity decrease.
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Figure 2.14: Variation with temperature of the fuel matrix’ thermal conductivity, as predicted
by this work (Equation 2.17), by the original Lucuta model (Equation 2.12) and as measured
by Fukushima et al. [99]. Measurements on fresh NESTOR-3 fuel were also shown [25]

2.3.5.3 Effect of porosity

The effect of porosity was studied on the previous section. In this section, instead of using
the Maxwell-Eucken correction, we chose to use the rather temperature-dependent model of
Brandt and Neuer [59]:

Fpores(p, T ) = 1 − α(T )p (2.20)

where α(T ) = 2.6 − 0.5 × 10−3(T − 273). This factor was derived from experimental data
on UO2 fuels covering porosity volume fractions up to p = 0.30. This factor not only covers
porosity fractions, which could not be considered by the classical analytical approaches, which
are based on diluted pores (i. e. implying p < 0.10), but also empirically accounts for the
temperature variation of thermal conductivity, due to radiation and gas conduction. Indeed, in
irradiated fuel, porosity can exceed p = 0.10 and therefore most of the analytical approaches,
covered in the previous section (see Section 2.2) are no longer valid. The use of the Brandt and
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Neuer model therefore gathers the extrapolation capacity of the model to porosity fractions
until p = 0.30 and the empirical consideration of the pore thermal conductivity through
its temperature dependency. We recall that porosity correction, used in the original model
of Lucuta et al. is that of Maxwell-Eucken, which does not present the above-mentioned
advantage of the Brand and Neuer model.

In Philipponneau’s work [2], another corrective factor was used, which considers the
pore shape, instead of the effective thermal conductivity of the pore. The dependence of the
pore shape is represented in the σ term in 1−p

1+(σ−1)×p
. This factor has also been discussed in

[32]. To account for flatter pore shapes, Philipponneau [2] considered a form factor of σ = 3.

Brandt and Neuer’s factor [59] is compared with the Philipponneau [2] and Lucuta [32]
models in Figure 2.15.
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Figure 2.15: Comparison between the porosity factor, used in this work for multiple temper-
atures (red lines) and the models used in the work of Philipponneau [2] (black solid line) and
Lucuta et al. [32, 36, 37] (blue solid line).

At 500 K, good agreement is observed between Brandt and Neuer and the model used in
Philipponneau’s work for flatter pore shapes (i. e. σ = 3). Brandt and Neuer’s model can
therefore be used to represent the effect of flatter pores on thermal conductivity, although no
form factor is included in Equation 2.20.
The choice of a form factor of σ = 1.5 (i. e. as taken in the work of Lucuta et al. [32])
yields values 14 % higher than Philipponneau and Brandt and Neuer at T = 500 K and
p = 0.10. The use of a model, limiting the pore shape to a spherical shape therefore leads to
an underestimation of the effect of porosity on thermal conductivity at low temperatures.
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Considering only the pore shape, without taking into account the effect of temperature (i.
e. the effective thermal conductivity of the pore) could however lead to an overestimation of
the effect of porosity on thermal conductivity. For instance, at T = 2200 K and p = 0.10,
Philipponneau’s model overestimates the effect of porosity by 10.3 %, compared to Brandt and
Neuer’s model.
The latter is therefore used in this work to account for both pore shapes, which could deviate
from the spherical shapes, and temperature.

2.3.6 Integrated model: summary
The functional form of the thermal conductivity of MOX fuels, irradiated in FNR conditions,
is the following:

λirr(T, p, vi, λi, cNd) = λ0(T ) · Fpores(p, T ) · Fprec,F P (vi, λi) · Fdiss,F P (cNd, T ) · Frad(T ) (2.21)

where:
λ0(T ) = 1

A0 + B0T
,if T < 1500 K

Fpores(p, T ) = 1 −
(
2.6 − 0.5 × 10−3(T − 273)

)
p

Fprec,F P (vi, λi) =

1 + 2∑n
i=1 vi

1 − λm

λi

1 + 2λm

λi

1 −∑n
i=1 vi

1 − λm

λi

1 + 2λm

λi

λi =


1

8.523 · 10−2 + 3.936 · 10−4 × T
+ 6.037 · 10−10T 3 if i = GP : oxide phase

2.589 · 10−2 · T + 9.951 if i = FMP: metallic phase

Fdiss,F P (cNd, T ) = λm (cNd, T )
λ0(T )

λm (cNd, T ) = 1
A (cNd) + B (cNd) T

= 1
A0 + f1(cNd) + (B0 + f2(cNd)) · T

f1(cNd) =3.731 × 10−2 · cNd − 2.842 × 10−3 · c2
Nd + 18.891 × 10−5 · c3

Nd

f2(cNd) = 45.021 × 10−7 · cNd − 81.163 × 10−8 · c2
Nd

Frad(T ) = 1 − 0.2

1 + exp
(

T − 900
80

)
where:
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λirr : effective thermal conductivity of the irradiated fuel (W m−1 K−1)
λm : thermal conductivity of the irradiated fuel matrix (W m−1 K−1)
λ0 : thermal conductivity of the fresh fuel matrix (W m−1 K−1)
λi : thermal conductivity of the i-th precipitated phase (W m−1 K−1)
A0 and B0 : phonon constants (m K W−1 and m W−1 respectively), see Equation 2.17
T : temperature (K)
p : volume fraction of pores (0 < p < 1), see Table 2.3
vi : volume fraction of precipitated phases (0 < vi < 1), see Table 2.3
cNd : equivalent molar concentration of Nd (mol. %), see Table 2.4

2.3.7 Validation of the modified model
Table 2.5 summarizes the input parameters, used for the validation of the model to the
experimental data.

NESTOR-3 MFP (12.5 % FIMA) TFC (8.5 % FIMA)
Volume fraction of pores p = 0.039 (measure) p = 0.100 (hypothesis)

Matrix thermal conductivity λm(cNd = cdiss,F P = 2.30 mol.%) λm(cNd = cdiss,F P = 1.55 mol.%)
Volume fraction of FMP Parrish et al. exp. value [27, 34]. Thermo-Calc (this work)
Volume fraction of GP Parrish et al. exp. value. [27, 34] Thermo-Calc (this work)

Radiation damage Annealed during measurements Annealed during measurements

Table 2.5: Synthesis of the model input parameters, used for the validation of the model to
experimental data

We made the assumption of a porosity volume fraction of p = 0.10 at the TFC axial region,
due to missing hydrostatic density measurements. This value seems reasonable, given the
greater amount of gas retention in the TFC region, compared to the MFP region (measured
p = 0.039).
Table 2.6 shows that, in the TFC region, the amounts of Xe and Kr released are respectively
3.4 and 16.7 times higher than in the MFP region.

Sample Xe (mol/g of fuel) Kr (mol/g of fuel)
MFP (12.5% FIMA) 0.46 ×10−5 0.38 ×10−6

TFC (8.5% FIMA) 1.56 ×10−5 6.35 ×10−6

Table 2.6: Total quantity of fission gas, measured during the complete vaporization of the
samples (Knudsen cell) [25].

Figure 2.16 shows the comparison between our model and the experimental data.

The model is able to describe the notable differences in thermal conductivity at the TFC and
the MFP axial regions (4.5 (MFP) ≫ 2.5 (TFC) W m−1 K−1), namely due to the notable
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Figure 2.16: Thermal conductivity variation with temperature of irradiated NESTOR-3 FNR
MOX fuel, as measured [25] and predicted in this work [24].

differences in porosity fraction, assumed in this work (i. e. p = 0.039 at the MFP, versus
p = 0.100 at the TFC). The other model parameters (i. e. volume fraction of precipitates and
molar fraction of dissolved FPs) could not explain those differences.
Indeed, the concentration of dissolved FPs is higher at the MFP region (see Table 2.4). If the
differences in thermal conductivity were explained by dissolved FPs, we would observe a lower
thermal conductivity at the MFP, which is not the case here.
The volume fraction of precipitates is higher in the axial region of the MFP, but not high
enough to cause such large differences in thermal conductivity, even if our assumption was
based on the volume fraction of precipitates, rather than on porosity.

The model correctly describes the experimental measurements at the MFP axial region
in the whole temperature region.
At the TFC region, the model is consistent with measurements above 800 K, but underesti-
mates the measurements by around 56 % below 750 K.
Several factors could be responsible for these discrepancies.

2.3.8 Discussion

2.3.8.1 Thermal conductivity of the irradiated fuel matrix

A possible explanation could be an underestimation of the thermal conductivity degradation
of the fuel matrix.
Additional measurements on MOX SIMFuels with burn-up rates up to 13.5 % FIMA are re-
quired. This data can be used to quantify the effect of dissolved Nd, La, Ce, Pr and Zr on
thermal conductivity over a wide range of burn-up rates.
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2.3.8.2 JOG formation

JOG formation also bears mentioning when discussing discrepancies.
JOG is mainly composed of Cs2MoO4 [44–46]. Neither the EPMA experimental data, nor
the calculations showed any significant amount of Cs or Mo in the fuel matrix. The latter is
therefore not influenced by JOG. The model parameter, which can be impacted by JOG is
the volume fraction of the FMP phase, since the latter contains Mo. Nevertheless, thermal
conductivity is very slightly affected by metallic precipitates (see Table 2.7). Therefore, the

Effect
Relative increase/decrease (in %) of λirr as opposed to λ0 at T=500 K

Lucuta original model This work
MFP at r = 0.54R TFC at r = 0.52R MFP at r = 0.54R TFC at r = 0.52R

Dissolved FPs −51.8 −45.1 −35.7 −28.7
Precipitated FPs +12.6 +8.3 +2.9 +0.1

Porosity −5.7 −14.3 −9.7 −24.8

Table 2.7: The effect of FPs (dissolved and precipitated) and pores on the increase/decrease
of thermal conductivity of irradiated fuel λirr, respective to fresh fuel λ0. The different effects
are calculated for both the initial model of Lucuta et al. [32, 36, 37] and the model developed
in this work in both the MFP and TFC axial regions at r = 0.54R and r = 0.52R respectively

uncertainties related to JOG formation should not influence the thermal conductivity model’s
predictions.

2.3.8.3 Fuel temperature

Fuel temperature can be another source of uncertainty. The former is a GERMINAL output
and has a direct impact on the Thermo-Calc calculations, since the latter are temperature-
dependent. For this reason, we evaluated the effect of temperature on the Thermo-Calc results,
and especially on the results for the elementary chemical composition of the fuel matrix (see
Figure 2.17).

As shown in Figure 2.17, the amounts of Nd, Ce and La in the fuel matrix do not show
any significant variation with temperature. Zr is the only temperature-dependent element.
However, Zr is less present in the fuel matrix than Nd or Ce. Therefore, despite the temperature
variations of Zr content, the total amount of FPs in the range T ∈ [1000 – 1500] K increases
by only 17 %. This increase is only 5 % for temperatures above 1500 K.
With those considerations, if one assumes an uncertainty of 200 K in fuel temperature, the
corresponding relative uncertainty in the total fraction of dissolved FPs ∆cdiss,F P

cdiss,F P

would be of

only 12 % below 1500 K and 1.8 % above 1500 K. In our model, the total fraction of dissolved
FPs is represented by the cNd parameter. Therefore, such errors on this parameter would induce
only 0.1 % and 0.3 · 10−2 % of uncertainty in thermal conductivity model predictions (at the
MFP and r = 0.65R).
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Figure 2.17: Effect of temperature on Thermo-Calc results for the elementary chemical com-
position of the irradiated NESTOR-3 fuel’s (U,Pu,FPs)O2 matrix. The calculation corresponds
to the MFP region at r = 0.65R.

2.3.8.4 Radiation damage

As already mentioned in the previous chapter, radiation damage translates atom’s displace-
ment from its initial lattice position, due to the collision of the fissile isotope with a neutron.
According to Lucuta et al., when a certain temperature is exceeded (i. e. ≈ 1100 K), radiation
damage is recovered.
For this reason, in order to avoid uncertainties, related to radiation damage, thermal diffusivity
measurements are performed at cooling, once the fuel has gone through a first "recoil" heating
cycle. Therefore, if the model of Lucuta et al. was accurate, measurements would not show
any sign of radiation damage. However, as shown in Figure 2.16, measurements at the TFC
axial region show a particular temperature profile below 700 K, which is characteristic of the
temperature-variation of thermal conductivity, when radiation damage is still present in the
fuel.
This observation led to the conclusion that the radiation damage model, proposed in the work
of Lucuta et al. may not be valid in the case of the NESTOR-3 fuel.
Further research is needed into the effect of radiation damage on thermal conductivity.

2.3.8.5 Actinide migration

As previously mentioned, other factors, such as actinide migration, could influence the
GERMINAL-Thermo-Calc outputs. However, due to the complex nature of those phenom-
ena, a quantification of the uncertainty related to those factors could not be provided.
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2.3.8.6 Dissolved fission gas atoms

Dissolved fission gas atoms can influence the thermal conductivity of the matrix, as mentioned
in Reference [32].
However, the EPMA results showed very low amounts of dissolved fission gas atoms (< 0.07
mol. %) [22]. Although no EPMA was available in the TFC region, the GERMINAL-Thermo-
Calc calculation did not show the presence of fission gas atoms. In this work, we only consider
the most present dissolved FPs (i. e. with concentrations above 0.1 mol. %). Therefore, no
parameters related to the dissolved fission gas atoms could be included in modeling.
The higher amounts of Xe and Kr, released during the Knudsen Cell experiment [25] in the
TFC region have been discussed in terms of gas bubbles. The latter may justify the assumed
higher fractional porosity of p = 0.1 in the TFC region.

2.3.8.7 Plutonium redistribution

Plutonium redistribution also bears mentioning. EPMA results in the MFP region showed a
plutonium redistribution of about ± 15 % compared to fresh NESTOR-3 fuel (i. e. 20 mol.
%). Nevertheless, many authors [2, 5, 105–107] have shown that the effect of plutonium on
thermal conductivity is negligible, within the plutonium content ranges studied here (i. e. 20
± 3 mol. %) and more importantly within the temperature range of interest (i. e. T < 1500
K). Therefore, in this chapter, the effect of plutonium content on thermal conductivity was
omitted.

2.3.8.8 Comparison with the Philipponneau model

While Lucuta et al.’s model is considered a PWR model, since it is based on PWR UO2 SIMFuel
data, Philipponneau [2] has proposed another model for FNR MOX, based on data for FNR
MOX SIMFuels [39], with simulated burn-up rates of 10 % FIMA.
The approach in the work of Philipponneau is different from Lucuta et al., in two ways:

1. Philipponneau used FNR MOX SIMFuels with only one simulated burn-up rate (10 %
FIMA), versus Lucuta et al. who used PWR UO2 SIMFuels with four simulated burn-up
rates (β ∈ [1.5 − 8] % FIMA).

2. The burn-up dependency in the model of Philipponneau is linear: Airr = A0 + 0.44β,
whereas Lucuta et al. proposed a rather complex function of the burn-up, involving the
arctan(β, T ) function (see Equation 2.12).

Figure 2.18 shows a comparison between our model, those of Lucuta et al. [32, 36, 37] and
Philipponneau [2], together with the experimental data on the NESTOR-3 fuel. In the MFP
region, Philipponneau’s model yields slightly lower values than our model and the experimental
data. In the TFC region, both the Philipponneau model and our model overestimate the
thermal conductivity, for temperatures below 1000 K.
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Figure 2.18: Comparison of the thermal conductivity model, developed in this work (solid
lines) with experimental data (NESTOR-3) and other models (Lucuta et al. [32, 36, 37] in
dashed lines and Philipponneau [2] in dotted lines). Philipponneau’s model is plotted for a
stoichiometric fuel (i. e. at a deviation from the stoichiometry of zero).

2.4 Conclusion and perspectives
Thermal conductivity modeling of fuels for Fast Neutron Reactors (FNR) is difficult due
to the high temperatures involved, resulting in significant differences in microstructure and
composition compared with fuels for thermal (or Pressurized Water Reactors (PWRs)).
In this work, a new model was developed. It was based on the equation proposed in the work
of Lucuta et al. [32, 36, 37].
The model requires knowledge of the volume fraction of the precipitated metal and oxide
phases, the burn-up rate and the porosity. This information was obtained by a GERMINAL-
Thermo-Calc calculation. The calculations were compared with experimental characterizations
of the NESTOR-3 fuel, as well as with published experimental results for other FNR MOX
fuels [27, 34]. Discrepancies were observed between the calculated volume fractions of the
metallic and oxide phases and the experimental estimates. On the other hand, the calculated
concentration of dissolved FPs in the matrix in the axial region of the MFP was compared
with EPMA examinations and gave satisfactory results.

In this work, we showed that the original Lucuta model failed to reproduce the thermal
conductivity experimental data for the specific case of the NESTOR-3 FNR MOX fuel.
We therefore proposed a new model, following three essential modifications:

1. Replacing the Maxwell-Eucken’s simplified expression, accounting for the total amount
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of precipitate phases, assuming that their thermal conductivity is negligible to the fuel
matrix, by a proper use of the general Maxwell-Eucken equation, accounting for
the thermal conductivity of each phase separately and for its volume fraction
(i. e. Equation 2.14)

2. Replacing the burn-up, as the driving parameter of the thermal conductivity of the ir-
radiated fuel matrix, by the concentration of dissolved FPs in the matrix (i. e.
Equation 2.17).

3. Replacing the Maxwell-Eucken’s simplified expression for spherical and non conductive
pores by a temperature-dependent porosity factor, valid for porosity volume
fractions up to p = 0.30 (i. e. Equation 2.20).

The physical description of the original Lucuta et al.’s model was therefore improved, due to:

1. The introduction of physical parameters, intrinsic to the chemical composition of the fuel
matrix: the fraction of dissolved FPs.

2. The use of less simplifying assumptions, namely concerning pore shape and temperature-
variation of the porosity correction, as well as the thermal conductivity of the precipitated
phases.

The model gives satisfactory results, when compared with experimental data, especially above
700 K. In particular, the model successfully reproduces the differences in thermal conductivity
between the MFP and the TFC axial regions. In this work, we have shown that these
differences are due to porosity.

Currently, only two sets of measurements on FNR MOX fuel irradiated at high burn-up
rates (here 8.5 and 12.5 % FIMA) are available in the literature [25] and were used in this
work.
In the framework of the ongoing ESFR-SMART [108] and PUMMA [109] projects, new
experimental measurements on irradiated MOX fuels under FNR conditions
(PAVIX [110], CAPRIX [111], and TRABANT [112]) will be provided to validate the model
presented in this work and/or to increase its accuracy, by adding supplementary model
parameters.

2.5 Conclusion et perspectives du chapitre
La modélisation de la conductivité thermique des combustibles pour les réacteurs à neutrons
rapides (RNR) est difficile en raison des températures élevées, entraînant ainsi des différences
significatives dans la microstructure et la composition, par rapport aux combustibles pour les
réacteurs thermiques (ou à eau préssurisée (REP)).
Dans ce travail, un nouveau modèle a été développé. Ce dernier est basé sur l’équation,
proposée dans les travaux de Lucuta et al. [32, 36, 37].
Le modèle nécessite la connaissance de la fraction volumique des phases précipitées métalliques
et oxydes, du taux de combustion et de la porosité. Ces informations ont été obtenues
par un calcul GERMINAL-Thermo-Calc. Les calculs ont été comparés aux caractérisations
expérimentales du combustible NESTOR-3 ainsi qu’aux résultats expérimentaux publiés
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pour d’autres combustibles RNR MOX [27, 34]. Certains écarts ont été observés entre
les fractions volumiques calculées des phases métalliques et oxydées et les estimations ex-
périmentales. D’autre part, la concentration calculée de PF dissous dans la matrice dans la
région axiale du MFP a été comparée aux examens EPMA et a donné des résultats satisfaisants.

Dans ce travail, nous avons montré que le modèle Lucuta initial ne parvenait pas à re-
produire les données expérimentales de conductivité thermique pour le cas spécifique du
combustible MOX RNR de NESTOR-3.
Nous avons donc proposé un nouveau modèle, en procédant à trois modifications:

1. Remplacement de l’expression simplifiée de Maxwell-Eucken, qui tient compte de la quan-
tité totale de phases précipitées, en supposant que leur conductivité thermique est nég-
ligeable par rapport à la matrice du combustible, par une utilisation correcte de
l’équation générale de Maxwell-Eucken, qui tient compte de la conductivité
thermique de chaque phase séparément (i. e. Equation 2.14)

2. Remplacement du taux de combustion, en tant que paramètre, régissant la conductivité
thermique de la matrice irradiée, par la concentration des PFs dissous dans la
matrice (i. e. Equation 2.17).

3. Remplacement de l’expression simplifiée de Maxwell-Eucken pour les pores sphériques et
non conducteurs par un facteur de porosité dépendant de la température, valable
pour des porosités jusqu’à 30 vol. % (i. e. Équation 2.20).

La description physique du modèle initial de Lucuta et al. a donc été améliorée, grâce à :

1. l’introduction de paramètres physiques, intrinsèques à la composition chimique de la
matrice du combustible : la fraction des PFs dissous.

2. l’utilisation d’hypothèses moins simplificatrices, notamment en ce qui concerne la forme
des pores, la variation en température du facteur correctif de porosité, ainsi que la con-
ductivité thermique des phases précipitées.

Le modèle proposé donne des résultats satisfaisants, vis-à-vis des données expérimentales,
surtout à des températures supérieures à 700 K. En particulier, ce modèle reproduit avec
succès les différences de conductivité thermique entre le Plan de Flux Maximal (PFM) et le
Haut de Colonne Fissile (HCF). Dans ce travail, nous avons montré que ces différences sont
dues à la porosité.

Actuellement, uniquement deux jeux de mesure sur des combustibles MOX RNR ir-
radiés à des taux de combustion élevés (ici 8.5 et 12.5 % FIMA) sont disponibles dans la
littérature [25] et ont été utilisés dans ce travail. Dans le cadre des projets ESFR-SMART [108]
et PUMMA [109], de nouvelles mesures expérimentales sur des combustibles MOX
irradiés dans les conditions des RNR (PAVIX [110], CAPRIX [111], et TRABANT [112])
seront fournies pour valider le modèle présenté dans ce travail.
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Summary
In the previous chapter, we modeled the effect of pores and irradiation. The properties of
interest were λp and λirr. To calculate the relative effect of pores and irradiation, with respect
to the fresh fuel matrix λ0, we used the model of Philipponneau [2]. However, as already
mentioned in Chapter 1, the model of Philipponneau is empirical in terms of temperature,
plutonium and oxygen content dependency. In this chapter, we propose to model the thermal
conductivity of the fresh MOX fuel matrix λ0, using a theoretical modeling of each of the three
(quasi)particles, responsible for heat transport in oxide solids: phonons, polarons and photons.

This chapter is divided into three main sections, focused on each of the three contribu-
tions. The total thermal conductivity is then computed in a separate section. This chapter
will reveal some pioneering results, related to the correlated plutonium-oxygen content effect,
which is not taken into account in other reported thermal conductivity models. Sensitivity
analysis on both model parameters and elementary chemical composition, led to the propo-
sition of supplementary experimental data, which can be used in the future to validate the
model. This data is of essential interest for reducing model uncertainties and is presented in a
separate section. We will finish this chapter by providing a conclusion and some perspectives.

Résumé
Dans le chapitre précédent, nous avons modélisé l’effet des pores et de l’irradiation. Les
propriétés d’intérêt étaient donc λp et λirr. Pour calculer l’effet relatif des pores et de
l’irradiation, par rapport à la matrice de combustible frais λ0, nous avons utilisé le modèle de
Philipponneau [2]. Cependant, comme nous l’avons déjà mentionné au Chapitre 1, le modèle
de Philipponneau est empirique en termes de dépendance à la température, au plutonium
et à la teneur en oxygène. Dans ce chapitre, nous proposons de modéliser la conductivité
thermique de la matrice du combustible MOX frais λ0, en utilisant une modélisation théorique
de chacune des trois (quasi)particules responsables du transport de la chaleur dans les solides
oxides: les phonons, les polarons et les photons.

Ce chapitre est donc divisé en trois sections principales, axées sur chacune des
trois contributions. La conductivité thermique totale est ensuite calculée dans
une section séparée. Ce chapitre présentera quelques résultats novateurs, liés à
l’effet corrélé de la teneur en plutonium et en oxygène, qui n’est pas pris en compte dans
les modèles publiés dans la littérature. L’analyse de sensibilité aux paramètres du modèle
et à la composition chimique élémentaire a permis de proposer des données expérimentales
supplémentaires, qui pourront être utilisées à l’avenir pour valider le modèle. Ces données
sont d’un intérêt essentiel pour réduire les incertitudes du modèle et sont présentées dans une
section séparée. Nous terminerons ce chapitre par une conclusion et quelques perspectives.
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3.1 Introduction
Thermal conductivity of the fuel matrix originates from different (quasi)particles’ contributions.
In this work, we consider three type of (quasi)particles: phonons, electrons (or even polarons)
and photons. We can therefore write:

λ = λph + λel + λrad (3.1)

where the ph, el and rad superscripts refer to the phonons, electrons and photons (radiative
contribution) respectively. In the following sections, each elementary contribution will be de-
scribed and modeled.

3.2 Phonon contribution to thermal conductivity

3.2.1 Introduction to heat transfer by phonons
Phonons are (quasi)particles, originated from atom vibrations in solids [63]. If we consider the
solid as a 3D arrangement of atoms, held together by springs (i. e. inter-atomic forces), the
phonons can be seen as a set of waves, created by atoms’ vibrations, propagating through the
crystal.

Normal lattice positions

Positions displaced because of vibrations

Figure 3.1: Illustration of a phonon propagating through the crystal

The propagation frequencies ω of the waves depend on the wave-vector k. This dependency
is called the dispersion relation of the wave (i. e. ω(k) = f(k)). In a 1D chain of 2 atoms
with masses M1 and M2, two cases are possible: atoms vibrating in phase with each other
(acoustic branches), and atoms vibrating out of phase with each other (optic branches). The
optic branches have lower group velocity than the acoustic ones. For this reason, the optic
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branches’ contribution to heat transfer is negligible to that of the acoustic ones. [113].

Phonons do not behave like harmonic oscillators. In other words, they interact with
each other, leading to a finite thermal conductivity. If phonons were harmonic oscillators,
thermal conductivity would be infinite, because phonons would not interact. Two types of
phonon-phonon interactions exist:

1. Normal, called N-processes
2. Umklapp, called U-processes

N-processes conserve momentum: when two phonons collide with each other, a third phonon
is created, traveling in the same direction to the colliding phonons. U-processes however do
not conserve momentum: when colliding with each other, the phonons create a third one,
traveling in the opposite direction. The U-processes thus decrease thermal conductivity. A
part from phonon-phonon interactions, phonon-impurity interactions can also lead to decrease
thermal conductivity. Those impurities can be foreign atoms (FPs or other) dissolved into the
matrix, oxygen vacancies, dislocations, grain size or grain boundaries. In this work, a particular
attention will be paid to the effect of oxygen vacancies and foreign atoms (i. e. plutonium in
UO2 and uranium in PuO2).
The effect of dislocations, grain size or boundaries will not be covered in this work. For further
information about the effect of dislocation loops on thermal conductivity, the reader may refer
to the work of Khafisov et al. [114]. The effect of grain size has been shown to be negligible for
temperatures, higher than the Debye temperature θD for LiF systems [115]. The Debye tem-
perature translates as the temperature, at which all phonon modes are excited. In this work,
we focus on thermal conductivity modeling above θD and therefore grain size is not considered.
Table 3.1 more generally illustrates the temperature dependencies of different types of impuri-
ties on the phonon contribution to thermal conductivity. [63].
In the next section, we make a literature review of the existing models for the phonon contri-
bution to thermal conductivity.

Type of scattering Temperature dependency of λph

Low temperature regime (T < θD)

Intrinsic conductivity (i. e. U-processes) ( T
θD

)3e

(
θD
bT

)
Point defects T 1

Dislocations T 2

Grain size T 3

External boundaries T 3

High temperature regime (T > θD)
Phonon-phonon interactions T −1

Phonon-impurity interactions T 0

Table 3.1: Table summarizing the temperature dependencies of all types of scattering mech-
anisms (i. e. intrinsic phonon-phonon interactions (U-processes) and extrinsic (all types of
impurities)) from [116]
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3.2.2 Modeling: state of the art

3.2.2.1 Semi-empirical approaches

As shown in Table 3.1, for temperatures higher than θD, the intrinsic conductivity (phonon-
phonon) varies as T −1, whereas the extrinsic (phonon-impurity) with T 0. The associated re-
sistivity (R = λ−1) thus varies as T 0 and T 1, respectively. In most published work, we denote
T 0 = A and T 1 = BT , leading to:

Rph = Rph
ex + Rph

in = A + BT (3.2)

where the ex and in subscripts stand for extrinsic and intrinsic. Thermal conductivity can thus
be written as:

λph = 1
Rph

= 1
A + BT

if T > θD (3.3)

The most common approach to evaluate the A and B terms in Equation 3.3 is to estimate
them by inverse methods, using thermal conductivity experimental data. Multiple estimates of
A and B for MOX fuel were reported [3–6, 33, 117]. Table 3.2 summarizes some of the reported
A and B coefficients for MOX fuel, with their respective deviation from stoichiometry x and
plutonium content y dependencies.

Author (year) A (m K W−1) B (m W−1) ·10−4

Gibby (1969) [117] 1.50 · 10−2 + 3.55 · x 3.12
Washington et al. (1973) [118] 3.70 · 10−2 + 3.33 · x 2.37

Bonnerot (1986) [5] 5.91 · 10−2 + 4.17 · x 2.25 + 0.547 · y
Philipponneau (1992) [2] −0.1055 + 1.52

√
x + 0.00931 2.885.10−4

Duriez et al. (2000) [4] 3.24 · 10−2 + 2.64 · x 2.65 − 6.62 · x
Inoue (2000) [107] 6.06 · 10−2 + 27.54 · 10−2√x 2.01

Kato et al. (2012) [3] 1.59 · 10−2 + 2.71 · x 2.49 − 2.62 · x
Magni et al. (2020) [33] 1.93 · 10−2 + 1.06 · 10−6 · x + 2.63 · 10−8 · y 2.39 + 1.37 · 10−9 · y

Table 3.2: Empirical A and B coefficients in 1
A+BT

, reported for MOX fuels, by several authors.

Other approaches, based on more fundamental theories can also be used to assess the phonon
contribution to thermal conductivity.

3.2.2.2 Relaxation-Time approximation

One of those approaches is based on the "relaxation-time approximation" [119]. In this theory,
the phonon distribution is restored to the equilibrium distribution at a rate proportional to
the departure from equilibrium [120]. Thermal conductivity due to phonons thus takes the
following form:

λph = k

2π2vs

(
kT

ℏ

)3 ∫ θD/T

0

s4es

τ−1
C (es − 1)2 ds (3.4)

where s is dimensionless s = ℏω/kT , vs is the sound velocity (m s−1), ω the phonon frequency
(s−1), k the Boltzmann constant (J K−1), ℏ the Reduced Planck constant = h

2π
(J s), θD the
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Debye temperature (K) and τC the total phonon-scattering relaxation time (s). If the phonon-
scattering processes are considered independent of one another, the total scattering time τC

is the sum of all individual processes: τ−1
C = ∑

i τ−1
i . Those individual processes can involve

phonon-phonon scattering, or phonon-impurity scattering (i. e. point defects, dislocations,
grain boundaries etc.) and are functions of both temperature and phonon frequency ω. How-
ever, the relaxation-time approximation does not consider phonon-phonon contributions, other
than the U-processes. To consider both normal (N-processes) and Umklapp (U-processes), one
can use the Callaway model.

3.2.2.3 Callaway model

As mentioned previously, the N-processes does not give raise to thermal resistivity as they con-
serve momentum [119, 120]. However, they can restore momentum and energy among phonons
that undergo resistive processes (U-processes or phonon-impurity scattering). Callaway [121]
thus adds a second term to the relaxation-time approximation to represent the effect of N-
processes:

λph = 1
3CT 3

∫ θD/T

0

x4ex

τ−1
C (ex − 1)2 dx +

[∫ θD/T
0

τCx4ex

τN (ex−1)2 dx
]2

∫ θD/T
0

τCx4ex

τN τR(ex−1)2 dx

 (3.5)

where τN and τR are the scattering time of the normal (N-processes) and resistive (U-processes
or phonon-impurity) processes respectively. The total scattering time is thus τ−1

C = τ−1
N + τ−1

R .
Although this model takes into account normal and resistive processes, it is not systematically
applied for MOX fuel [122–124]. According to Klemens [123], if the scattering time of the
phonon-impurity processes is lower than that for U-processes, the normal (N) processes’ effect
on thermal resistivity can be neglected. Gibby [122] assumes this condition for MOX fuel and
thus neglects the N-processes.

3.2.2.4 Approach, used in this work

Applying either of the theoretical models mentioned above, requires not only knowledge of the
phonons’ spectra, but also of the different scattering processes’ rates τi and their temperature
and frequency dependencies. To our knowledge, no such data have yet been reported in the
literature for (U,Pu)O2.

In this work, Equation 3.3 will be used to estimate thermal conductivity due to phonons.
The A and B terms in 1

A+BT
will be calculated, using theoretical equations, based on the

Ambegaokar and Abeles’ approach (A term) [124] and the Julian approach (BT term) [125].

The advantage of using this approach is twofold:

1. Neither Ambegaokar’s equation for A, nor Julian’s for BT involves complex mathematical
problems. The thermal conductivity computation time is therefore low.

2. Both plutonium and oxygen content are taken into account in the model.

This approach enables us to evaluate the effect of the chemical composition of MOX fuel on
thermal conductivity, while keeping calculation time low. As mentioned in the introduction,
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GERMINAL (V3) calculations will performed in Chapter 5, using the model, proposed in this
work. Given the complexity of a fuel performance code, it is essential to keep computation time
low.

3.2.3 Modeling of extrinsic thermal resistivity
As mentioned previously, here we use Ambegaokar and Abeles’ approach [124] to model ex-
trinsic thermal resistivity. This approach is based on Klemens’ expression [123] for the phonon
relaxation time τ due to a particular impurity i:

τi(w) = 4πvp
3

VaΓiω4 (3.6)

where vp is the mean phonon velocity (m s−1), Va the atomic volume (m3), ω the phonon
frequency (s−1) and Γi the scattering cross section due to the i-th defect, expressed as follows:

Γi = fi


(

Mi − Msub

Msub

)2

+ 2
[(

Gi − Gsub

Gsub

)
− 6.4γ∞

(
rhost

i − rsub

rsub

)]2
 (3.7)

where:

fi : atomic fraction of the i-th point defect (-)
Mi : atomic mass of the i-th point defect (kg mol−1)
rhost

i : atomic radius of the i-th point defect in the host lattice (m)
Gi : average stiffness constant of the nearest neighbor bonds of defect atoms to the host

lattice atoms (Pa)
Gsub : average stiffness constant of the host sub-lattice (Pa)
Msub : mean atomic mass of the host sub-lattice (kg mol−1)
rsub : mean ionic radii of the host sub-lattice (m)
γ∞ : high-temperature limit of the acoustic phonon mode Gruneisen parameter (-)

Therefore, according to Klemens [123], phonon-impurity scattering is due to a difference in (1):
mass, between the impurity and the host lattice (i. e. the Mi − Msub term), (2): bonding
strength (i. e. the Gi − Gsub term) and (3): size (i. e. the rhost

i − rsub term).
Based on Klemens’ approach, Ambegaokar derives an equation for the phonon-impurity con-
tribution (extrinsic) to thermal resistivity:

A = CΓ (3.8)

where:
C = π2a3θD

12(3 − x)vp
2h

(3.9)

x is the deviation from stoichiometry (in U1–yPuyO2–x), vp is the mean phonon velocity (m s−1),
h is the Planck constant (J s), a is the lattice parameter (m) and Γ the scattering cross section
of both sub-lattices (i. e. the cation sub-lattice containing (U,Pu) and the oxygen sub-lattice).
In the following sections, each of the input parameters (i. e. Debye temperature θD, mean
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phonon velocity vp and scattering cross section Γ and lattice parameter a) will be calculated
for MOX fuel.

3.2.3.1 Debye temperature

In Debye’s model, this physical parameter is related to the maximum phonon frequency, denoted
ωD by θD = ℏωD

k
with k being the Boltzmann constant and ℏ the reduced Planck constant (i.

e. ℏ = h
2π

). To calculate θD, knowledge on the phonon spectra (i. e. the dispersion relations
ω(k)) of the MOX material is required. Because of the complex dispersion relations of solids
with more than one atom per unit cell (in MOX fuel this number is equal to 12), the derivation
of θD by ωD is difficult. Instead, the thermodynamic definition of the Debye temperature can
be used [63]:

θD =
(

h

k

)( 3n

4πa3

)1/3
Vs (3.10)

where:

θD : Debye temperature (K)
n : number of atoms per unit cell, n = 4 × (3 − x), x being the deviation from

stoichiometry
a : lattice parameter (m)
Vs : averaged sound velocity, integrated over several crystal directions (m s−1)
k : Boltzmann constant (J K−1)
h : Planck constant (J s)

To compute θD, the lattice parameter a and sound velocity Vs from Hirooka et al. [126] and
Kato et al. [127] were used. For further information on those parameters, the reader can
refer to Annexes C.1 and C.3. θD decreases with increasing deviation from stoichiometry x,
and increases with increasing plutonium content (see Figure 3.2). The increasing tendency of
θD with increasing plutonium content is consistent with experimental data, obtained by X-ray
[128–130] and neutron [131] diffraction techniques on UO2 and PuO2. The latter show lower
Debye temperature for UO2 (i. e. ∈ [377-383] K) [128, 131] than for PuO2 (i. e. ∈ [415-429]
K) [129, 130].

3.2.3.2 Mean phonon velocity

The mean phonon velocity vp can also be calculated with its thermodynamic expression:

vp =
(

2πkθD

h

)(
V

6π2

)1/3

(3.11)

where V is the mean atomic volume per molecule of U1–yPuyO2–x (m3) (i. e. V̄ = a3

4 where a
is the lattice parameter).

The mean phonon velocity is proportional to θD, thus showing the same variations with
x, y, and T as θD. The mean phonon velocity is in the range [4451 - 4622] m s−1 for
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Figure 3.2: Predicted variation (in this work) of the Debye temperature with the deviation
from stoichiometry x for different plutonium contents y, as calculated by equation 3.10

y = [0.05 − 0.95] respectively. The increasing tendency of vp with plutonium content is
consistent with the reported values for UO2 (vp ∈ [4000 − 4300] m s−1) [117, 132] and
PuO2 (vp = 4700 m s−1) [98]. Njifon [113] has showed similar increasing tendency of vp

with plutonium content. To perform electronic structure calculations, Njifon used Hubbard
corrected density functional theory (DFT+U ) and empirical potentials (EP) coupled with the
Boltzmann transport equation (BTE). His DFT+U/BTE calculation gave a mean phonon
velocity of about twice smaller than that calculated by equation 3.11.

3.2.3.3 Gruneisen parameter

To calculate the scattering cross-section Γ in Equation 3.8, knowledge on the high-temperature
Gruneisen parameter γ∞ is needed (see Equation 3.7). In this section, we assess γ∞.
Gruneisen parameter measures how phonon frequencies change with volume. The former can
be defined, relative to a particular phonon mode γi or as the average γ of all modes. In this
work, knowledge of the average γ is required. The latter can be calculated either using γi, as
follows:

γ =
∑3N

i=1 γiCi∑3N
i=1 Ci

(3.12)

where γi is given by:
γi = − V

ωi

dωi

dV
(3.13)

with Ci being the contribution of each phonon mode to heat capacity Cv or, using the so-called
thermodynamic definition:

γ = αVmKT

Cv

(3.14)

where:
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α : volumetric thermal expansion coefficient (K−1) (see Equation C.4 in Annex C.2)
KT : isothermal bulk modulus (Pa) (see Equation C.9 in Annex C.4)
Vm : molar volume = a3Na

4 (m3 mol−1), for a, see Equation C.8 in Annex C.3
Cv : molar heat capacity at constant volume (J mol−1 K−1) (see Equation C.10 in Annex

C.5)

Each of the material properties, needed to compute γ, is temperature-dependent. As mentioned
previously, the high-temperature limit of γ is required. This limit corresponds to γ, evaluated
at the Debye temperature θD [120]. We thus calculate γ∞ = γ(θD) from Equation 3.14.
Gruneisen parameter decreases with temperature (see Figure 3.3 b). Debye temperature is also
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Figure 3.3: Predicted variation (in this work) of the Gruneisen parameter γ with (a): deviation
from stoichiometry x, (b): temperature T , and (c): plutonium content y. The high-temperature
Gruneisen parameter γ∞ = γ(θD) is shown, together with the corresponding Debye temperature
θD evaluated at x = 0, y = 0.2, T = 400 K. θD is also temperature-dependent (see Figure 3.2),
thus inducing a temperature-dependency of γ∞. For illustrative purposes, the value of γ∞,
showed in (b) corresponds to γ∞ = γ(θD(x = 0, y = 0.2, T = 400))

temperature-dependent (see Figure 3.2 b), thus inducing additional temperature dependency
in γ∞ (see Figure 3.4). The latter is a slowly increasing function of temperature.

Method Pu content (y)
0 (UO2) 0.05 0.25 0.5 0.95 1 (PuO2)

DFT+U/BTE 1.88 [113] - 2.23 [113] 2.10 [113] - 2.11 [113]
EP/BTE 1.28 [113] - 1.28 [113] 1.28 [113] - 1.28 [113]
Exp. data 1.7 - 1.9 [131] - - - - 1.9 [129], 2.6 [130]

This work (Eq. 3.14 at 400 K) 2.13 2.13 2.12 2.11 2.08 2.08

Table 3.3: Comparison of γ, calculated in this work by Equation 3.14 at x = 0, T = 400 K,
and literature data for UO2 [131], PuO2 [129, 130] and MOX [113]
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As shown in Figure 3.3 a, Gruneisen parameter decreases with both deviation from stoichiom-
etry x and plutonium content y. The relative decrease with y is lower than with x.
To our knowledge, the effect of x on γ has not been reported in the literature. However, Njifon
et al. [113] studied the effect of plutonium content by DFT+U/BTE and EP/BTE techniques.
They reported lower Gruneisen parameter at y = 0.5 than at y = 0.25 (see Table 3.3), which
is consistent with the decreasing tendency with y, predicted by Equation 3.14. On the other
hand, Njifon et al. predicted a higher γ for UO2 than for PuO2. This tendency highlights the
non-linear variation of the Gruneisen parameter with plutonium content.
Our results for γ are consistent with literature data not only in terms of relative variation with
y, but also in terms of absolute values. That is, γ = 2.23 at y = 0.25 in Njifon et al. [113] and
γ = 2.12 at y = 0.2 in this work.
This observation highlights the adequate use of Equation 3.14 to estimate Gruneisen parameter,
out of material properties (i. e. Cv, α, KT , a).
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Figure 3.4: Predicted variation (in this work) of the high-temperature Gruneisen parameter
γ∞ = γ(θD(T )) with temperature, calculated from Equation 3.14 at x = 0, y = 0.2 and at
T = θD(T )

3.2.3.4 Scattering cross-section

The scattering cross-section for MOX fuel takes the following form (see Annex D for more
details on this equation):

Γ = 3
(

(1 − y)MU + yMP u

(1 − y)MU + yMP u + (2 − x)MO

)2

(ΓU4+ + ΓP u4+ + ΓP u3+)

+3
2

(
(2 − x)MO

(1 − y)MU + yMP u + (2 − x)MO

)2

ΓOv

(3.15)

where MO, MP u and MU are the respective atomic masses of O, Pu and U atoms (see Table 3.4)
and ΓU4+ , ΓP u4+ , ΓP u3+ and ΓOv the contributions of U4+, Pu4+, Pu3+ and Ov (v standing for
vacancy) to phonon scattering. To calculate those contributions, a modified version of Equation
3.7 was used. For more information about the modified equation, see Annex D. This equation
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takes the following form:

Γi = fi


(

Mi − Msub

Msub

)2

+ ϵ
(

ri − rsub

rsub

)2
 (3.16)

The scattering cross section of the i-th defect thus involves two terms, characterizing the mass
(Mi − Msub) and ionic radius difference (ri − rsub) effect respectively, denoted ΓM

i and ΓR
i :

Γi = ΓM
i + ΓR

i = fi


(

Mi − Msub

Msub

)2
+ fi

{
ϵ
(

ri − rsub

rsub

)2}
(3.17)

where ε is given by:
ε = 2

9

(
6.4 × γ∞

(1 + ν

1 − ν

))2
(3.18)

with ν being the Poisson ratio.

Ion Fractional occupancy fi ri (·10−9) (m) Mi (kg mol−1) rsub (m) Msub (kg mol−1)
U4+ 1 − y 0.1001 0.238 rU,P u MU,P u

Pu4+ y − 2x 0.0960 0.244 rU,P u MU,P u

O2− (2 − x)/2 0.1368 0.016 rO MO

Pu3+ 2x 0.1100 0.244 rU,P u MU,P u

Ov x/2 0.1367 0 rO MO

Table 3.4: Parameters for the calculation of Γi, using Equation 3.16

The presence of ϵ in ΓR
i amplifies the radius term, with respect to the mass difference term.

The scattering strength of a particular i defect will thus be driven by its radius difference with
respect to the host sub-lattice.

ΓP u3+ , ΓP u4+ , ΓU4+ and ΓOv can be computed, using Equation 3.16, together with the
associated parameters in Table 3.4 and the following expressions for the mean radius of each
sub-lattice rU,P u and rO and their atomic masses MU,P u and MO:

MU,P u = (1 − y)MU + yMP u (3.19)

MO = 2 − x

2 MO (3.20)

rU,P u = (1 − y)rU4+ + 2x · rP u3+ + (y − 2x)rP u4+ (3.21)

rO = 2 − x

2 rO2− + x

2 rOv (3.22)

It should be mentioned, that the cationic states of the Pu and U atoms, considered in this work
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Figure 3.5: Predicted variation (in this work) variation of ϵ and Γ with deviation from
stoichiometry (a, d), temperature (b, e) and plutonium content (c, f), for different plutonium
contents (a,b,d,e) and deviations from stoichiometry (c,f).

are respectively Pu4+, Pu3+ and U4+. Indeed, to preserve the electroneutrality of the crystal,
in case of missing oxygen atoms (i. e. oxygen vacancies), most reported work on the cationic
states of the actinide atoms in MOX, consider that plutonium changes its state from Pu4+

to Pu3+ [133–136]. U3+ is most of the time not considered. This is why the concentration of
Pu3+ cations is proportional to the deviation from stoichiometry x (see Table 3.4). Therefore,
in order for the oxygen vacancies to be compensated by the Pu atoms, there should be enough
Pu4+ cations. That is, the following condition should be met: x < y/2, where y is the
plutonium content (i. e. y = [Pu4+] + [Pu3+]).

Figure 3.5 shows the variation of both Γ and ϵ with deviation from stoichiometry, tem-
perature and plutonium content. The parameter ε is more often considered as empirical (fitted
to experimental data) because of many assumptions to derive its expression (i. e. Ki

K
≈ 1

and Gi−Gsub

Gsub
≈ 0). Duriez et al. [4] fitted this parameter to thermal conductivity experimental

data, obtaining ε = 25.85. This value is consistent with the range [23 − 25] (see Figure 3.5)
obtained in this work. This highlights the adequate use of Equation 3.18 to calculate ϵ.
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The scattering cross section Γ varies with both x and y. Its temperature dependency is
slight. More commentary on those variations will be done in the next section, where we
compute the extrinsic thermal resistivity.

3.2.3.5 Computation of extrinsic thermal resistivity
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Figure 3.6: Predicted variation (in this work) of extrinsic thermal resistivity A and the C
parameter in A = CΓ, with deviation from stoichiometry (a, d), temperature (b, e) and pluto-
nium content (c, f), for different plutonium contents (a,b,d,e) and deviations from stoichiometry
(c,f).

Using Equations 3.15 and 3.16 to calculate Γ, Equation 3.10 for θD and 3.11 for vp, the com-
putation of extrinsic thermal resistivity is performed using Equation 3.8, recalled here:

A = CΓ = π2a3θD

12(3 − x)vp
2h

Γ

As shown in Figure 3.6 (a), A varies with deviation from stoichiometry and plutonium
content. Those dependencies seem to be driven by the scattering cross section Γ, which
exhibits the same variations with x and y (see Figure 3.5). Therefore, Γ seems to be driving
parameter, determining the effect of stoichiometry and plutonium content on
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thermal resistivity. Even though other parameters (i. e. θD, vp and a) are also x and y

dependent, they do not seem to impact the variations of A with x and y.

3.2.3.6 Oxygen content dependency

Oxygen deficiency contributes to increase thermal resistivity.
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Figure 3.7: Predicted variation (in this work) with deviation from stoichiometry x of the
individual contributions Γi to the total scattering cross section Γ, evaluated at four different
plutonium contents.

As shown in Figure 3.7, the contribution from oxygen vacancies ΓOv increases with x (as
expected). However, the increase of thermal resistivity with x is not only due to oxygen
vacancies, but also due to Pu3+ cations, the fractional occupancy of which is equal to fP u3+ =
2x. The oxygen content effect on thermal resistivity is thus not only driven by the scattering
strength of the oxygen vacancy itself (i. e. ΓOv), but also by the presence of Pu3+ cations.
The latter contribute to increase thermal resistivity with oxygen deficiency more than the
oxygen vacancies themselves, if plutonium content is high enough (i. e. y > 0.5). That is,
ΓP u3+(x) > ΓOv(x).
Indeed, ΓP u3+ increases with plutonium content. This is due to the radius difference of the
Pu3+ cations, with respect to the (U, Pu) sub-lattice rP u3+ −rsub

rsub
, which increases from 10 % at

y = 0.15 to 14 % at y = 0.90.
Plutonium content thus amplifies the effect of stoichiometry.
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3.2.3.7 Plutonium content dependency

At x = 0, plutonium content does not seem to impact thermal resistivity (see Figure 3.6). As
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Figure 3.8: Predicted variation (in this work) with plutonium content of the individual con-
tributions Γi to total scattering cross section Γ, evaluated at four different deviations from
stoichiometry x.

shown in Figure 3.8, at x = 0, the scattering cross section Γ is mostly due to either ΓP u4+ or
ΓU4+ .
That is, the plutonium content effect on thermal resistivity is due to the substituting Pu4+

cations (into UO2) and U4+ cations (into PuO2). Pu4+ and U4+ are however weak scattering
centers, due to the low ionic radius difference between Pu4+ or U4+ and the (U, Pu) sub-lattice:
only rP u4+ −rsub

rsub
= 3% and rU4+ −rsub

rsub
= 0.6% at y = 0.15.

Adding foreign Pu atoms into UO2 thus will only slightly affect thermal resistivity at x = 0.
The maximum of thermal resistivity A (i. e. minimum of thermal conductivity) is obtained
for y = 0.5.

Increasing x increases the number of Pu3+ cations (i. e. fP u3+ = 2x). As shown in
Figure 3.8, the plutonium content dependency at high deviations from stoichiometry (i. e.
x > 0.04) is rather driven by ΓP u3+ than by ΓP u4+ or ΓU4+ . That is, the plutonium content
effect on thermal resistivity when x > 0.04, is not explained by the scattering strength of the
Pu4+ cations, but rather by that of Pu3+, created due to deviation from stoichiometry.
Contrary to the variation of ΓP u4+ with y at x = 0, attaining a maximum at y = 0.5, the
ΓP u3+(y) variation is rather monotone with y.
Deviation from stoichiometry thus modifies the effect of plutonium content on
thermal resistivity.
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3.2.4 Modeling of intrinsic thermal resistivity
To model the effect of U-processes on thermal resistivity, and thus compute the BT term in
1/(A + BT ), we use Slack’s model [120]:

BT = γ2
∞n2/3

a

B∗Mθ3
DVa

1/3 · T (3.23)

where:

BT : intrinsic thermal resistivity (m K W−1)
γ∞ : high-temperature Gruneisen parameter (see Equation 3.14)
θD : Debye temperature (see Equation 3.10) (K)
M : mean atomic mass of the compound (here, in g mol−1): (1−y)MU +yMP u+(2−x)MO

3
Va : mean atomic volume (here, in Å3): (a·1010)3

4(3−x) , for a see Equation C.8 in Annex C.3
na : number of atoms per unit cell : 4(3 − x)

where: B∗ was first considered as a constant in Leibfried and Schlomann’s work [137]: B∗ =
5.72 × 10−6 . Julian [125] reported an error in their value and proposed another value for B∗:

B∗ = 2.43.10−6

1 − 0.514
γ∞

+ 0.228
γ2

∞

(3.24)

Slack [138] used γ∞ = 2 in this expression and proposed: B∗ = 3.04 × 10−6. Equation 3.23 is
based on the generalized expression, firstly derived by Leibfried and Schlomann [137] and later
developed by Julian [125]:

BT = γ2
∞

B∗Mθ3
D,acVa

1/3 · T (3.25)

where θD,ac is the Debye temperature of acoustic phonon modes.

This expression, as pointed out by Slack, only holds for systems with 1 atom per unit
cell: na = 1. To extend its validity to systems with more than one atom, Slack added a n1/3

a

term and modified Julian’s equation, which becomes.

BT = γ2
∞

B∗Mθ3
D,acVa

1/3
n

1/3
a

· T (3.26)

Slack pointed out another difficulty in the use of Equation 3.25 - computing θD,ac.
To compute a property, relative to a specific phonon mode (here the acoustic), knowledge on
the phonons spectra (i. e. dispersion relations) is required. The latter can be obtained either
experimentally by inelastic phonons scattering techniques [131] or by calculations on the atomic
scale by ab-initio (DFT) or EP (empirical potentials) techniques (Molecular Dynamics) [113].
For MOX fuel, no experimental data is available on the dispersion relations of phonons. The
latter have been calculated by simulations on the atomic scale (DFT + U/BTE and EP/BTE
techniques) in Njifon et al.’s work [113]. However, as no experimental data has been provided
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do confirm the calculated results, Njifon et al.’s results were not used to calculate θD,ac.
Slack [120] mentioned the difficulty in calculating the Debye temperature of the acoustic modes
from phonon dispersion relations, and instead derived a simple relation between θD (the mean
Debye temperature of all phonon modes: see Equation 3.10) and θD,ac, based on Anderson’s
work [139]:

θD,ac = θD

n
1/3
a

(3.27)

where na is the number of atoms per unit cell.
Inserting Equation 3.27 into 3.26, one obtains Slack’s model - Equation 3.23.

Computation of intrinsic thermal resistivity

Using Equation 3.10 for θD, C.8 for a (see Annex C.3), 3.14 for γ (to compute γ∞ = γ(T = θD)),
one can compute intrinsic thermal resistivity BT , using Equation 3.23.
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Figure 3.9: Predicted variation (in this work) of intrinsic thermal resistivity BT with (a):
deviation from stoichiometry, (b): temperature and (c): plutonium content.

As shown in Figure 3.9, the effect of x and y on intrinsic thermal resistivity BT is negligible
to that of temperature. In the expression of the intrinsic thermal resistivity BT , there is
no parameter, which explicitly characterizes the effect of x and y, unlike the A term, which
explicitly describes those effects by the scattering cross section Γ.

3.2.5 Computation of the phonon contribution to thermal conduc-
tivity

In the previous sections, both A and BT terms were computed separately and their x and
y dependency were studied. To observe which term is responsible for most of the x and y

dependency of the total thermal resistivity A + BT , we compared A and BT .
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3.2.5.1 Relative importance of A and BT on total thermal resistivity
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Figure 3.10: Predicted variations (in this work) of both thermal resistivity Rph and conduc-
tivity λph with deviation from stoichiometry x (a, b, e, f) and plutonium content y (c, d, g, h).

As shown in Figure 3.10, the intrinsic thermal resistivity BT prevails over the extrinsic
thermal resistivity A for all x, y and T ranges studied here.
That is, the effect of phonon-phonon interactions on thermal resistivity is greater than that of
phonon-impurity ones, whatever the amount of impurity in the system (i. e. regardless of x

and y) and temperature.
This observation confirms some literature studies on thermal conductivity of solids
[120, 125, 138], in which the phonon-impurity A term was neglected and only phonon-
phonon term BT was considered. Slack et al. [120] for example validated thermal conductivity
experimental data of more than 60 solids by considering only the BT term.
The A term’s variations with x and y are however more important than those of BT . As
shown in Figure 3.10 (b) and (d), even though BT > A, the variations of the total thermal
resistivity A + BT with x and y mostly follow those of the A term. Neglecting the latter could
thus lead to an underestimation of the effect of oxygen and plutonium content.

Now that we have compared intrinsic and extrinsic thermal resistivity, we will compare
the relative effects of plutonium and oxygen content on total thermal resistivity.
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3.2.5.2 Sensitivity analysis on the chemical composition

To visualize the relative importance of the chemical composition of MOX on thermal conductiv-
ity, we will perform a "OAT" (one-at-a-time) sensitivity analysis [140, 141]. The latter consists
of observing the effect of one particular model parameter, denoted βi, on the model output,
while all other model parameters are fixed to nominal values. The tool, used to perform this
type of analysis is called the sensitivity coefficient, denoted Xi:

Xi = ∂f(β)
∂βi

(3.28)

where f(β) is the model, β the parameters vector β =< β1, ...., βn >T and βi the particular
parameter, the sensitivity coefficient of which is calculated. Most of the time, the model
parameters are not expressed in the same units. To compare their sensitivity coefficients, one
thus uses the reduced sensitivity coefficients:

X∗
i = βi

∂f(β)
∂βi

= ∂f(β)
∂βi

βi

(3.29)

which measure the difference in model output ∂f , due to a relative difference in the model
parameter : ∂βi

βi
.

The reduced sensitivity coefficients of λph, with respect to x and y are compared in Figure 3.11.
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Figure 3.11: Variation of the reduced sensitivity coefficients X∗
i of x (solid lines) and y (dashed

lines) with stoichiometry (a, c) and with plutonium content (b, d).

The following observations can be made:

1. The effect of plutonium gets amplified with the increase in plutonium content.
2. The effect of stoichiometry get amplified with the increase in deviation from stoichiometry.
3. The effect of plutonium content is higher than that of deviation from stoichiometry, when

plutonium content is high. That is, at y = 0.9, |X∗
λph(y)| ≫ |X∗

λph(x)|.
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4. The effect of oxygen content is higher than that of plutonium, when plutonium content
is relatively low (i. e. here y < 0.3). That is, at y < 0.3, |X∗

λph(x)| ≫ |X∗
λph(y)|.

3.2.5.3 Sensitivity analysis on the model parameters

Sensitivity analysis was also performed on the model parameters. Such analysis is of crucial
importance, when the model involves parameters, deduced from measured properties.
For example, in this work, to calculate Debye temperature from Equation 3.10, we use
empirical correlations (i. e. deduced from experimental data) for the lattice parameter a

and the sound velocity in the medium Vs. Indeed, measurements can contain uncertainties,
of various types, depending on multiple factors: experimental data set, chemical composition
and microstructure changes during measurements etc. Performing sensitivity analysis on the
model parameters allows to detect the model driving parameters- those, which induce the
highest variations in model predictions. Those parameters need to be determined with the
highest precision to reduce model uncertainties.
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Figure 3.12: Variation of the reduced sensitivity coefficients X∗
i of the phonon model param-

eters with stoichiometry (a, b, c, d) and plutonium content (e, f, g, h) at T = 1000 K

As shown in Figure 3.12, the driving model parameters are θD and γ∞, regardless of the
chemical composition.
The Debye temperature θD was deduced from lattice parameter a (see Annex C.3), and sound
velocity in the medium Vs (see Annex C.1).
The Gruneisen parameter γ∞ was deduced from lattice parameter a, bulk modulus KT (see
Annex C.4), thermal expansion α (see Annex C.2) and heat capacity Cv (see Annex C.5).
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To deduce which measured property (a, KT , Vl, Vt, Cv or α) induce the highest varia-
tions (and thus uncertainties) in θD and γ∞, we calculated the reduced sensitivity coefficients
of those properties on θD and γ.
As shown in Figure 3.13, the property, which has the lowest impact on θD is the longitu-
dinal component of the sound velocity Vl (see Equation C.2 in Annex C.1). The main
uncertainty in Debye temperature originates from the lattice parameter a and the transverse
component of the sound velocity Vt which have equal sensitivity coefficients.
As for the Gruneisen parameter, the lattice parameter alone seems to induce twice more
variations in γ than α, KT or Cv. The latter however do not have null sensitivity coefficients,
which signify that contrary to θD, which had one property with almost null sensitivity
coefficient (Vl), Gruneisen parameter is sensitive to all of the measured properties,
from which it is deduced.
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Figure 3.13: Variation with plutonium content, at x = 0, and T = 1000 K of the reduced
sensitivity coefficients of the measured properties in the expression for (a): Debye temperature
X∗

i (θD) and (b): Gruneisen parameter X∗
i (γ).

3.2.6 Conclusion on the phonon contribution to thermal conductiv-
ity

To compute the phonon contribution to thermal conductivity, the semi-empirical temperature-
variation λph = 1/(A + BT ) was used.
To calculate A (extrinsic thermal resistivity) and BT (intrinsic thermal resistivity), the theoret-
ical models of Ambegaokar [124] and Slack et al. [120] were used respectively. The latter were
chosen for their low computational cost and their capacity of predicting the effect of plutonium
and oxygen content.
Analysis of the magnitude of both extrinsic and intrinsic thermal resistivity has shown that,
regardless of the impurity content, thermal resistivity is mainly due to phonon-phonon rather
than to phonon-impurity interactions. However, the effect of oxygen and plutonium content
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on thermal resistivity principally originates from the phonon-impurity term (i. e. A in 1
A+BT

).
The latter could thus not be neglected, as do some authors [120].
Two important conclusions were made in this section, highlighting the existence of correlated
plutonium-oxygen content effects:

1. Increasing deviation from stoichiometry, modifies the effect of plutonium content.
2. Plutonium content amplifies the effect of deviation from stoichiometry x.

Those correlated effects were explained by extrinsically created Pu3+ cations, when deviation
from stoichiometry x becomes important.
Sensitivity analysis on the model parameters (see Section 3.2.5.3) allowed us to conclude that
Debye temperature and Gruneisen parameter are the driving model parameters. The latter
were calculated, using measured material properties. To reduce uncertainties in θD and γ, the
following material properties should be measured with low uncertainties: lattice parameter a,
transverse component of sound velocity Vt, thermal expansion α, isothermal bulk modulus KT

and heat capacity Cv.

3.3 Electron contribution to thermal conductivity

3.3.1 Introduction to heat transfer by electrons
Three mechanisms drive the heat transfer by electrons:

1. Creation of charge carriers
2. Migration of charge carriers through the solid
3. Recombination of charge carriers

A charge carrier can be a free electron (an electron, which no longer pertains to any nucleus),
a free hole (a missing electron) or even the association of an electron (or a hole) with the
crystal lattice distortion (i. e. a (quasi)particle called "polaron"). We distinguish three type of
materials, depending on their charge carriers’ number:

1. Insulators: no available charge carriers at low, nor at high temperature
2. Semi-conductors and Mott insulators: charge carriers are created with increasing

temperature.
3. Metals: charge carriers are available at both low and high temperature.

The main parameter, determining the solids behavior with respect to the number of available
charge carriers is the band gap energy H (see Figure 3.14). The latter separates the valence
electrons (low energy states) from the conducting electrons (high-energy states).
In metallic materials, conducting electrons exist even at low temperatures.
In insulators, due to the important band-gap, electrons stay in the valence band.
In semi-conductors or Mott insulators, electrons overcome the band-gap if enough thermal
energy is supplied. While transferring to the conduction band, the electrons leave "holes" in
the valence band.
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Figure 3.14: Illustration of the valence and conduction bands in metals, semi-conductors,
insulators and Mott-insulators

Once created, charge carriers diffuse or "migrate" through the solid.
Charge carriers can either diffuse as "free" or "trapped" particles (see Figure 3.16).
In the former case, the carrier moves by tunneling, whereas in the latter case, by hopping.
The free or trapped character of the electron is given by the band-width ∆W . The latter
characterizes the electron orbitals’ overlap. The higher the overlap, the broader the bands.
Carriers in broad bands have high kinetic energy. The latter thus induces low interactions
with surrounding atoms, thus leaving the carrier as a free particle.
Because of their low overlapping capacity, contracted electron orbitals, like 5f orbitals in UO2
or U1–yPuyO2–x systems would form narrow bands. Carriers in narrow bands have low kinetic
energy, which induces strong interactions with the surrounding lattice atoms.
Those electron-lattice interactions create lattice polarization and distortion (see Figure 3.15).
The latter lowers the system’s potential energy in the vicinity of the specific atomic site by a

Figure 3.15: Illustration of a crystal lattice distortion induced by the presence of a negatively
charged particle in the vicinity of a particular atomic site, from [142]

quantity Ep as opposed to that without crystal distortion (see Figure 3.16), thus producing a
deep potential well, in which the charge carrier is trapped.

To escape from its trapped state, the charge is assisted by the surrounding atoms. The latter
arrange themselves in specific configurations called "coincidence configurations (CC)". These
lower the potential well, thus allowing the charge carrier to migrate. The migration is possible
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(a) Trapped electron (b) Free electron

Figure 3.16: Potential wells, felt by a free non-interacting charged particle (b) and by a
trapped charge particle (b)

as long as the charge carrier overcomes the energy barrier called the "migration energy" Em.
The charge migrates together with its self-induced distortion. This particular association of a
charge carrier and its self-induced crystal distortion is called a polaron.

The third and final process in heat transfer by electrons is charge carrier recombina-
tion. The latter characterizes an electron, which comes back to the valence band. During this
process, the electron returns all the energy, stored during the creation and migration process,
in the form of thermal energy.
Figure 3.17 illustrates the three processes in heat transfer by electrons in MOX: creation,
migration and recombination.

U4+ Pu4+

U4+ Pu4+

(a) Ground state

U4+ Pu4+

U5+ Pu3+

(b) Creation

U4+

U5+

Pu4+

Pu3+

(c) Migration

U4+

U4+

Pu4+

Pu4+

(d) Recombination

Figure 3.17: Illustrative scheme, describing the three main processes in heat transfer by
electrons, starting from MOX in its ground state (a), to creating charge carriers (b), then
migrating (c) and finally recombining (d). The Pu3+ and U5+ polarons are in green and purple
respectively. The "hole" is represented by a white circle and the electron by a green circle.

3.3.2 Modeling: state of the art

3.3.2.1 Semi-empirical approaches

Most models for the electronic contribution to thermal conductivity in actinide systems are
based on the following semi-empirical equation:

λel = C

T n
e− Ea

kT (3.30)

where n can take several values (n = −1, 2, 5/2), depending on the authors, while C and Ea

are fitted by the least-squares method using thermal conductivity experimental data. In this
approach, the physical meaning of the "best-fit" parameters is not systematically investigated.
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The choice of n is not justified. Table 3.5 summarizes n, C and Ea coefficients, reported for
MOX fuel [3–5, 33].

Author (year) n Ea (eV) C (W Kn−1 m−1)
Bonnerot (1986) [5] -1 1.22 2.4 ·10−3

Duriez et al. (2000) [4] 2 1.16 1.82 ·109

Kato et al. (2012) [3] 5/2 1.31 1.54 ·1011

Magni et al. (2020) [33] 2 1.47 5.27 ·109

Table 3.5: Empirical n, Ea and C coefficients in Equation 3.30, reported for MOX fuel, based
on thermal conductivity experimental data.

3.3.2.2 Price’s model

We recall that MOX fuel is a semi-conductor, as no electrons occupy the conduction band at
low temperatures [113, 143, 144]. Other more fundamental approaches use Price’s model for a
classical semi-conductor [145, 146]:

λel =
(

k

e

)2

T

{
(r + 2)

(
σel

e + σel
h

)
+ σel

e σel
h

σel
e + σel

h

(
2(r + 2) + H

kT

)2}
(3.31)

where:

λel : electronic contribution to thermal conductivity (W m−1 K−1)
k : Boltzmann constant (J K−1)
e : elementary charge (C)
T : temperature (K)
σel

e : electrical conductivity due to electron diffusion (S m−1)
σel

h : electrical conductivity due to hole diffusion (S m−1)
H : band-gap (i. e. charge carrier creation energy) (J)

The r term represents the exponent of the energy in the expression for the carrier mean free
path, whose value depends on the particular scattering mechanism (i. e. r = 0 for acoustic
phonon scattering and r = 1 for optical phonon scattering) [147].
In the introduction, we saw that electron and hole diffusion, followed by their recombination
are key elements in heat transfer.
Equation 3.31 can thus be re-written to clearly distinguish each contribution to heat transfer:

λel = λel
e + λel

h + λel
amb (3.32)

where λel
e and λel

h are the elementary (Wiedemann-Franz) [148] contributions from electrons
and holes respectively, written as follows:

λel
e,h =

(
k

e

)2

T (r + 2)σel
e,h (3.33)
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Those reflect the elementary migration processes of electrons and holes.
λel

amb is the so-called ambipolar contribution, characterizing the electron-hole recombination
[145–147]:

λel
amb =

(
k

e

)2

T
σel

e σel
h

σel
e + σel

h

(
2(r + 2) + H

kT

)2
(3.34)

The (r + 2) term, represents the kinetic energy gain effect, during both migration and
recombination.
Equation 3.31 is however a quite general expression for a normal broad-band semiconductor,
thus treating the charge carriers as free moving charges. In the introduction, we saw that
MOX fuel has contracted 5f orbitals, inducing high electron-lattice interactions. The electron
does not migrate as a free particle, but rather as a polaron (trapped electron).

When considering polarons, the individual contributions of holes and electrons are set
to zero (i. e. λe,h = 0 by setting r + 2 = 0), due to the absence of kinetic energy gain [147].
Indeed, only free particles would gain kinetic energy through their tunneling process in the
conduction band.
When considering a trapped particle (polaron), heat transfer is solely driven by the ambipolar
contribution, which by setting r + 2 = 0 is expressed as follows:

λel = λel
amb =

(
k

e

)2

T
σel

e σel
h

σel
e + σel

h

(
H

kT

)2
(3.35)

3.3.2.3 Approach, used in this work

Equation 3.31 or 3.35 (depending whether the charger carrier is considered as a free or a
trapped particle) is systematically used to assess thermal conductivity due to electrons in UO2
[139, 147, 149–152].
For MOX, no such fundamental evaluation of λel has been reported in the literature. Most
models for MOX fuel are based on the semi-empirical equation 3.30. Due to few experimental
data at high temperatures and at high plutonium contents, no oxygen nor plutonium content
effect was reported for the coefficients C and Ea in Equation 3.30 (see Table 3.5).

To better understand the effect of plutonium and oxygen content on thermal conductiv-
ity due to electrons, in this work, we use Equation 3.35. To apply this model to MOX fuel,
it is necessary to know the electrical conductivity. To model this quantity for MOX fuel, a
modified Heikes and Ure [153] model for ternary U1–yPuyO2–x systems will be proposed (see
Section 3.3.4).
Before this, we will briefly introduce Heikes and Ure’s model for binary systems.

3.3.3 Electrical conductivity model for binary systems
In this work, we assume that electrical conductivity of MOX fuels is solely due to electronic
defects: polarons. Other point defects, such as Frenkel or Schottky pairs were not considered.
Indeed, the contribution of the latter to electrical conductivity was proven to be negligible in
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other actinide systems [150, 152, 154].

Heikes and Ure’s model can take two different forms, depending on the hopping nature
of the polarons: adiabatic or non-adiabatic:

σel
ad = 4e2c(1 − c)v0,opt

akT
e− Em

kT (3.36)

σel
nad = 2e2c(1 − c)J2

ov

aℏ(kT )3/2 e− Em
kT (3.37)

where:

σel : electrical conductivity (S m−1)
c : fraction of polarons (-)
(1 − c) : fraction of available sites for hopping (-)
v0,opt : vibration frequency of the optical phonons (s−1)
a : lattice parameter (m)
Em : migration energy of the polaron (J)
Jov : overlap integral (J)

The adiabatic or non-adiabatic hopping nature of the polarons is driven by the electron transfer
timescale, relative to the that of the coincidence configurations (CC).
If the electron transfers faster than the CC, the migration process is called adiabatic, whereas
if the electron transfers slower than than the CC, the process is non-adiabatic.
For further details on the physical origin of Equations 3.36 and 3.37, the reader may refer to
Annex E.

Application to MOX fuels
To choose the correct form of the electrical conductivity equation for MOX fuels, we can
calculate the adiabacity criterion, which according to Firsov and Lang [155] is written as follows:

ηad = J2
ov

hv0,opt

√
EmkT

(3.38)

ηad ≫ 1 for adiabatic hopping and ηad ≪ 1 for non-adiabatic hopping.
To our knowledge, no analytical, nor simulation results have been reported for the parameters,
needed to calculate the adiabacity criterion for MOX fuel.
To make a first estimation of this criterion, multiple Jov, v0,opt and Em values were tested.
Figure 3.18 shows the calculated adiabacity criterion ηad for four different migration energies,
in the range Jov ∈ [0.02 − 0.09] eV and v0,opt ∈ [0.8 − 1.9] × 1013 s−1. Those ranges were chosen,
based on DFT+U calculations on PuO2 (for Em and Jov) and U1–yPuyO2–x systems (for v0,opt)
: Jov = 0.02 eV, Em = 0.08 in PuO2 [144] and v0,opt = 1.713 × 1013 in U1–yPuyO2–x [113].

Values smaller than 1 (i. e. ηad < 1) are generally observed, signifying non-adiabatic
hopping.
Geneste et al. [144] found a value of ηad = 0.27 for the adiabacity criterion associated with the
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Figure 3.18: Adiabacity criterion calculated for four different migration energies and for values
of Jov ranging from 0.02 - 0.09 eV and v0,opt from 0.8 × 1013 to 1.9 × 1013 s−1

Pu3+ polaron in pure PuO2 system.
However, as reported by the authors, those values do not completely satisfy the adiabacity
criterion, which needs to be much lower than 1 (i. e. ηad ≪ 1) in order to assume a
non-adiabatic hopping.
Given the commentary, made by Geneste et al. and given the rather complex electrical
conductivity model for a non-adiabatic hopping (i. e. involving the overlap integral Jov), in
this work we make the assumption of adiabatic hopping.

The electrical conductivity is therefore expressed as:

σel
ad = 4e2c(1 − c)v0,opt

akT
e− Em

kT

The ad subscript will be omitted from now on, for the sake of clarity.
We write c = ce + ch, to distinguish electrons e from holes h.

σel = σel
e + σel

h (3.39)

In MOX fuel, the electrons are associated with Pu3+ polarons, and the holes with U5+ polarons.
The available sites for hopping (1 − c) are therefore associated with the Pu4+ and U4+ cations.
The reader may refer to Annex F for more information on the electronic states of the cations
in MOX fuel.
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Replacing e and h by Pu3+ and U5+, therefore gives:

σel
P u = 4e2cP u3+(1 − cP u3+ − cU5+)v0,opt

akT
e− Em

kT = 4e2cP u3+(cP u4+ + cU4+)v0,opt

akT
e− Em

kT (3.40)

σel
U = 4e2cU5+(1 − cP u3+ − cU5+)v0,opt

akT
e− Em

kT = 4e2cU5+(cP u4+ + cU4+)v0,opt

akT
e− Em

kT (3.41)

As shown in those equations, after directly applying Heikes and Ure’s equation to ternary
systems, the only distinction between the Pu3+ and U5+ polarons comes from their atomic
fractions cP u3+ and cU5+ .
Both polarons are assumed to migrate with the same energy Em. This observation leads to the
first step in the modification of Heikes and Ure’s model for ternary systems. In the following
section, the three key elements into the proposal of a new model will be discussed.

3.3.4 Modified Heikes and Ure model for ternary systems

3.3.4.1 Migration energies

No analytical expression, nor simulation data for the polarons’ migration energies have been
found in the literature for MOX.
However, DFT+U calculations showed that the Pu3+ polaron’s migration energy in PuO2 [144]
is different from that of the U5+ polaron in UO2 [private com.]. That is Em(Pu) = 0.08 eV and
Em(U) = 0.28 eV.
Furthermore, in another study of the polarons in a ternary MnxFe3–xO4 system, different mi-
gration energies have been reported for the Mn and Fe polarons [156, 157].
In this work, we will thus assume different migration energies for both polarons in MOX fuel:
Em(U) ̸= Em(Pu). Equations 3.40 and 3.41 thus become:

σel
P u = 4e2v0,opt

akT
cP u3+(cP u4+ + cU4+)e− Em(P u)

kT (3.42)

σel
U = 4e2v0,opt

akT
cU5+(cP u4+ + cU4+)e− Em(U)

kT (3.43)

If we further develop those equations, we can re-write both contributions, as being composed
of like-element and mixed-element polaron hopping:

σel
P u = σel

P u−P u + σel
P u−U = 4e2v0,opt

akT

(
cP u3+cP u4+e− Em(P u)

kT + cP u3+cU4+e− Em(P u)
kT

)
(3.44)

σel
U = σel

U−U + σel
U−P u = 4e2v0,opt

akT

(
cU5+cU4+e− Em(U)

kT + cU5+cP u4+e− Em(U)
kT

)
(3.45)

The like-element hopping characterizes a polaron, associated with an atom of type A hopping
to another atom of the same type. On the opposite, mixed-element hopping describes a polaron
of type A hopping to another atom of type B.
Once again, no distinction is made between the migration energies associated with like-element

99



and mixed-element hopping. That is, the Pu3+ polaron must overcome the same migration
barrier to hop to another Pu4+ atom (i. e. like-element) as to a U4+ atom (i. e. mixed-
element).
In MOX fuels, to our knowledge, no information on the hopping nature of the polarons is
available in the literature. However, in MnxFe3–xO4 systems, Bhargava et al. [156, 157] have
reported a clear difference between migration energies, associated with like-element and mixed-
element hopping. This information leads to the second step into the modification of Heikes and
Ure’s model.

3.3.4.2 Like-element and mixed-element hopping

In this section, we assume different migration energies associated with like-element and mixed-
element hopping.
In a more general way, let us notate the electrical conductivity due to hopping of polaron of
type A as σA, which can be represented by a term involving a like-element hopping σel

A−A and
a mixed-element hopping σel

A−B :

σel
A = σel

A−A + σel
A−B =

σel
0,A−A

T
e− Em(A−A)

kT +
σel

0,A−B

T
e− Em(A−B)

kT (3.46)

where both the like-element and the mixed-element terms are associated with their proper
like-element and mixed-element pre-exponential terms σel

0,A−A, σel
0,A−B and migration barriers

Em(A − A) and Em(A − B).
If we write the same equations for a B-type polaron, we obtain:

σel = σel
A + σel

B = σel
A−A + σel

A−B + σel
B−B + σel

B−A (3.47)

Which can be put into a more generalized form:

σel = σel
mix + σel

like =
∑

i=A,B
j=A,B

i ̸=j

σel
i−j +

∑
i=A,B

σel
i−i =

∑
i=A,B
j=A,B

i ̸=j

σel
0,i−j

T
e− Em(i−j)

kT +
∑

i=A,B

σel
0,i−i

T
e− Em(i−i)

kT (3.48)

Applying this equation to MOX, we obtain:

σel = σel
mix + σel

like = σel
P u−U + σel

U−P u + σel
P u−P u + σel

U−U (3.49)

Mixed-element migration of Pu3+ leads to U3+ cations, and that of U5+ to Pu5+ cations.
Catlow and Pyper [143] showed that Pu5+ is not a stable ionic state in MOX fuel. A
mixed-element Pu-U hopping therefore is not likely to occur in MOX fuel.
U3+ states can be created at higher temperatures, by allowing a cationic disproportionation
reaction between uranium atoms: 2U4+ → U5+ + U3+, which requires an important amount of
thermal energy (i. e. H = 2 eV). However, no evidence for the existence of a U3+ state, due
to the migration of a Pu3+ polaron to U4+ has been reported in the literature.
In this work, as a first approximation, we also omit the probability of a mixed-element U-Pu
hopping.
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With those assumptions, both Pu-U and U-Pu mixed-element components are set to
zero, yielding:

σel = σel
P u−P u + σel

U−U = 4e2v0,opt

akT

(
cP u3+cP u4+e− Em(P u−P u)

kT + cU5+cU4+e− Em(U−U)
kT

)
(3.50)

From now on, for more clarity in notations, Em(Pu − Pu) and Em(U − U) will be written as
Em(Pu) and Em(U). The same follows for σel

P u−P u and σel
U−U , which will be replaced by σel

P u

and σel
U respectively.

Equation 3.50 involves the fractional occupancy products cP u3+cP u4+ and cU5+cU4+ . Those
terms characterize the probabilities of Pu4+ and U4+ being the first neighbors to Pu3+ and
U5+ respectively, and are only valid for an ideal solid solution. To account for a possible
deviation from the ideal solid solution, the so-called short-range order parameter αi,i can be
introduced:

σel,reg = σel,reg
P u = σel,reg

U = (1 − αP u,P u)σel,id
P u + (1 − αU,U)σel,id

U (3.51)

where the id and reg superscripts refer to the ideal and the regular solution, respectively. The
order parameters αU,U and αP u,P u translate the probability of finding U-U and Pu-Pu pairs as
first neighbors.
For further details on the origin of Equation 3.51, the reader may refer to Annex G.
Even though the model requires αU,U and αP u,P u, the measure of the deviation from the ideal
solid solution can be obtained by calculating αU,P u, translating the probability of the U-Pu
pair.

3.3.4.3 Order parameter αU,P u in MOX fuel

The order parameter αU,P u can be calculated by the theoretical approach, derived by Swalin
[158]:

αU,P u = 2y(1 − y)u + j(X) + g(T )
RT

(3.52)

where y is plutonium content, R the perfect gaz constant (J mol−1 K−1), T temperature (K)
and u + j(X) + g(T ), functions, which depend on both:

1. the excess entropy of mixing ∆Sxs
m = ∆Sreg

m − ∆Sid
m (i. e. the entropy of mixing of an

ideal solid solution ∆Sid
m subtracted to that of the real solid solution (i. e. the regular

solid solution ∆Sreg
m )).

2. enthalpy of mixing ∆Hm

through the following equations:

∆Sxs
m

∼= |αU,P u|R [y ln y + (1 − y) ln(1 − y)] −
{

∂

∂T
[12y(1 − y)(1 − αU,P u)g(T )]

}
(3.53)

∆Hm = 12y(1 − y)(1 − αU,P u)[u + j(X)] (3.54)
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To compute ∆Sxs
m and ∆Hm for MOX fuel, we performed Thermo-Calc calculations, using the

TAF-ID 1.3 version.
One observes that αU,P u depends on both u + j(X) and g(T ), which themselves depend on
αU,P u. This implies to resolve a fixed-point problem f(X) = X in which X = αU,P u.
It should be mentioned that, ∆Sxs

m and ∆Hm, were calculated for a stoichiometric MOX (i.
e. O/M = 2). To asses the effect of stoichiometry, new Thermo-Calc calculations should be
provided for different stoichiometries. In this work, we considered the case x = 0.
Depending on the sign of αAB, three configurations exist:

αAB = 0, no deviation from the ideal solid solution, P reg
B = P id

B

αAB < 0, A-B pairs are more likely to occur
αAB > 0, A-A or B-B pairs are more likely to occur

Figure 3.19 shows the results obtained for the order parameter αU,P u.
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Figure 3.19: Order parameter αU,P u as obtained from the fixed-point problem resolution by
use of thermodynamic data for stoichiometric MOX fuel, provided by Thermo-Calc calculations.
The order parameter is plotted versus temperature for four different plutonium contents

The latter has a negative sign, meaning a preference for U-Pu pairs is observed rather than
U-U or Pu-Pu types clustering. At T = 500 K, the order parameter is maximal. Increasing
temperature decreases its value and thus decreases the deviation from the ideal solution. At
approximately T = 1500 K, the short-range order parameter is close to 0. This observation
leads to the conclusion that in stoichiometric MOX fuel, the assumption of an ideal solid
solution is legitimate.
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3.3.4.4 Final expression and computation

As shown in Figure 3.19, the deviation from the ideal solid solution is slight. The short-range
order parameters can thus be neglected : αU,U ≈ 0 and αP u,P u ≈ 0. The electrical conductivity
for a regular solid solution is thus equal to that of an ideal solid solution, recalled here:

σel = 4e2v0,opt

akT

(
cP u3+cP u4+e− Em(P u)

kT + cU5+cU4+e− Em(U)
kT

)
To compute electrical conductivity from this equation, we use:

1. the lattice parameter from Annex C.3
2. the optical phonons’ vibration frequency, as calculated by DFT+U [113] : v0,opt = 1.713×

1013 s−1

The fractional occupancy of the polarons cU4+ , cP u4+ and the cations cU5+ , cP u3+ can be calcu-
lated from the equilibrium rate constant of the disproportionation reaction, responsible for the
polaron creation:

Pu4+ + U4+ → Pu3+ + U5+

The rate constant of this reaction is written as:

Kpol = cP u3+cU5+

cP u4+cU4+
= exp

(
− H

kT
+ S

k

)

where H and S are the enthalpy and entropy of the reaction. The latter is related to polaron
creation in MOX and thus its enthalpy corresponds to the band-gap energy.
The rate constant can further be developed, using cP u4+ = y − cP u3+ and cU4+ = 1 − y − cU5+ ,
thus giving:

Kpol = cP u3+cU5+

(y − cP u3+) (1 − y − cU5+) = exp
(

− H

kT
+ S

k

)
(3.55)

To preserve crystal electroneutrality, the fractional occupancy of the polarons is also related to
the deviation from stoichiometry x:

cP u3+ = cU5+ + 2x (3.56)

In MOX, to compensate for the two missing oxygen electrons, Pu4+ cations change their va-
lence states to Pu3+ [143, 159–161].
Equations 3.55 and 3.56 constitute a system of equations, relating polarons’ fractional occu-
pancy to the deviation from stoichiometry x and the rate constant Kpol:

cP u3+ cU5+

(y−cP u3+)(1−y−cU5+) = Kpol

cP u3+ = cU5+ + 2x
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The resolution of this equation system, gives the following expression for cU5+ :

cU5+ =
Kpol(1 − 2x) + 2x −

√√√√ K2
pol(4x2 − 8xy + 4x + 4y2 − 4y + 1) + Kpol(−8x2 + 8xy−

4x − 4y2 + 4y) + 4x2

2(Kpol − 1)
(3.57)

cP u3+ is deduced from Equations 3.56 and 3.57. Finally, the computation of electrical conduc-
tivity can be done, using the following equation:

σel = 4e2v0,opt

akT

(
(cU5+ + 2x)(y − cU5+ − 2x)e− Em(P u)

kT + cU5+(1 − y − cU5+)e− Em(U)
kT

)
(3.58)

where we identify the elementary plutonium and uranium contributions:

σel
P u = 4e2v0,opt

akT

(
(cU5+ + 2x)(y − cU5+ − 2x)e− Em(P u)

kT

)
(3.59)

σel
U = 4e2v0,opt

akT

(
cU5+(1 − y − cU5+)e− Em(U)

kT

)
(3.60)

No data for the migration energies in MOX fuel has been reported in the literature.
The band-gap H was estimated in the work of Catlow and Pyper [143], but was not confirmed
by other studies.
The polaron creation entropy S has not been estimated in the literature neither.
For those reasons, in the following sections, H, S, Em(Pu) and Em(U) will be considered as the
model parameters and will estimated by inverse methods, using available experimental data on
electrical conductivity of MOX systems.

3.3.5 Electrical conductivity experimental data on MOX fuels
The currently available experimental data on electrical conductivity of MOX fuels is summarized
in Table 3.6

Author Experimental
technique

Temperature
range (K)

Pu content
(y)

O/M
(2-x)

Nb.
of points

Fujino et al. [159]

Four-point probe

220 - 1397 0.3; 0.5; 0.9 2 220
Schmitz et al. [162] 640 - 940 0.2 1.95 - 2 38
Kurihara et al. [163] 283 - 1065 0.189-0.4 1.95 ; 1.99 93

Yamashita et al. [164] 310 - 1328 0.05 2 36
Total 387

Table 3.6: Available experimental data on electrical conductivity of MOX fuels

Electrical conductivity measurements are available for a quite important range of plutonium
content and O/M ratios, showing the effect of both plutonium and oxygen content on electrical
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conductivity of MOX.
However, for stoichiometric MOX fuels, there is quite an important lack of measurements
covering plutonium contents higher than y = 0.5. Only a single data set is available for
y = 0.9.
Apart from missing experimental data for high-plutonium MOX fuels, the temperature range
of the measurements is limited to [220-1397] K. Schmitz’ data allows to investigate the
effect of stoichiometry. However, the measurements are limited to the range [640-940] K.
Therefore, the validation of the model is limited to low temperatures.

3.3.6 Inverse methods for estimating model parameters
So far, we have identified a theoretical model for the electrical conductivity of MOX fuels σel

and experimental data. The model contains unknown parameters : H, S, Em(Pu) and Em(U).
For sake of simplicity we will arrange those parameters in a vector β =<

H, S, Em(Pu), Em(U) >. Those parameters can be estimated using inverse methods [165, 166].
The latter consist of finding the optimal vector βopt, minimizing a certain quantity. The latter
is often called the cost function and is related to the deviation of the measurements from the
theoretical model.
To quantify this cost function, we will notate y(ti) the measurement at ti and f(ti,β) the the-
oretical model at ti for a given parameters vector β. t is called the independent variable. In
our case it represents the temperature. With those notations, the cost function is written as
follows:

J(t,β) =
m∑
i

(yi(ti) − fi(ti,β))2 (3.61)

where m is the number of measurements. To simplify notations, we can introduce the residuals
ri(ti) = yi(ti) − fi(ti,β). If we denote the residuals vector r = y − f(t,β), we can write the
matrix form of the cost function:

J(t,β) =
m∑
i

ri(ti)2 = rTr (3.62)

The minimization of this cost function consists of finding βopt, such that:

βopt = arg[min(J(t,β))] (3.63)

To find βopt, the general strategy is to start from an "initial guess" vector β0 and generate βk

vectors such that J(βk−1) > J(βk). This iterative process is repeated until a certain quality
criterion on the cost function is satisfied.
The minimization process can sometimes lead to a local minimum, depending on the initial-
guess vector. Generally, it is recommended to try multiple β0 vectors to avoid problems with
local minimum.
To chose the appropriate βk at each iteration, there are three main methods [165]:

1. Using only successive values of the cost function (dichotomy or relaxation methods)
2. Using the gradient of the cost function ∇J (first order methods)
3. Using both the gradient and the Hessian H(J) = ∇2J (second order methods)
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In this work, we will use second order methods, as they are more robust and converge faster
close to the optimal solution than first order methods.
Minimizing the cost function requires solving, for β:

∀t ≥ 0, ∀j ∈ [1, m] : ∂J(t,β)
∂βj

= 0

No matter the optimization method (first or second order), it requires information about the
first-order derivative of the model f(t,β) with respect to each parameter βj : ∂f(t,β)

∂βj
. This

quantity corresponds to the sensitivity coefficient, already mentioned in Equation 3.28. Here,
the model parameters are not all expressed in the same units. We thus use the reduced sensi-
tivity coefficients (see Equation 3.29). Comparing the variation of those coefficients with the
independent variable t (here the temperature T ) can provide important information on the
parameters’ correlations [141, 165, 167]. The latter are of crucial importance when determining
the parameters’ standard deviations.

Sensitivity analysis on the model parameters

As shown in Figure 3.20, strong correlations exit between H and S, which can be par-
tially explained by exiting linear dependencies between H and S or by the quasi-nullity of
the sensitivity coefficient of either Em(Pu) at y = 0.1 or Em(U) at y = 0.9 and at low
temperatures.
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Figure 3.20: Variation with the independent variable (temperature) of the electrical conduc-
tivity model’s reduced sensitivity coefficients, for four plutonium contents, at the stoichiometric
composition x = 0

In addition to the detected correlations, we observe the driving model parameters: H and S,
except for the case of y=0.1, where Em(U) becomes the driving parameter at temperatures
higher than 2000 K.
When deviation from stoichiometry increases, the model parameter at temperatures below
1200 K, becomes the migration energy of the Pu polaron (see Figure 3.21).
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Figure 3.21: Variation with the independent variable (temperature) of the electrical conduc-
tivity model’s reduced sensitivity coefficients, for four deviations from stoichiometry x, at y =
0.3

3.3.7 Parameter estimation
Optimization algorithm

To perform the parameters estimation, two different optimization algorithms were tested:
the Levenberg-Marquardt algorithm (L-M) [168–170] and the Trust-Region-Reflective (TRR)
[170].
Both algorithms use second-order methods to perform the cost function minimization. The
differences in those two algorithms are slight. For more information about the comparison of
those two algorithms, the reader can refer to [170]. The main advantage of the TRR algorithm,
as opposed to L-M, lies in its capacity to perform constrained optimization (i. e. allows to
restrain the optimized parameters to a range of physical values).

Three optimizations were performed:

1. Unconstrained optimization using the TRR algorithm (i. e. no physical bounds on the
parameters are included)

2. Constrained optimization using the TRR algorithm (i. e. physical bounds on the
parameters are included)

3. Optimization using the L-M algorithm (unconstrained optimization)

The estimated parameters obtained with each method are shown in Table 3.7. Despite the
different results, obtained with the three methods, the model output seems to be the same for
temperatures lower than approximately 1500 K (see Figure 3.22). The differences in model
outputs start to be clear above 1500 K. Three different temperature profiles are observed.
However, no experimental data is available at those temperatures to confirm which one is
valid.

No matter the optimization method, H and S/k lie in a range of physical values (i. e.
H ∈ [1.09 − 3.51] eV and S/k ∈ [3.15 − 9.35]).
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Figure 3.22: Optimization results obtained with three methods : constrained TRR, uncon-
strained TRR and L-M. The constrained TRR was performed with the following bounds :
H ∈ [0.5 − 1.5] eV, S

k
∈ [2 − 12], Em(Pu) ∈ [0.04 − 0.5] eV, Em(U) ∈ [0.06 − 0.5] eV.

Parameter H
(eV)

S
k

(-)
Em(Pu)

(eV)
Em(U)
(eV)

Pu content (y) 0.3 0.5 0.9 0.3 0.5 0.9 0.3 0.5 0.9 0.3 0.5 0.9
Constrained TRR 1.22 1.36 1.23 3.15 5.07 6.38 0.04 0.04 0.23 0.06 0.06 0.06

Unconstrained TRR 3.51 3.40 1.89 4.01 5.40 9.35 -1.15 -0.77 2.73 -0.87 -1.01 -0.21
L-M 1.79 1.83 1.09 3.93 5.37 5.59 -0.29 -0.02 0.21 -0.04 -0.22 0.41

Table 3.7: Optimization results, obtained with three methods for three plutonium contents.
The constrained TRR was performed with the following bounds: H ∈ [0.5−1.5] eV, S

k
∈ [2−12],

Em(Pu) ∈ [0.04 − 0.5] eV, Em(U) ∈ [0.06 − 0.5] eV

As for the migration energies, both unconstrained TRR and L-M give negative values.
The constrained TRR method identifies positive migration energies. However, these are
systematically equal to the lower limits they were restricted to (e. g. Em(Pu) = 0.04 eV
whereas Em(Pu) was constrained to stay in [0.04 − 0.5] eV).

Standard deviation of the estimation

Table 3.8 shows the relative errors, associated with the parameters, obtained with the
unconstrained TRR method.
The relative errors associated with H and S

k
are relatively low, which could be explained by

their high sensitivity coefficients.
However, the migration energies have excessively high standard deviations (> 622.2 %). This
does not seem surprising, given their low sensitivity coefficients in the temperature range
[500 − 1500] K and the correlations involved.
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Pu content (y) 0.3 0.5 0.9
σH

H
(%) 30.43 20.97 54.42

σS/k

S/k
(%) 179.01 76.69 76.68

σEm(P u)

Em(Pu) (%) 6177.17 2119.93 36.33
σEm(U)

Em(U) (%) 2655.26 2817.87 622.20

Table 3.8: Relative standard deviations of the parameters, with the unconstrained TRR
method.

Factor fixing

Given the correlations, making the estimation of the parameters difficult, we propose to
proceed to factor fixing (FF).

At the stoichiometric composition, the FF will concern both migration energies, the
sensitivity coefficients of which are almost null in the temperature range of the experimental
data: T ∈ [500 − 1380] K.
We will fix the migration energies to the values, calculated by DFT+U for PuO2 [144] and
UO2 [private com.] systems respectively.
We thus make the following assumption: Pu3+ and U5+ polarons migrate with the same
energies in MOX system as in pure PuO2 and UO2 systems.

At the hypostoichiometric composition, the FF will concern only the migration energy
of the Uranium polaron, since Em(Pu) is the driving model parameter for x > 0.01.

Plutonium content dependency of the model parameters

The experimental data used for the optimization involves the measurements, performed
in the work of Fujino et al. [159] for three plutonium contents in the range y ∈ [0.3 − 0.9]. The
data of Yamashita et al. [164] (y = 0.05) and Schmitz [162] (y = 0.2) were not used because
of unstable stoichiometry, during the measurements, reported by the authors.

The optimization yields a constant value of S = 4k, regardless of the plutonium con-
tent.
Figure 3.23 shows the optimized H parameter, together with DFT+U calculations on the
band-gap energy in MOX fuel [private com.].
The H values estimated in this work show good consistency with the DFT+U results. The
optimized values for H were fitted to the following equation:

H(y) = 0.6342y16.76 + 1.109 (3.64)

This equation has been chosen to stay consistent with the profile of the DFT+U results.
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Figure 3.23: Evolution of the optimized H in this work (red triangles) and its fit to an
equation of the type (H(y) = ayb + c) (red solid line). This evolution is compared to DFT+U
calculations (blue circles).

Oxygen content dependency of the model parameters

The measurements, used to provide the oxygen content dependency of the model pa-
rameters are those of Schmitz [162] on five different stoichiometries x ∈ [0.01 − 0.05]. The
measurements of Kurihara et al. were not used in this study, because of the reported unstable
stoichiometry during measurement cycles [163].
In this optimization, we assumed that the value of S = 4k holds for a hypostoichiometric
MOX fuel.

The optimization yielded a constant value for Em(Pu) = 0.3 eV, whereas the enthalpy
H showed a strong linear dependency of x. The variation of H with x was fitted to a linear
equation:

H(x) = −6.989x + 0.9028 (3.65)

Figure 3.24 shows the optimized H(x), together with the measurements and the electrical
conductivity model.
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lines). (b): Variation of the estimated H with deviation from stoichiometry x

Summary on the estimation

Table 3.9 summarizes the estimated parameters and the assumptions, made to optimize
them.

Parameter x Method Assumption Value

H (eV) 0 Optimization - H(x = 0) = 0.6342 × y16.76 + 1.109
> 0 H(x > 0) = −6.989x + 0.9028

S (eV K−1) 0 Optimization S(x = 0) = S(x > 0) 4k
> 0

v0,opt (s−1) 0 DFT+U [113] v0,opt(x = 0) = v0,opt(x > 0) 1.714 × 1013
> 0

Em(Pu) (eV) 0 DFT+U [144] Em(Pu) = Em(Pu)PuO2

Em(Pu)(x = 0) ̸= Em(Pu)(x > 0)
Em(Pu)(x = 0) = 0.08

> 0 Optimization Em(Pu)(x > 0) = 0.30

Em(U) (eV) 0 DFT+U [Private com.] Em(U) = Em(U)UO2

Em(U)(x = 0) = Em(U)(x > 0) 0.28
> 0

Table 3.9: Summary of the parameter estimation
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3.3.8 Computation of the electron contribution to thermal conduc-
tivity

Thermal conductivity due to electrons can be calculated, using:

λel =
(

k

e

)2

T
σel

P uσel
U

σel
P u + σel

U

(
H

kT

)2

where:
σel

P u = 4e2v0,opt

akT

(
(cU5+ + 2x)(y − cU5+ − 2x)e− Em(P u)

kT

)

σel
U = 4e2v0,opt

akT

(
cU5+(1 − y − cU5+)e− Em(U)

kT

)

cU5+ =
Kpol(1 − 2x) + 2x −

√√√√ K2
pol(4x2 − 8xy + 4x + 4y2 − 4y + 1) + Kpol(−8x2 + 8xy−

4x − 4y2 + 4y) + 4x2

2(Kpol − 1)

Kpol = exp
(

− H

kT
+ S

k

)
where x: deviation from stoichiometry in U1–yPuyO2–x, y: plutonium content in U1–yPuyO2–x.
For the model parameters H, S, Em(Pu), Em(U) and v0,opt see Table 3.9. The electronic model
is valid for x < y/2, similarly to the phonon model.

Plutonium content dependency

As shown in Figure 3.25 (c), at the stoichiometric composition (x = 0), the variation
with plutonium content of total electrical conductivity follow the variation of the plutonium
contribution σel

P u.
This is caused by the differences in migration energy. Indeed, the migration energy of the
uranium polaron is of 0.28 eV, whereas that of plutonium is of 0.08 eV. This implies higher
contribution from the plutonium polaron to total electrical conductivity.
Increasing deviation from stoichiometry, also contributes to increase the plutonium contribu-
tion, due to the extrinsically created Pu3+ polarons.
The maximum of electrical conductivity is obtained at y = 0.70, for a stoichiometric MOX and
at y = 0.85 for a non-stoichiometric MOX (i. e. here x = 0.08).

Thermal conductivity shows a slightly different variation with plutonium content. The
former attains its maximum at y = 0.45, for a stoichiometric MOX, and y = 0.55 for a
non-stoichiometric MOX (i. e. here x = 0.08). We therefore observe that electrical and
thermal conductivity do not attain their maximum, at the same plutonium content value.
This is due to the proportionality of λel to the product σel

P u × σel
U × 1

σel (see Equation 3.35).
That is, if one polaron contribution to electrical conductivity (either σel

P u or σel
U ) is null, thermal

conductivity will also be null. Therefore, even though at x = 0.08, the contribution from Pu3+

is at its maximum at y = 0.85, the contribution from U5+ is null.
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Figure 3.25: Variation of both electrical (a,b,c,d) and thermal conductivity (e,f,g,h) with
both deviation from stoichiometry (a,b,e,f) and plutonium content (c,d,g,h).

.

This implies null thermal conductivity. Instead, thermal conductivity is at its maximum,
where the product σel

P u × σel
U exhibits its maximum (i. e. where both σel

P u(y) and σel
U (y) curves

cross each other).

Oxygen content dependency

The electrical conductivity variation with deviation from stoichiometry x depends on
plutonium content: σel decreases with x for low plutonium contents and increases with x for
high plutonium contents (see Figures 3.25 (a) and (b)).
Indeed, for low plutonium contents, σel ≈ σel

U , whereas σel ≈ σel
P u, when plutonium content

is high. Since the concentration of Pu3+ polarons increases with x, σel ≈ σel
P u is also an

increasing function of x. The opposite is observed for cU5+ , which decreases with x.

Thermal conductivity, however decreases with x no matter the plutonium content. This
is, once again, due to the thermal conductivity proportionality to the product of each polaron
contribution to electrical conductivity.
λel further decreases with x due to its proportionality to the polaron enthalpy λel(x) ∝ H(x)2,
which is a decreasing linear function of x (see Equation 3.65).
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3.3.8.1 Sensitivity analysis on the chemical composition

The reduced sensitivity coefficients: X∗
x(λel) = ∂λel

∂x
·x and X∗

y (λel) = ∂λel

∂y
·y are shown in Figure

3.26.
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Figure 3.26: Variation of the electronic thermal conductivity model’s reduced sensitivity
coefficients X∗

x(λel) (solid lines) and X∗
y (λel) (dashed lines) with stoichiometry (a, c), and with

plutonium content (b, d).

The electron contribution λel exhibits more sensitivity to variations in plutonium con-
tent than to oxygen, as in most cases, |X∗

y | > |X∗
x|.

This is the opposite to the thermal conductivity due to phonons λph, which is more sensitive
to variations in stoichiometry than to plutonium.
The model sensitivity to plutonium content is shown to decrease with deviation from stoichiom-
etry. Indeed, increasing the deviation from stoichiometry increases the number of extrinsically
created Pu3+ polarons, compared to the intrinsic ones. The Pu3+ contribution σel

P u is, therefore
more likely to be affected by the deviation from stoichiometry than by plutonium content.
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3.3.9 Conclusion on the electron contribution to thermal conduc-
tivity

Thermal conductivity due to electrons was modeled by the ambipolar contribution (see
Equation 3.35) in Price’s initial model for a classical semi-conductor [145].

To compute λel, knowledge of the electrical conductivity σel and the polaron creation
enthalpy H was required.
To model σel, the theoretical equation of Heikes and Ure was used for its success in describing
electrical properties of oxide actinides [147, 149, 150, 152, 171] and other systems [172–175].
However, when applied to MOX, Heikes and Ure’s model led to three essential observations:

1. any polaron (Pu or U) hops with the same migration energy
2. polarons can exhibit mixed-element and like-element hopping
3. MOX is an ideal solid solution

Literature data on MOX fuel [113] and other ternary systems [156, 157] proved that obser-
vations (1) and (2) are not likely to hold for MOX fuel. The model of Heikes and Ure for
binary systems was thus modified. Observation (3) was however confirmed by calculating the
short-range order parameter of MOX fuel, which showed low deviations from the ideal
solid solution.

Due to missing experimental or simulated data on the model parameters, those were es-
timated by inverse methods, using available experimental data on electrical conductivity of
MOX.
Sensitivity analysis showed strong correlations between the parameters, therefore yielding high
standard errors, related to the parameter estimations.

The effect of both plutonium and oxygen content on electrical and thermal conductivity
was studied. The thermal conductivity variation with plutonium content is a
parabola with a maximum, which depends on stoichiometry: at x = 0 thermal
conductivity reaches its maximum at y = 0.45, whereas for x = 0.08, it is reached for y = 0.55.
The maximum of thermal conductivity is reached, where the product σel

P u(y) × σel
U (y) exhibits

its maximum. Deviation from stoichiometry contributes to decrease thermal conductivity, due
to (1): a decreasing creation enthalpy with x, (2): a decreasing σel

U with x.

Sensitivity analysis on the chemical composition, led to the second remarkable conclu-
sion: the electronic contribution to thermal conductivity is more sensitive to
variations in plutonium than to oxygen content. Increasing the deviation from
stoichiometry, however decreases the effect of plutonium content, due to the extrinsically
created Pu3+ polarons, which are rather driven by the stoichiometry than by plutonium.

Now that both phonon and electron contributions to thermal conductivity have been
studied, we will study the final contribution to thermal conductivity, considered in this work:
radiative contribution (i. e. from photons).
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3.4 Photon contribution to thermal conductivity

3.4.1 Introduction to heat transfer by photons
Let us recall the three different mode of heat transport in solids :

• Conduction: heat is transported by mutual molecule shocks, transmitting their kinetic
energy from one to another.

• Convection: heat it transported generally between fluids. It associates the conduction
and the mass transport and depends strongly on the fluid’s flow velocity.

• Radiation: heat is transported, without any physical support, through electromagnetic
waves. This heat transfer is extremely rapid (i. e. 300 000 km s−1 in void) .

In this section we are interested in the last mode of heat transport: radiation. At temperatures
higher than the absolute zero (T > 0 K), every body emits electromagnetic waves. The latter
cover a large spectral domain, with wavelengths from 10−14 m to 106 m. Those resulting from a
body’s molecules’ vibration are restricted to a spectral domain covering wavelengths from 10−7

m to 10−4 m (i. e. 0.1 µm to 100 µm). This spectral domain is also called "thermal radiation"
domain. Media have multiple ways of interacting with an electromagnetic wave. A medium is
defined as opaque, transparent or semi-transparent, depending on its behavior with respect to
the electromagnetic wave traveling through it. We, thus define those media as follows:

• Transparent: the medium does not interact with the electromagnetic wave. The latter
passes through without any trajectory or energy loss.

• Opaque: the medium "stops" the electromagnetic wave on its surface. In other words,
this medium is such that the penetration distance of the electromagnetic wave is much
smaller than a characteristic dimension of the medium. We, thus, consider, that all
phenomena (absorption, reflection and emission) occur at the surface.

• Semi-transparent : the medium is such that the electromagnetic wave can travel a long
distance before being absorbed. Here, absorption, reflection and emission are considered
to be volumetric phenomena.

In the framework of this doctoral research, we are interested in the MOX fuel’s behavior with
respect to thermal radiation. MOX fuel is a semi-transparent medium and thus in the following
sections, a particular attention is going to be made on the study of semi-transparent media.

3.4.2 Modeling: state of the art

3.4.2.1 Semi-empirical approaches

Most radiative thermal conductivity estimates for MOX fuel are based on the following semi-
empirical equation [2, 176]:

λrad = DT 3 (3.66)

where D is a constant, fitted to thermal conductivity experimental data by the least-squares
method. To optimize the D constant, authors [2, 176] use thermal conductivity experimental
data, from which they remove the phonon contribution, by fitting it to 1/(A + BT ). They
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thus consider that thermal conductivity at high temperature is only due to photons, and thus
do not consider any electronic contribution. The physical meaning of D is therefore biased
by the strong assumption that electrons do not contribute to thermal conductivity at high
temperature. Furthermore, no stoichiometry, nor plutonium content effect is included.

Author (year) D (W K−4 m−1)
Martin (1982) [176] 78.90 ·10−12

Philipponneau (2000) [2] 76.38 ·10−12

Table 3.10: Reported D constant in Equation 3.66 for MOX fuel [2, 176]

3.4.2.2 Rosseland approximation

Another approach to estimate radiative thermal conductivity is to use the optically thick limit
of the radiative transport equation [177]:

λrad = 16n2σB

3βR

· T 3 (3.67)

where:

n : refractive index of the media (-)
σB : Stefan-Boltzmann constant = 5.67 × 10−8 (W m−2 K−4)
βR : mean Rosseland extinction coefficient (m−1)
T : temperature (K)

The mean extinction coefficient is the average of the spectral extinction coefficients denoted βλ

over the Planck distribution of the radiation and is calculated as follows:

(βR)−1 =
∫∞

0 (βλ)−1 d(n2
λφ0

λ)
dT

dλ∫∞
0

d(n2
λ

φ0
λ

)
dT

dλ
=
∫ ∞

0

1
βλ

πh2c3

2n5σBλ6kT 5

exp
(

hc
nλkT

)
(
exp

(
hc

nλkT

)
− 1

)2 dλ (3.68)

Where:

βλ : monochromatic extinction coefficient (m−1)
nλ : monochromatic refractive index (-)
φ0

λ : black body’s monochromatic emittance (m)
λ : wavelength (m)
c : speed of light in the medium (m s−1)
h : Planck constant (J s)
σB : Stefan-Boltzmann constant = 5.67 × 10−8 (W m−2 K−4)

The Rosseland approximation is valid for samples with thick optical lengths. The optical length
is the product of the extinction coefficient and the geometrical length of the sample.
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Bates [177] was the first to apply the Rosseland approximation for UO2 in 1961. Since then,
other subsequent studies on the application of the Rosseland approximation for UO2 were
reported [139, 147, 178–184].
Other authors [182, 183] have opposed the validity of this approximation while assessing the
radiative thermal conductivity of mono-crystals. Viskanta et al. [182] used exact, gray radiative
transfer calculations and concluded that the optically thick limit approximation for mono-
crystals yielded results far more different than those obtained with the more rigorous transport
equation. Indeed, mono-crystals have a low extinction coefficient. It is therefore difficult to
obtain a thick optical length even with high geometrical sample lengths.
However, for poly-crystals scattering by grain boundaries make the extinction coefficient big
enough to yield thick optical lengths and thus validating the Rosseland approximation [183].

3.4.2.3 Approach, used in this work

In the framework of this work, the thermal conductivity experimental data, used to validate
the thermal conductivity model only covers poly-crystals. Given the validity of the Rosseland
approximation for poly-crystals, to compute radiative thermal conductivity, we use Equation
3.67.

3.4.3 Computation of photon contribution to thermal conductivity

3.4.3.1 Refraction index

The refractive index n in equation 3.67 is considered to be diffuse (i. e. does not depend on
wavelength), and temperature independent (nλ(T ) ≈ n). Hyland [147] has mentioned the work
of Bober et al. [184] on directional spherical reflectivity measurements of UO2, from which
it can be deduced that the refractive index of UO2 is independent of both wavelength and
temperature.
The refractive index n is, thus, estimated to the value of 2.25.

3.4.3.2 Rosseland extinction coefficient

As the mean Rosseland extinction coefficient is an average value over the Planck distribu-
tion, one needs experimental data of the spectral extinction coefficient βλ. Numerous mea-
surements of the spectral extinction coefficient βλ of UO2 were reported in the literature
[178, 179, 181, 184, 185]. Some of those measurements only cover mono-crystals of UO2
[178, 185] and others cover also poly-crystals [179, 181, 184].
The spectral extinction coefficient βλ is needed over the range of wavelengths: 0 < λ < ∞.
Measurements however could not be based on an infinite range. The evaluation of βR should
be restrained to a certain finite range of wavelengths.
Browning [178], reported the range, which allows a reliable estimate of βR (see Table 3.11).
According to extinction coefficient measurements on UO2 [178, 181, 185], λ = 0.6 µm corre-
sponds to the absorption edge of UO2, meaning that at λ = 0.6 µm, the extinction coefficient
becomes infinite.
Therefore, to estimate βR in a more accurate way, experimental data beyond the absorption
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T (K) λmin (µm) λmax (µm)
300 1.12 63.1
1200 0.23 15.0
3000 0.09 6.3

Table 3.11: Finite wavelength range for the calculation of βR, per temperature, reported by
Browning [178]

edge is required.
As until 1980, the year of Browning’s study, no experimental data beyond the absorption edge
was available, Browning took an average value β̄(λ < 0.6 µm) to calculate βR. He proved that
βR strongly depends on β̄(λ < 0.6 µm) for T > 1000 K.
In 1981, however, Bober et al. [184], made directional spherical reflectivity measurements on
UO2, in the range λ < 0.6 µm from which one can obtain a proper value of β̄(λ < 0.6 µm) and
a proper variation of the refractive index with both wavelength and temperature.
According to their work, β̄(λ < 0.6 µm) is of the order of 105 cm−1 independently of the
temperature and it is shown that the refractive index is independent of the wavelength. Thus
using the proper value of β̄(λ < 0.6 µm) from Bober et al.’s work, Hyland [147] calculated the
Rosseland mean extinction coefficient (see Table 3.12).
In this work, as no data on MOX fuel is available to our knowledge, we make the assumption
that Hyland’s reported βR stands for MOX fuel. We fitted an empirical equation on
βR(T ) from Table 3.12:

βR(T ) = 3.405 · 10−6 · T 2.965 + 1.729 · 104 (3.69)

where βR is given in (m−1).
As mentioned by Hyland [147], the βR values reported in Table 3.12 should be considered as
lower limits for two reasons:

1. The spectral extinction coefficient measurements βλ [178] from which βR was deduced,
correspond to those at ambient temperature. The temperature dependency of βR

(see Table 3.12) arises solely from averaging over the Planck distribution, which adds a
T 5 term (see Equation 3.68)

2. The spectral extinction coefficient measurements βλ [178] from which βR was deduced
were performed on single crystals, the absorbance of which is lower than that of poly
crystals, due to the absence of scattering by grain boundaries.

Since radiative thermal conductivity is inversely proportional to βR, underestimating βR leads
to overestimate λrad. Estimates of λrad in this work correspond to possible upper

T (K) 1000 1500 2000 2500 3000
βR (cm−1) 190 275 385 570 865

Table 3.12: Mean Rosseland extinction coefficient, as calculated by Hyland [147], using Bober
et al.’s value for β̄(λ < 0.6 µm) [184]
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limits.

3.4.4 Conclusion on the photon contribution to thermal conductiv-
ity

Radiative thermal conductivity was computed, using the Rosseland approximation (see
Equation 3.67). The semi-empirical models were not considered in this work, as they are based
on the unjustified assumption that electrons do not contribute to thermal conductivity at high
temperature.

To compute λrad, we used refractive index data, reported for UO2 in [184], and the
mean Rosseland extinction coefficient, reported by Hyland [147], based on Bober et al.’s data
for βλ beyond the absorption edge (i. e. λ < 0.6 µm) [184].
None of these properties depend on oxygen, or plutonium content, as to our knowledge, no
such experimental data was reported for MOX fuel.
Optical property measurements on MOX fuel were proposed in the framework of the ESFR-
SIMPLE project.
This data will be used in the future to validate the assumption, used in this work
that UO2 and MOX systems have similar optical properties.

A particular attention should be payed to the mean Rosseland extinction coefficient βR,
which due to βλ measurements, performed on single crystals and at ambient temperature,
corresponds to its lower limits βmin

R . The latter thus lead to overestimate radiative thermal
conductivity. A more accurate estimate of λrad would require spectral βλ measurements for
poly crystals and for different temperatures.
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3.5 Computation of the thermal conductivity of
(U,Pu)O2

Total thermal conductivity is computed as follows:

λ = 1
π2a3θD

12(3 − x)vp
2h

Γ + γ2
∞n2/3

a

B∗Mθ3
DVa

1/3 · T

︸ ︷︷ ︸
λph

+
(

k

e

)2

T
σel

P uσel
U

σel

(
H · 1.6 · 10−19

kT

)2

︸ ︷︷ ︸
λel

+ 16n2σB

3βR

· T 3

︸ ︷︷ ︸
λrad

(3.70)

where:
λ : thermal conductivity (W m−1 K−1)
T : temperature (K)
x : deviation from stoichiometry in U1–yPuyO2–x
e : elementary charge = 1.6 · 10−19 (C)
h : Planck constant = 6.63 · 10−34 (J s)
k : Boltzmann constant = 1.38 · 10−23 (J K−1)
σB : Stefan-Boltzmann constant = 5.67 × 10−8 (W m−2 K−4)
a : lattice parameter (m), see Equation C.8 in Annex C.3
θD : Debye temperature (K), see Equation 3.10 in Section 3.2.3.1
vp : mean phonon velocity (m s−1), see Equation 3.11 in Section 3.2.3.2
Γ : scattering cross section (-), see Equation 3.15 in Section 3.2.3.4
γ∞ : high-temperature Gruneisen parameter (-), derived by γ∞ = γ(θD) with γ, given by

Equation 3.14 in Section 3.2.3.3
M : mean atomic mass of the compound (here in g mol−1): (1−y)MU +yMP u+(2−x)MO

3
Va : mean atomic volume (here in Å3), Va = (a·1010)3

4(3−x) , where a is the lattice parameter in
(m)

na : number of atoms per unit cell = 4(3 − x)
B∗ : constant (-) given by Equation 3.24 in Section 3.2.4
σel : total electrical conductivity σel = σel

P u + σel
U (S m−1), see Equation 3.58 in Section

3.3.4.4
σel

P u : plutonium contribution to electrical conductivity (S m−1), Equation 3.59, Section
3.3.4.4

σel
U : uranium contribution to electrical conductivity (S m−1), Equation 3.60, Section 3.3.4.4

H : creation enthalpy of the polarons (eV), see Table 3.9
n : refractive index of the medium (-), see Section 3.4.3.1
βR : mean Rosseland extinction coefficient (m−1), see Equation 3.69 in Section 3.4.3.2

The model is valid for deviations from stoichiometry, such that x < y/2, where y is the pluto-
nium content, and temperatures, above the Debye temperature: T > θD.
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3.5.1 Effect of temperature
We briefly recall the temperature variation of each term:

λph(T ) ∝ T −1

σel
P u(T ), σel

U (T ) and σel(T ) ∝ T −1 exp(T −1)

λel(T ) ∝ T · σel
P u(T ) × σel

U (T )
σel(T ) · T −2 ∝ T −2 exp(T −1)

λrad(T ) ∝ T 3
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Figure 3.27: Variation with temperature, of the three elementary contributions λph (dotted
lines), λel (dash-dotted lines) and λrad (dashed lines), together with the total λ (solid lines).

As shown in Figure 3.27, regardless of the chemical composition, the phonon contribution
to thermal conductivity is higher than both electron and photon contributions in the whole
temperature region (i. e. here T ∈ [θD − 3000] K).
Even though, λel and λrad both increase with temperature, the phonon contribution decreases.
This decrease thus compensates for the increase due to λel and λrad, therefore leading to a
rather constant thermal conductivity at high temperature.

We also observe that the radiative thermal conductivity is comparable to the electronic
one in the range y ∈ [0.30 − 0.60] (i. e. in the range where the electronic contribution
exhibits a maximum) and at x = 0. For plutonium contents outside this range, the radiative
contribution is higher.
At x = 0.08 however, electronic thermal conductivity is close to 0 and radiative thermal
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conductivity drives the temperature variation of thermal conductivity at high temperatures.

However, as mentioned in Section 3.4.3.2, due to a possible underestimation of the mean
Rosseland coefficient, the radiative thermal conductivity, as computed in this work, might be
overestimated.
In addition to an overestimation of the radiative contribution, there is another difficulty in
making an accurate comparison of electronic and radiative contributions: the uncertainty,
associated with estimating the migration energies Em(Pu) and Em(U) in the electronic
term, due to missing electrical conductivity experimental data above 1400 K.

Confirmation for the uncertainties, related to the electronic term is the particular tem-
perature profile of both electrical and thermal conductivity.
As shown in Figure 3.28, the electronic thermal conductivity term presents an inflection point,
regardless of plutonium content.
This inflection point originates from the electrical conductivity profile.
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Figure 3.28: Electrical conductivity variation with temperature, as observed experimentally
for MOX [159], UO2 [181] and PuO2 [186] and as modeled in this work (for MOX) and in the
work of Delette et al. [152] (for UO2).

Indeed, as shown in Figure 3.28, experimental data on electrical conductivity of MOX fuel,
regardless of plutonium content, yield an importance increase in the range T ∈ [900 − 1400] K.
At those temperatures, both UO2 and PuO2 show zero electrical conductivity. It therefore does
not seem impossible that an inflection point appears in the electrical conductivity temperature
variation, since the latter exhibits a very rapid increase at low temperatures, which may be
saturated at rather low temperatures (here around 1500 K).
To date, due to missing data at high temperatures, we could not confirm if the inflection point
is driven by a real physical phenomenon or to modeling uncertainties, such as omitting the
mixed-element Pu-U hopping term in the electrical conductivity model.
Indeed, a third contribution in the electrical conductivity model may compensate for the
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inflection point effect. However, including Pu-U mixed element hopping also adds a supple-
mentary model parameter: the migration energy of the Pu-U hopping.
This therefore adds further difficulties in optimization, given the low number of experimental
data, covering only low temperatures.
This further justifies the need for electrical conductivity measurements at temperatures, which
are not covered by the present data (i. e. T > 1380 K).

To further detail the discussion around the inflection point we need to mention the ef-
fect of the H parameter.
Indeed, we saw that thermal conductivity depends on electrical conductivity, but is also
directly proportional to the polaron creation enthalpy H. The latter therefore not only appears
in the expression for electrical conductivity, but is also an intrinsic parameter of the electronic
thermal conductivity model.
If the electrical conductivity’s temperature profile is responsible for the inflection point in
λel(T ), the H parameter may contribute to further increase or decrease the amplitude of λel.
To illustrate this discussion, we plotted the temperature variation of both σel and λel, for
different model parameters: H ∈ [1 − 1.5] eV, S

k
∈ [2 − 6], Em(Pu) ∈ [0.1 − 0.3] eV and

Em(U) ∈ [0.1 − 0.3] eV (see Figure 3.29).
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Figure 3.29: Electrical (in red) and thermal (in blue) conductivity variation with temperature,
for different model parameters. The H, Em(Pu) and Em(U) parameters are expressed in eV,
whereas S/k, where k is the Boltzmann constant, is unit-less.
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The effect of S, Em(Pu), Em(U) is the same on both electrical and thermal conductivity.
That is, increasing the migration energies decreases both electrical and thermal conductivity,
whereas increasing the polaron creation entropy S increases both σel and λel.
The effect of H is however different. Increasing H leads to a decrease in σel, but to an increase
in λel.
We recall that H is the energy, needed for the polaron creation. Therefore, the lower H, the
"easier" the polaron creation. However, thermal conductivity is due to the recombination of
the polarons.
During recombination, the energy needed for the creation of the polarons is then transformed
into thermal energy. Therefore, if polarons need less energy to be created, they will also supply
less thermal energy during recombination.
This is why, thermal conductivity is directly proportional to the polaron creation energy.

As shown in Figure 3.29, increasing H leads to a shift of the inflection point to higher
temperatures. Therefore, increasing H allows to yield a rather monotone increase in thermal
conductivity. It does not however mean that the inflection point does not appear. It does
appear, but at higher temperatures.

If increasing H allows to solve the inflection point problematic, in the temperature
range T ∈ [298 − 3000] K, it however shifts the electrical conductivity σel(T ) curve to the
right. In other words, electrical conductivity would start its exponential increase at higher
temperatures.
This however may not be consistent with electrical conductivity measurements, which show a
great increase at rather low temperatures. This observation therefore highlights the difficulty
in satisfying both (1): a monotone increase in thermal conductivity (i. e. without inflection
point) and (2): consistency with electrical conductivity experimental data.
This difficulty will be described in details in the following chapter.

The capacity of the migration energies to "delay" the inflection point (i. e. to shift it
to higher temperatures) is however less obvious. Indeed, as shown in Figure 3.29, the Em(Pu)
and Em(U) parameters contribute to moderate the amplitude of both σel and λel, therefore
shifting the curves up and down, but they do not seem to shift the curves to the right (i. e.
to moderate the inflection point). The S parameter however can, together with H, contribute
to shift the inflection point to higher temperatures.

It should be mentioned that the available semi-empirical models for the electronic ther-
mal conductivity [3–6, 33] for MOX, do not show any inflection point.
Indeed, those models are calibrated using only thermal conductivity experimental data, since
electrical conductivity is not an input property to those models.
Since experimental thermal conductivity does not show an inflection point, but rather a
monotone increase with temperature, the semi-empirical models also show a monotone increase
with temperature.
Nevertheless, in the next chapter it will be seen that the experimental temperature variation
of thermal conductivity above 2200 K is associated with great uncertainties, due to the use of
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a heat capacity model, valid only up to 2500 K.
Indeed, most measurements on thermal conductivity are based on thermal diffusivity measure-
ments, multiplied by a heat capacity model and density. In the next chapter, we will see that
the temperature variation of thermal conductivity above 2000 K is driven by the temperature
variation of heat capacity, since thermal diffusivity shows a rather constant temperature
dependency.
The unique use of thermal conductivity experimental data to provide empirical models
for thermal conductivity, especially above 2200 K, can therefore lead to high modeling
uncertainties, given the uncertainty on the heat capacity model.

3.5.2 Effect of chemical composition
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Figure 3.30: Variation of the phonon (solid lines) and electron (dashed lines) terms with
deviation from stoichiometry (a, b) and plutonium content (c, d), together with the total
thermal conductivity (dotted lines) (e,f,g,h).

After studying the particularity of the temperature variation of both electrical and thermal
conductivity, here we will show the effect of chemical composition.
As shown in Figure 3.30, the variation of the total thermal conductivity with x is mostly
driven by the phonon term’s variations with x, regardless of the temperature.
Indeed, irrespective of temperature, the sensitivity of the phonon term on x is higher than
that of the electron term.
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Uncertainties in model predictions, associated with stoichiometry uncertainties are
therefore mainly driven by the phonon contribution to thermal conductivity, regardless of
the temperature.

On the other hand, the variation of λ with plutonium content depends on temperature.
Increasing temperature, increases the electronic contribution and decreases the phonon one.
The variation of λel with y thus drives the overall variation with y of λ, at high temperatures
(i. e. T > 1500 K).
However, for temperatures lower than 1500 K, the electronic contribution is almost null. The
overall variation of λ with plutonium content is thus mainly driven by the phonon contribution.

3.6 Identification of experimental data to reduce model
uncertainties

In this chapter, we performed several sensitivity analysis on both chemical composition and
model parameters. The former led to some important conclusions in terms of model
uncertainty reduction.
Based on those conclusions, in this section we propose complementary experimental data to
reduce uncertainties, associated with chemical composition, parameter estimation by inverse
methods and material properties.

3.6.1 Uncertainties, associated with stoichiometry effect
Sensitivity analysis on the chemical composition effect on total thermal conductivity (see Fig-
ure 3.31), reveals that the sensitivity coefficient of λph to stoichiometry x is higher than that
of λel: |X∗

x(λph)| > |X∗
x(λel)|. This holds even at high temperatures (T = 2500 K, where the

phonon contribution is relatively low.
Furthermore, we also observe that increasing plutonium content, increases the phonon
model sensitivity to stoichiometry, as already pointed out in Section 3.2.3.6.
Therefore, to reduce model uncertainties, due to stoichiometry, experimental data at low tem-
peratures (T < 1500 K), on highly hypostoichiometric MOX fuel (x > 0.05) and high plutonium
content y > 0.3 is required.

3.6.2 Uncertainties, associated with plutonium content effect
Contrary to the effect of stoichiometry, which mainly impacts the phonon term in the whole
temperature range, the effect of plutonium depends on temperature.
At low temperatures, the variations with y of the total λ are driven by the phonon term, while
at high temperatures, the electron term is responsible for the overall λ variations with y.
However, both phonon and electron terms’ sensitivity to y increases with plutonium con-
tent and decreases with deviation from stoichiometry.
Most experimental data, used to provide semi-empirical thermal conductivity models are
based on experimental data, covering low plutonium contents (i. e. y ∈ [0.1 − 0.3])
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[3, 4, 33, 107, 118, 122]. However, for low plutonium contents (no matter the deviation from
stoichiometry), the effect of plutonium content is negligible to that of deviation from stoichiom-
etry.
To decrease model uncertainty, related to the effect of plutonium content, experimental data
on MOX fuels with high plutonium content and low deviation from stoichiometry should be
provided and used to validate theoretical models or develop semi-empirical correlations.

3.6.3 Uncertainties, associated with parameter estimation
In the temperature range of the available electrical conductivity experimental data, the elec-
trical conductivity model shows very low sensitivity to Em(Pu) and Em(U). Their estimation
by inverse methods therefore leads to relative standard deviations of more than 2000 %. To
reduce model uncertainties, associated with the migration energies, electrical conductivity ex-
perimental data at high temperatures (i. e. > 1500 K) is required.
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3.6.4 Uncertainties, associated with material properties

3.6.4.1 Phonon properties

As seen in Section 3.2.5.3, Debye temperature and Gruneisen parameter are the driving
model parameters in the phonon term λph. These were evaluated, using measured material
properties: lattice parameter a, longitudinal and transverse components of the sound velocity
Vl and Vt, thermal expansion α, isothermal bulk modulus KT , heat capacity Cv.

Debye temperature and its associated material properties

Sensitivity analysis on those properties concluded that to reduce uncertainties, associ-
ated with Debye temperature, the lattice parameter and the transverse component of the
sound velocity should be determined with the highest precision. The longitudinal
component Vl does not seem to induce uncertainties in θD.
In this work, we used Hirooka and Kato’s [126] empirical correlation for Vt, which is valid in
the range x ∈ [0 − 0.04] and y ∈ [0 − 1]. If this correlation covers the whole plutonium content
range, stoichiometry is however limited to rather low deviations from stoichiometry.
To reduce uncertainties, associated with the effect of stoichiometry on Vt, experimental data,
covering higher deviations from stoichiometry x are required.
As for the lattice parameter, Kato et al.’s experimental correlation was used in this work
[187]. The latter is based on various measurements, covering the whole plutonium and oxygen
content range of interest: y ∈ [0 − 1] and x ∈ [0 − 0.08].
Uncertainties, associated with the lattice parameter therefore should be low.

Gruneisen parameter and its associated material properties

The lattice parameter was shown to induce twice more variations in Gruneisen pa-
rameter than the other material properties, from which it was deduced (i. e. KT , α, Cv).
The latter however do not have null sensitivity coefficients, which shows that they also should
be determined with high precision to avoid uncertainties in γ∞.

3.6.4.2 Optical properties

To compute βR from Equation 3.68, knowledge of the spectral extinction coefficient βλ is needed.
In this work, we used Hyland’s vales for βR, based on Browning’s spectral βλ measurements on
UO2.
However, the latter were performed on (1): single crystals and (2): correspond to those at
ambient temperature. The βλ values so-obtained therefore possibly underestimate the real βλ.
The radiative thermal conductivity, computed in this work, is therefore overestimated.
To make an accurate estimate of λrad, spectral extinction coefficient measurements on poly
crystals and for temperatures, other than the ambient temperature. are required.
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3.7 Conclusion and perspectives
In this chapter, we saw how chemical composition can affect thermal conductivity at both low
(< 1500 K) and high temperatures (> 1500 K), through the use of low computational cost
theoretical models.
The interest in using these models lies in their application, using known material properties:
thermal expansion, bulk modulus, heat capacity, extinction coefficient etc..
Even though the electronic contribution requires knowledge of more complex properties (i. e.
the migration energies of the polarons or the creation enthalpy and entropy of the polarons),
the use of inverse methods allowed to estimate the values of those parameters, using electrical
conductivity experimental data.

This chapter revealed pioneering results, concerning the correlated effects of pluto-
nium and oxygen content on thermal conductivity.
Plutonium content amplifies the effect of stoichiometry, on the phonon contribution to thermal
conductivity. This was explained as being due to the Pu3+ cations, the fractional occupancy
of which is proportional to the deviation from stoichiometry x, and the phonon scattering
strength of which increases with plutonium content due to the increasing radius difference
between the Pu3+ cation and the (U, Pu) sub-lattice with plutonium content.
Another reason for the correlated plutonium-oxygen content effect arises from how stoichiom-
etry affects the plutonium content dependency of the phonon contribution. We showed that
increasing deviation from stoichiometry, induced a shift of the plutonium content, at which
thermal conductivity assumes a minimum, to higher plutonium content values.
That is, at x = 0.08, the minimum of the phonon thermal conductivity is observed around
y = 0.85, whereas at x = 0, this minimum is situated around y = 0.15. This was, once again,
explained by the Pu3+ cations, which drive the phonon scattering for high deviations from
stoichiometry.
We saw that the correlated plutonium-oxygen content effects do not concern only the phonon
contribution but also the electronic one. Indeed, increasing deviation from stoichiometry
decreases the effect of plutonium content, due to the extrinsic creation of Pu3+ polarons,
which outweighs the plutonium content-dependent intrinsic creation of Pu3+.
We also saw that increasing deviation from stoichiometry increases the contribution of the
plutonium polaron. The migration energy of the latter is of crucial interest to avoid uncertain-
ties, related to modeling the effect of stoichiometry on electrical and thermal conductivity.
The importance of considering the correlated plutonium-oxygen content effects on thermal
conductivity is crucial in fast reactor applications. Indeed, we saw that important plutonium
and oxygen redistribution occurs due to high temperature radial gradient. Plutonium redis-
tributes towards the center of the fuel pellet, whereas oxygen -to the fuel periphery. Modeling
those correlated effects therefore allows to provide a more accurate estimate of the fuel local
temperature. Semi-empirical approaches do not account for this effect and can therefore yield
important uncertainties, when used in fuel performance codes to simulate FNR irradiations.

Sensitivity analysis on the chemical composition of both the phonon and electronic con-
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tributions revealed that phonons are more sensitive to oxygen vacancies, whereas the polarons
to plutonium content.
This chapter also highlighted the model sensitivity to the parameters. Through sensitivity
analysis, we concluded that the phonon contribution is mainly driven by Debye temperature
and Gruneisen parameter, whereas the electronic contribution by the creation enthalpy and
entropy of the polarons. The importance of the migration energy of the polarons increases
with temperature. Based on those observations, to reduce uncertainties, associated with the
model parameters, supplementary experimental data was proposed in Section 3.6.4.1 for θD

and γ and Section 3.6.3 for the migration energies.

This chapter reveled the uncertainties, associated with the electronic and radiative ther-
mal conductivity.
Radiative thermal conductivity was shown to be underestimated, due to an overestimation
of the mean Rosseland extinction coefficient. This led to the perspective of performing
extinction coefficient measurements on MOX fuels.
On the other hand, due to missing electrical conductivity experimental data for temperatures
higher than 1400 K, the temperature variation of both electrical and thermal conductivity
conductivity is uncertain. This revealed one of the major perspectives of this chapter: perform
measurements of electrical conductivity at temperatures above 1380 K.
Indeed, we observed a particular temperature variation of both electrical and thermal conduc-
tivity, involving an inflection point at rather low temperatures.
We showed that among the four electronic model parameters, the polaron creation enthalpy
H can contribute to deal with the inflection point problem by increasing its value,
therefore yielding an almost monotone increase of λel with temperatures.
We have also found that dealing with the inflection point problem can be accompanied by a
reduction in the consistency of the electrical conductivity model with measurements.
In addition to identifying the main parameters, responsible for the inflection point, we also
identified possible modeling uncertainties, such as assuming that mixed-element Pu-U hopping
is not likely to occur. However, adding another contribution also adds another model
parameter: the migration energy of the Pu-U polaron. To estimate the latter by
inverse methods, the available electrical conductivity experimental data is not sufficient. This
further confirms the need for supplementary experimental data above 1380 K.
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3.8 Conclusion et perspectives du chapitre
Dans ce chapitre, nous avons vu comment la composition chimique peut affecter la conductivité
thermique à la fois à basse (< 1500 K) et à haute température (> 1500 K), grâce à l’utilisation
de modèles théoriques à faible coût de calcul. Il est intéressant d’utiliser ces modèles car leur
application nécessite la connaissance de propriétés connues du combustible MOX: expansion
thermique, module d’élasticité isostatique, capacité thermique, coefficient d’extinction etc..
Même si la contribution électronique nécessite la connaissance de propriétés plus complexes (i.
e. les énergies de migration des polarons ou l’enthalpie et l’entropie de création des polarons),
l’utilisation de méthodes inverses a permis d’estimer les valeurs de ces paramètres, en utilisant
des données expérimentales de conductivité électrique.

Ce chapitre a révélé des résultats novateurs concernant les effets corrélés de la teneur
en plutonium et en oxygène sur la conductivité thermique.
La teneur en plutonium amplifie l’effet de la stœchiométrie sur la contribution des phonons
à la conductivité thermique. Ceci a été expliqué comme étant dû aux cations Pu3+, dont la
fraction est proportionnelle à l’écart à la stœchiométrie x, et dont la force de diffusion des
phonons augmente avec la teneur en plutonium en raison de l’augmentation avec la teneur en
plutonium de la différence de rayon ionique entre le cation Pu3+ et le sous-réseau (U, Pu). Une
autre raison de l’effet corrélé de la teneur en plutonium et en oxygène tient à la manière dont la
stœchiométrie affecte la dépendance à la teneur en plutonium de la conductivité phononique.
Nous avons montré qu’un écart croissant par rapport à la stœchiométrie induit un déplacement
de la teneur en plutonium, à laquelle la conductivité thermique atteint un minimum, vers
des valeurs de teneur en plutonium plus élevées. C’est-à-dire qu’à x = 0.08, le minimum de
la conductivité thermique des phonons est observé autour de y = 0.85, alors qu’à x = 0, ce
minimum est situé autour de y = 0.15. Ceci s’explique, une fois de plus, par les cations Pu3+,
qui pilotent la diffusion des phonons pour des écarts importants à la stœchiométrie.
Nous avons vu que les effets corrélés de la teneur en plutonium et en oxygène ne concernent pas
seulement la contribution des phonons mais aussi celle des électrons. En effet, l’augmentation
de l’écart à la stœchiométrie diminue l’effet de la teneur en plutonium, en raison de la création
extrinsèque de polarons Pu3+, qui l’emporte sur la création intrinsèque de Pu3+ qui elle
dépend de la teneur en plutonium. Nous avons également vu qu’une déviation croissante de
la stœchiométrie augmente la contribution du polaron Pu3+. L’énergie de migration de ce
dernier est d’un intérêt crucial pour éviter les incertitudes liées à la modélisation de l’effet de
la stœchiométrie sur la conductivité électrique et thermique.

L’importance de prendre en compte les effets corrélés de la teneur en plutonium et en
oxygène sur la conductivité thermique est cruciale pour les applications dans les réacteurs à
neutrons rapides. En effet, nous avons vu qu’une redistribution importante du plutonium et
de l’oxygène se produit en raison d’un gradient radial de température élevé. Le plutonium se
redistribue vers le centre de la pastille de combustible, tandis que l’oxygène se déplace vers
la périphérie du combustible. La modélisation de ces effets corrélés permet donc de fournir
une estimation plus précise de la température locale du combustible. Les approches semi-
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empiriques ne tiennent pas compte de cet effet et peuvent donc donner lieu à d’importantes
incertitudes lorsqu’elles sont utilisées dans les codes de performance des combustibles pour
simuler des irradiations en RNR.

L’analyse de sensibilité à la composition chimique des contributions phononique et élec-
tronique a révélé que les phonons sont plus sensibles aux lacunes d’oxygène, tandis que les
polarons sont plus sensibles à la teneur en plutonium. Sur la base de ces observations, des
données expérimentales supplémentaires ont été proposées dans les sections 3.6.2 et 3.6.1
respectivement, afin de réduire les incertitudes du modèle associées à l’effet de la teneur en
plutonium et en oxygène.

Ce chapitre a également mis en évidence la sensibilité du modèle aux paramètres. Grâce à
l’analyse de sensibilité, nous avons conclu que la contribution des phonons est principalement
déterminée par la température de Debye et le paramètre de Gruneisen, tandis que la con-
tribution électronique est déterminée par l’enthalpie de création et l’entropie des polarons.
L’importance de l’énergie de migration des polarons augmente avec la température.

Ce chapitre a révélé les incertitudes associées à la conductivité thermique électronique
et radiative. Il a été démontré que la conductivité thermique radiative était sous-estimée, en
raison d’une surestimation du coefficient d’extinction moyen de Rosseland. Cela a conduit à la
perspective d’effectuer des mesures du coefficient d’extinction sur les combustibles
MOX. D’autre part, en raison de l’absence de données expérimentales sur la conductivité
électrique pour des températures supérieures à 1400 K, les variations en température de
la conductivité électrique et thermique sont entachées d’incertitudes. Ceci a révélé l’une
des principales perspectives de ce chapitre: effectuer des mesures de la conductivité
électrique à des températures supérieures à 1380 K. En effet, nous avons observé une
variation de température particulière de la conductivité électrique et thermique, impliquant
un point d’inflexion à des températures assez basses (autour de 1850 K). Nous avons montré
que parmi les quatre paramètres du modèle électronique, l’enthalpie de création de polarons
H peut contribuer à traiter le problème du point d’inflexion en augmentant sa
valeur, produisant ainsi une augmentation presque monotone de λel avec les températures,
comme prédit par la plupart des modèles empiriques. Nous avons également constaté que
si la gestion du problème du point d’inflexion permet de trouver une plus grande cohérence
avec les modèles empiriques, elle peut conduire à une diminution de la cohérence du modèle
de conductivité électrique avec les mesures associées. Outre l’identification des principaux
paramètres responsables du point d’inflexion, nous avons également identifié des incertitudes
de modélisation possibles, telles que l’hypothèse selon laquelle les sauts de Pu-U ne sont pas
susceptibles de se produire. En effet, l’ajout d’une troisième contribution peut contribuer à
augmenter l’amplitude de la conductivité électrique et thermique. Cependant, l’ajout d’une
autre contribution ajoute également un autre paramètre de modèle: l’énergie de
migration, associée au saut Pu-U. Pour estimer cette dernière par des méthodes inverses,
les données expérimentales de conductivité électrique disponibles ne sont pas suffisantes. Cela
confirme la nécessité de disposer de données expérimentales supplémentaires au-delà de 1380 K.
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Chapter 4

Calibration and validation of the model
on the available experimental data
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Summary
In the previous chapter, we presented the thermal conductivity model for the MOX fuel matrix.
In this chapter, we will proceed to the validation of this model, using the most up-to-data
experimental data on thermal conductivity of MOX fuels, provided by CEA, OECD, IAEA,
EU projects. This experimental data counts a total number of 6619 experimental (λi, Ti) points
and is presented in the beginning of this chapter. Comparison with experimental measurements
will reveal that the model, proposed in the previous chapter, systematically yields lower thermal
conductivity values than measurements. This observation will lead to:

1. the introduction of an empirical factor in the expression for the phonon term of thermal
conductivity

2. the simultaneous use of both electrical and thermal conductivity experimental data, to
provide new electronic parameters, using a Bayesian multi-objective cost function. This
optimization will show if electrical and thermal conductivity can be fitted at the same
time, with physical parameters, which was one of the concerns in the previous chapter.

3. the optimization of a new Rosseland extinction coefficient on electronic thermal con-
ductivity residuals (λel

exp − λel
mo), where exp and mo stand for experimental and model,

respectively.

Those three points are covered in three separate sections. At the end of this chapter, a de-
tailed comparison of the new thermal conductivity model with measurements will be done.
This comparison will focus on the consistency of the model with measurements, regarding the
temperature, plutonium and oxygen content variation of thermal conductivity. The comparison
between this work and other reported work on thermal conductivity will also be covered. This
chapter will be finished by a conclusion and some perspectives.

Résumé
Dans le chapitre précédent, nous avons présenté le modèle de conductivité thermique de la
matrice du combustible MOX. Dans ce chapitre, nous allons procéder à la validation de ce
modèle, en utilisant les données expérimentales les plus récentes sur la conductivité thermique
des combustibles MOX, provenant du CEA, de l’OCDE, de l’AIEA et de l’UE. Ces données
expérimentales comptent un nombre total de 6619 points expérimentaux (λi, Ti) et sont présen-
tées au début de ce chapitre. La comparaison avec les mesures expérimentales révèlera que le
modèle proposé dans le chapitre précédent donne systématiquement des valeurs de conductivité
thermique inférieures aux mesures. Cette observation conduira à:

1. l’introduction d’un facteur empirique dans l’expression du terme phononique de la con-
ductivité thermique

2. l’utilisation simultanée des données expérimentales de conductivité électrique et ther-
mique, pour fournir de nouveaux paramètres électroniques, en utilisant une fonction
de coût multi-objectif, basée sur le théorème de Bayes. Cette optimisation montrera si
la conductivité électrique et la conductivité thermique peuvent être ajustées en même
temps, avec des paramètres physiques, ce qui était l’une des préoccupations du chapitre
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précédent.

3. l’optimisation d’un nouveau coefficient d’extinction de Rosseland sur les résidus de con-
ductivité thermique électronique (λel

exp − λel
mo), où exp et mo signifient respectivement

expérimental et modèle.

Ces trois points sont traités dans trois sections distinctes. A la fin de ce chapitre, une compara-
ison détaillée du nouveau modèle de conductivité thermique avec les mesures sera effectuée.
Cette comparaison se concentrera sur la cohérence du modèle avec les mesures, en ce qui con-
cerne la variation de la conductivité thermique en fonction de la température, de la teneur en
plutonium et en oxygène. La comparaison entre ce travail et d’autres travaux sur la conductiv-
ité thermique sera également abordée. Ce chapitre se terminera par une conclusion et quelques
perspectives.
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4.1 Available experimental data on thermal conductivity
of MOX fuels

The experimental data, used for the validation of the model is provided by:

1. CEA [private com.]: 3844 measurement points
2. IAEA/Therpro [188]: 1415 measurement points
3. EU-projects (ESNII+ [189, 190], ESFR-SMART [108], PUMMA [109]): 1020 measure-

ment points
4. OECD/EGIFE [191–194]: 340 measurement points

making a total of 6619 measurement points (λi, Ti), covering:

• temperatures in the range T ∈ [323.2–3000] K
• plutonium contents in the range y ∈ [0–1]
• oxygen/metal ratios in the range O/M = 2 − x ∈ [1.9–2] (x, being the deviation from

stoichiometry)
• porosity in the range p ∈ [0.02–0.215]

Out of those 6619 measurement points, 586 are determined by direct techniques (radial heat
flow technique) and 6033 by indirect measurement techniques (Angstrom, Cowan, LAF
or CLASH) (see Annex H). Indirect measurements consist of measuring thermal diffusivity d,
heat capacity Cp and density ρ, therefore providing a measure of thermal conductivity, through:
λ = ρCpd. Heat capacity measurements are not systematically provided along with
thermal diffusivity measurements to deduce thermal conductivity. Therefore, the 6033
indirect (λi,Ti) points have been obtained by multiplying measured thermal diffusivity, density
and calculated heat capacity, based on Kopp law:

C
U1–yPuyO2–x
p = (1 − y) · CUO2

p + y · CPuO2
p − x

2 · CO2
p (4.1)

where the heat capacities of UO2 and PuO2 are calculated with the models, proposed by Konings
et al. [195], based on the most up-to-date heat capacity experimental data on UO2 and PuO2
systems. CO2

p are calculated from the model, proposed in [4]. We recall those equations:

Cp(UO2) =
(
247.1735 + 1.5976 · 10−1 · T

−1.3199 · 10−4 · T 2 + 4.3162 · 10−8 · T 3 − 4.3278·106

T 2

) (4.2)

Cp(PuO2) =
(
127.8532 + 5.5151 · 10−1 · T

−4.6097 · 10−4 · T 2 + 1.3145 · 10−7 · T 3 − 1.2591·106

T 2

) (4.3)

and Cp(O2) (in J kg−1 K−1) from the model, proposed by Duriez et al. [4]:

Cp(O2) =
(
27.85 + 8.53 · 10−3 · T

−204.54 · 10−8 · T 2 + 19.32 · 10−11 · T 3
) (4.4)
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To facilitate its use, the experimental data has been stored under a python object: dataframe
(.h5 file), a .csv file and a .xlsx file. Each experimental data set is described by the following
information (when available):

• Fuel’s sample name
• Fuel’s microstructure (porosity : open and closed, grain size, fabrication process)
• Fuel’s chemical composition (Pu and Am content (if any Am), O/M ratio: before and

after the measurements)
• Experimental technique used to measure thermal diffusivity or conductivity.
• Experimental technique used to measure the O/M ratio
• Atmosphere during the measurement
• Run cycle (heating or cooling)
• Number of runs on the same sample (if multiple heat cycles have been realized on the

same sample)
• Reference and author of the experimental data set

Table 4.1 summarizes the general characteristics of the data.

Origin Author Experimental
technique

Direct/Indirect
method

Temperature
range (K)

Pu content
range (y)

O/M range
(2–x)

Porosity range
(%)

Nb.
of points

CEA

Alessandri LAF Indirect 829.15–1748.15 0.0787–0.0787 1.998–1.998 5.5–5.5 11
Bonnerot LAF Indirect 973–2473 0.05–1 1.967–2 2.8–21.5 344
Duriez [4] LAF Indirect 404–2278.15 0.03–0.45 1.948–2 3.8–5.3 2307
GACID LAF Indirect 541.97–1461.8 0.19–0.19 2–2 5–5 23

LEFCA–CAPR–145 LAF Indirect 743–2073 0.45–0.45 1.961–1.961 5.5–5.5 82
Ottaviani LAF Indirect 729–1923 0.1752–0.275 1.94–1.96 2.7–3.2 139

Otter
Angstrom Indirect 373–1073 0.05–0.3 1.985–2 0–6.4 120

Cowan Indirect 1173–1973 0.05–0.3 1.985–2 0–6.4 135
LAF Indirect 2073–2973 0.05–0.3 1.985–2 0–6.4 150

SCARABIX LAF Indirect 688–2129 0.214–0.214 1.982–1.982 4–4 92
TRUMOX LAF Indirect 717.461–2045.63 0.25–0.65 1.98–2 4–5 51

Van–Craeynest and Stora [58] Angstrom Indirect 325.7–1172 0.2–0.2 2–2 5–20 62

Van–Craeynest and Weilbacher [106]
Angstrom Indirect 323.2–1137 0.2–0.2 1.902–2 5–5 105

Cowan Indirect 1273–1973 0.2–0.2 1.945–1.996 5–5 43
LAF Indirect 2073–2173 0.2–0.2 1.994–1.996 5–5 4

Weilbacher LAF Indirect 773–2973 0.05–1 1.9–2 5–5 176
Total CEA 3844

EU projects

ESFR–SMART [108] CLASH Indirect 1740.2–2820.9 0.29–0.31 1.981–1.995 5.8–7.3 68
LAF Indirect 542.59–1519.4 0.29–0.31 1.995–1.995 5.8–7.3 58

ESNII+ [189, 190] CLASH Indirect 1652.4–2881 0.24–0.45 1.971–2 4.8–6.9 131
LAF Indirect 541.57–1647.6 0.24–0.45 1.999–2 4.8–7.3 438

PUMMA [109] CLASH Indirect 1668.5–2858.2 0.6–1 1.98–2 5–5 196
LAF Indirect 542.78–1634 0.6–0.7 1.98–2 5–5 129

Total EU projects 1020

IAEA

ANL [196] Radial heat flow Direct 800–3000 0.2–0.2 1.9–2 5–5 21
Elbel and Schmidt [197] Cowan Indirect 1048–1692 0.209–0.252 1.936–1.962 4.4–7.3 107

Evans [198] Radial heat flow Direct 1141–1771 0.2–0.2 1.94–2 8.3–8.3 24
Fukushima [98] LAF Indirect 691.2–1819 0.2–0.2 2–2 4.1–4.1 72

Gibby [117, 122, 199, 200] LAF Indirect 360.2–1873 0.05–0.3 1.933–2 2–4.6 504
Hetzler [201] Radial heat flow Direct 1075–2164 0.2–0.2 1.982–2 3.6–5.7 51

Laskiewicz [202] Radial heat flow Direct 1076–2540 0.1–0.3 1.94–2 9–16 436
Morimoto [192, 203, 204] LAF Indirect 872.467–1865.343 0.2–0.4 2–2 0–0 46

Serizawa [78] Cowan Indirect 1099.901–2105.749 0.1–0.2 1.98–1.99 3.9–4.1 100
Yamaguchi [205] Radial heat flow Direct 1073.2–2673.2 0.3–0.3 1.94–2 5–20 54

Total IAEA 1415

OECD
Morimoto [191, 192] LAF Indirect 870.667–2249 0.2952–0.3 1.903–2 4.8–15.7 296

Rao [206] LAF Indirect 673–1473 0.21–0.4 2–2 4–4 25
Sengupta [193] LAF Indirect 915.862–1862.069 0.04–0.44 1.98–1.997 5–9.5 19

Total OECD 340
Total 6619

Table 4.1: General characteristics of the available experimental data on thermal diffusivity
and conductivity of MOX fuels
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4.2 Validation of the proposed thermal conductivity
model

In this section, we proceed to the validation of the model, proposed in the previous chapter,
using the above mentioned thermal conductivity experimental data.
This data is based on poly crystals and therefore is a measurement of the effective thermal
conductivity λeff of the material. To deduce the thermal conductivity of the matrix λm, out
of λeff , we use the Maxwell-Eucken porosity correction, recalled here [85, 86]:

λm = λeff · 1 + 0.5 · p

1 − p

where p is the fractional porosity (0 < p < 1).
For the sake of notation clarity, the m subscript in λm will be omitted from now on. λ will
therefore refer to the thermal conductivity of the (U,Pu)O2 fuel matrix.

We recall from Chapter 2 that the Maxwell-Eucken’s simplified equation has been cho-
sen to stay consistent with spherical and dispersed pores, which accurately represents the
porosity of MOX after fabrication, where porosity does not exceed p = 0.05. We shall mention
that other microstructure effects have to be taken into account to properly deduce the thermal
conductivity of the matrix out of thermal conductivity measurements: grain boundaries, grain
size, dislocations, self-irradiation damage.
In this work, those effects were not studied and therefore only the porosity effect
was considered.

Figure 4.1 shows the variation with temperature of the experimental data and our model, for
multiple deviations from stoichiometry x. The model was plotted for a plutonium content of
y = 0.21, representing the weighted average plutonium content of the whole experimental

data set: y =
∑ny

0 niyi∑ny

0 ni

, where ni is the number of experimental points per plutonium content,
yi - the plutonium content and ny - the number of plutonium contents.
As shown in Figure 4.1, the model underestimates the experimental data, at both low and high
temperature, regardless of the deviation from stoichiometry x. Given those discrepancies, in
the next section we will calibrate some of the model parameters to the available experimental
data.
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Figure 4.1: Variation with temperature of thermal conductivity of the (U,Pu)O2 fuel ma-
trix, for multiple deviations from stoichiometry x = 2−O/M, according to experimental data
(markers) and to our model (solid lines). The model was shown for a plutonium content of
y = 0.21, whereas the experimental data considers all plutonium contents (i. e. 6619 measure-
ment points).
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4.3 Calibration of the model for the phonon contribution
to thermal conductivity and proposal of a modified
model

We will firstly consider the discrepancies between the experimental data and the phonon term.
We recall the phonon contribution to thermal conductivity:

λph = 1
A + BT

= 1
π2a3θD

12(3 − x)vp
2h

Γ + γ2
∞n2/3

a

B∗Mθ3
DVa

1/3 · T

For the physical meaning of the parameters, see Equation 3.70.

In the previous chapter, we saw that the driving parameters in the phonon term are
Debye temperature and Gruneisen parameter (see Section 3.2.5.3).
We deduced those parameters from measured properties. The latter were taken from the most
up-to-date experimental data on MOX fuel [126, 127, 187, 207], confirming the accuracy of
Debye temperature and Gruneisen parameter, calculated in this work.
Those parameters have an explicit physical meaning and therefore modifying them by
introducing empirical factors does not seem appropriate.
The only term, the physical meaning of which, has never been clearly identified in subsequent
reported work, is the B∗ parameter in the expression for the intrinsic thermal resistivity BT .
This parameter was firstly reported by Leibfried and Schlomann [137] as a constant, then Julian
[125] reported an error in their value, and proposed for B∗ a Gruneisen parameter-dependent
function (see Equation 3.24).
Given the discrepancies for this parameter, reported by different authors, the calibration of the
phonon term will concern B∗, instead of the other model parameters, which have an explicit
physical meaning.

The calibration of the phonon term therefore consists of introducing an empirical factor
bemp, which multiplies B∗ as follows:

λph = 1

A + γ2
∞n2/3

a

bemp · B∗Mθ3
DVa

1/3 · T

(4.5)

To obtain b, we firstly fitted the "experimental" Aexp and Bexp values to obtain an experimental
evaluation of the phonon term λph

exp, using thermal conductivity experimental data before T =
1500 K (i. e. in the temperature range of the phonon contribution). Then bemp was obtained,
by solving for bemp the following equation:

1

A + γ2
∞n2/3

a

bemp · B∗Mθ3
DVa

1/3 · T

= λph
exp = 1

Aexp + Bexp · T
(4.6)
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where A assumes its theoretical value.

Thermal conductivity experimental data, covering x ∈ [0 − 0.1] allowed to obtain en
empirical correlation of the experimental Aexp and Bexp, with x (see Figure 4.2).
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Figure 4.2: Variation with deviation from stoichiometry x (in U1–yPuyO2–x) of the optimized
Aexp and Bexp, using thermal conductivity experimental data, before T = 1500 K. The lines
correspond to the fits of Aexp(x) and Bexp(x). Three fits were performed - fit 1: all points
considered, fit 2: without considering the point at x = 0.09, fit 3: without considering the
points at x = 0.1 and x = 0.09.

No experimental correlation with plutonium content y was performed, since according to our
sensitivity analysis (see Section 3.2.5.2), at relatively low plutonium contents (here y = 0.21),
the effect of stoichiometry is greater than that of plutonium content.

The optimization led to three Aexp(x) and Bexp(x) correlations, depending on the num-
ber of deviations from stoichiometry x, considered.
As shown in Figure 4.2, the optimized Aexp and Bexp show a quite steep linear increase and
decrease respectively with x, until x = 0.08.
Considering the two points at x = 0.09 and x = 0.1 tend to lower the slope of the linear
variations. For Bexp(x), the slope is almost null, when the points at x = 0.09 and x = 0.1 are
considered.
Indeed, very few measurements are available at x = 0.09 (only 12 points) and x = 0.10
(only 48 points) (see Table 6 in Annex I), thus leading to high uncertainties, associated with
the estimation of Aexp and Bexp at those stoichiometries.
For this reason, we retain the correlations, without considering the points at x = 0.09 and
x = 0.1, which yield the following Aexp(x) and Bexp(x) variations:

Aexp(x) = 4.3053 · x + 8.0814 · 10−3 (4.7)
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Bexp(x) = (−21.1577 · x + 2.7384) · 10−4 (4.8)
where Aexp and Bexp are expressed in (m K W−1) and (m W−1) respectively.

Using Equations 4.7 and 4.8 for Aexp and Bexp, bemp was obtained by solving Equation
4.6 for bemp.
The solutions of this equation were both x and T -dependent, since our theoretical evaluation
of A and B is both x and T dependent.
Those solutions were fitted to an empirical equation of the form:

bemp(x, T ) = f1(x) · T 6 + f2(x) · T 5 + f3(x) · T 4 + f4(x) · T 3 + f5(x) · T 2 + f6(x) · T + f7(x) (4.9)

where:
fi(x) = p1 · x6 + p2 · x5 + p3 · x4 + p4 · x3 + p5 · x2 + p6 · x + p7 (4.10)

with the p coefficients being tabulated in Table 4.2. The physical meaning of this correlation
cannot be interpreted, since no explicit meaning was reported by Julian [125], or Leibfried and
Schlomann [137] for the B∗ parameter.
What, however, can be said is that computing bemp at x = 0 and T = 1000 K, gives
bemp(0, 1000) = 2.44.
This means that to obtain better consistency with the experimental estimation λph

exp (at x = 0
and T = 1000 K), the B∗ parameter, given in the original model, must be multiplied
by a factor of 2.44.

f1 f2 f3 f4 f5 f6 f7

p1 8.9187 ·10−13 -9.4066·10−9 3.9736·10−5 -8.5828·10−2 9.9783·101 -5.8240·104 1.3181 ·107

p2 -3.6828 ·10−13 3.8820·10−9 -1.6350·10−5 3.5070·10−2 -4.0312·101 2.3315·104 -5.2429·106

p3 6.4486 ·10−14 -6.8219·10−10 2.8795·10−6 -6.1702·10−3 7.0421 -4.0327·103 8.9919·105

p4 -6.1139 ·10−15 6.5259·10−11 -2.7828·10−7 6.0280·10−4 -6.9414·10−1 3.9860·102 -8.8890·104

p5 3.2049 ·10−16 -3.4695·10−12 1.5073·10−8 -3.3490·10−5 3.9940·10−2 -2.4035·101 5.5678·103

p6 -7.9317·10−18 8.7298·10−14 -3.8825·10−10 8.9368·10−7 -1.1300·10−3 7.6392·10−1 -2.1183·102

p7 4.3791 ·10−20 -4.8433·10−16 2.1689·10−12 -5.0407·10−9 6.4854·10−6 -4.4516·10−3 3.7242

Table 4.2: p coefficients for the calculation of fi(x) in Equation 4.10.

We compared the A and B terms from this work (both theoretical and experimental) with
those of the literature (see Figure 4.3).
Clear discrepancies are observed, between all reported empirical values for A.
Indeed, at the stoichiometric composition, x = 0, the extrinsic thermal resistivity is dispersed
in the range [0.02 − 0.06] m K W−1. Those discrepancies become even higher for higher
deviations from stoichiometry. That is, at x = 0.10, A ∈ [0.02 − 0.41] m K W−1.
Those disparities mostly originate from the available experimental data, used for the optimiza-
tion of A on thermal conductivity experimental data.
For example, Inoue [107] only used measurements at x = 0 and x = 0.02, therefore highlighting
the difficulties, related to the extrapolation of the model of Inoue to x > 0.02.
Magni et al. [33] predicts a surprisingly low value for A: 0.02 m K W−1. According to their
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Figure 4.3: Variation of intrinsic B and extrinsic A thermal resistivity with deviation from
stoichiometry x, according to this work (theoretical and experimental) and to empirical values,
reported in the literature [2–5, 33, 107, 122]

model, the extrinsic thermal resistivity (i. e. due to phonon-impurity interactions) is therefore
negligible to the intrinsic one (i. e. due to phonon-phonon interactions).

Indeed, important dispersion between the reported empirical values for B is also ob-
served: B ∈ [2 · 10−4 − 4 · 10−4] m W−1. Those discrepancies between the reported empirical
values for both A and B highlight the sensitivity of empirical approaches to the experimental
data, used for the calibration.

In this work, we performed the calibration of Aexp and Bexp, using all available experi-
mental data, covering x ∈ [0 − 0.1].
Our estimation for A seems consistent with the empirical values of Duriez et al. [4], Gibby
[200] and Philipponneau [2].
As for Bexp, the least squares estimation showed a linear decrease with deviation from
stoichiometry, which is consistent with the models of Kato et al. [3] and Duriez [4]. However,
our linear decrease is more pronounced than that of Kato et al. and Duriez. This might be
due to the use of less experimental data in other reported work and to the frequently limited
range of x, covered by the data.
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Another reason for the higher slope of our decreasing function is the fact that we did not
consider the experimental points at x = 0.09 and x = 0.10, due to the low number of
measurements at those stoichiometries. Indeed, as we showed in Figure 4.2, if x = 0.09 and
x = 0.10 were taken into account, a rather constant variation of Bexp with x is observed, which
seems to be more consistent with other empirical models.

The theoretical A value from Chapter 3 is plutonium content-dependent and is lower
than the experimental Aexp one.
Those discrepancies could be explained by the phonon model driving parameters, which
according to our sensitivity analysis from Chapter 3 are Debye temperature and Gruneisen
parameter. To compensate for this possible underestimation of the extrinsic thermal resistivity
A, the theoretical intrinsic thermal resistivity BT (from this chapter), yields higher values
than the experimental value Bexp.
We observe that the theoretical B is a rather increasing function of the deviation from
stoichiometry, whereas Bexp shows a decreasing function. Indeed, those discrepancies are not
surprising given the intrinsic dependency of the theoretical B to deviation from stoichiometry,
which originates from the model parameters’ dependency on x: Debye temperature, lattice
parameter and Gruneisen parameter.
Even though Bexp was used to calibrate the empirical factor bemp, it does not change the
intrinsic variation of B with x.
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4.4 Calibration of the model for the electron contribu-
tion to thermal conductivity and proposal of a mod-
ified model

We recall the temperature-variation of the electronic thermal conductivity model:

λel(T) =
(

k

e

)2

T σel
P u(T)σel

U (T)
σel

P u(T) + σel
U (T)

(
H

kT

)2

where:
σel

P u(T) = 4e2v0,opt

akT

(
(cU5+(T) + 2x)(y − cU5+(T) − 2x)e− Em(P u)

kT

)

σel
U (T) = 4e2v0,opt

akT

(
cU5+(T)(1 − y − cU5+(T))e− Em(U)

kT

)

cU5+(T) =

Kpol(T)(1 − 2x) + 2x −

√√√√√√√
Kpol(T)2(4x2 − 8xy + 4x + 4y2 − 4y + 1)

+Kpol(T)(−8x2 + 8xy−
4x − 4y2 + 4y) + 4x2

2(Kpol(T) − 1)

Kpol(T) = exp
(

− H

kT + S

k

)
where x: deviation from stoichiometry in U1–yPuyO2–x, y: plutonium content in U1–yPuyO2–x.
For the model parameters H, S, Em(Pu), Em(U) and v0,opt see Table 3.9.
In this section, we will focus on fitting the temperature-variation of thermal conductivity.
Indeed, one of the most challenging points in the previous chapter was finding a plausible
explanation for the inflection point in the λel(T ) curve. We concluded that this problematic
can be treated by increasing the value of the H parameter in the model, but that at the
same time, this might lead to decrease the consistency of the associated electrical conductivity
model with measurements.
Since the H parameter has only been calibrated using electrical conductivity experimental
data, in this chapter we propose to use thermal conductivity experimental data.

For each optimization, we systematically checked the ability of the newly identified pa-
rameters to describe the electrical conductivity measurements. Unfortunately, none of the
estimated parameter sets was able to reproduce the correct experimental variation in electrical
conductivity.
Figure 4.4 shows the inadequacy of the electrical conductivity model to reproduce experimental
data, when parameters are optimized using only thermal conductivity data.
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Figure 4.4: Sampled experimental thermal and electrical conductivity data, and their asso-
ciated models. The models are evaluated at the estimated parameters, optimized on thermal
conductivity experimental data, yielding: H = 2.80 eV, S/k = 7.73, Em(Pu) = 0.06 eV,
Em(U) = 0.04 eV

On the opposite, when optimizing the parameters, using only electrical conductivity experi-
mental data (as already done in the previous chapter), the associated thermal conductivity
model fails to reproduce thermal conductivity experimental data (see Figure 4.5).
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Figure 4.5: Sampled experimental thermal and electrical conductivity data, and their associ-
ated models. The models are evaluated at the estimated parameters, optimized on electrical
conductivity experimental data, yielding H = 1.00 eV, S/k = 1.1, Em(Pu) = 0.06 eV,
Em(U) = 0.08 eV

We therefore performed other optimizations, using a multi-objective cost-function, which con-
siders thermal and electrical conductivity experimental data at the same time.
The thermal conductivity experimental data, used for the optimization was described in Annex
J.
As shown in Figure 4.6, it is possible to fit thermal and electrical conductivity data at the
same time. However, the physical sens of the parameters is not preserved. In particular we
obtain negative migration energies for the polarons, which could not be physical. If now we
extrapolated both electrical and thermal conductivity models with negative energies in the
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Arrhenius functions, infinite values for λ and σ would be found at high temperatures. This is
not acceptable if one is concerned with the predictive nature of the model outside of its fitting
range.
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Figure 4.6: Sampled experimental thermal and electrical conductivity data, and their asso-
ciated models. The models are evaluated at the estimated parameters, optimized on both
thermal and electrical conductivity experimental data, yielding H = 10.05 eV, S/k =
1.43, Em(Pu) = −3.57 eV, Em(U) = −4.47 eV

In summary, we found that estimating model parameters using electrical conductivity mea-
surements alone failed to reproduce experimental thermal conductivity data, and vice versa:
using thermal conductivity measurements alone to estimate model parameters failed to achieve
consistency with electrical conductivity measurements.
We also saw that optimizing both electrical and thermal conductivity at the same time, using
a multi-objective cost function, is possible, but non-physical parameters are obtained.
In this thesis, the physical meaning of the model is our primary concern. Preserving the phys-
ical sens of the estimated parameters is key if we want to be able to extrapolate the model to
a wide range of temperatures, plutonium and oxygen contents.
In order to find out if thermal and electrical conductivity measurements can be fitted with a
set of physical parameters, we will use the Bayesian optimization approach.
With this approach, the cost function not only involves electrical and thermal conductivity
data but also a prior information about the parameters. By prioritizing information about
measurements over parameters and vice-versa, the Bayesian optimization enables us to find the
best possible compromise between quality fits of thermal and electrical conductivity data and
physical parameters.

4.4.1 Bayesian optimization
Bayesian optimization [208–211] is based on the Bayes theorem, the essential result of which is
an additional term in the cost function J , as opposed to the classical least squares JLSQR:

J = JLSQR + (β − βap)TS−1
ap (β − βap) (4.11)
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where JLSQR is the classical least-squares cost function characterizing the distance between the
measurement y and the model output f(t,β) (see Equation 3.61), βap is called the a priori
parameters vector and Sap the associated covariance matrix.
The Bayesian approach is based on the assumption that the probability density function of
the parameters is a normal distribution: N(βap, σ2

β), with a mean value of βap and a standard
deviation σβ. Information about the characteristics of the normal distribution: βap and σβ can
originate from personal knowledge of the parameters: literature data, sensitivity analysis etc.

4.4.1.1 Cost function

In our case, since a simultaneous optimization using electrical and thermal conductivity exper-
imental data will be performed, the JLSQR term in Equation 4.11 will be composed of three
cost functions:

1. Jλ, characterizing the difference between thermal conductivity experimental data and the
electronic thermal conductivity model, evaluated at x = 0, y = 0.31 (mean plutonium
content of the high-temperature experimental data). Indeed, the effect of stoichiometry
on thermal conductivity at high temperature is slight. In addition, the experimental
data at high temperatures (i. e. T > 2300 K) is mainly composed of stoichiometric
MOX fuels (x = 0). Furthermore, due to highly scattered experimental data at high
temperatures, it is very difficult to observe the effect of plutonium. The weighted average
plutonium content of the experimental data is y = 0.31 (weighted by the number of
experimental points per plutonium content). For those reasons, the model was evaluated
at x = 0, y = 0.31.

2. Jσel

x=0, characterizing the difference between electrical conductivity experimental data on
stoichiometric MOX fuel, and the electrical conductivity model, evaluated at x = 0, y =
0.56. Indeed, Fujino et al. [159] reported data for y = 0.3, 0.5, 0.9. This corresponds to a
mean plutonium content of y = 0.56.

3. Jσel

x>0, characterizing the difference between electrical conductivity experimental data on
hypostoichiometric MOX fuel, and the electrical conductivity model, evaluated at x =
0.03, y = 0.2. Indeed, Schmitz [162] reported data for y = 0.2 and x ∈ [0.02 − 0.04],
corresponding to a mean of x = 0.03.

When building a global cost function J , out of elementary cost functions J i, and especially
when using Bayesian approach, which adds a supplementary term, one needs to weight each
elementary cost function [208].
This weight depends on the particular problem. It can be composed of the number of
measurement points, the mean of the experimental data or it can include hyper-parameters,
which mathematically add more weight.
Here in particular, we deal with only 220 electrical conductivity measurement points, versus
6619 thermal conductivity points. In addition, electrical and thermal conductivity are not
expressed in the same units. If the number of measurement points is not introduced in the cost
function, the thermal conductivity cost function Jλ will naturally outweigh Jσel

x=0 and Jσel

x>0, due
to the higher number of λi data, compared to σi.
For this reason, we need to normalize each elementary cost function by the associated number
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of measurement points. We also need to normalize by the mean value of the experimental data
set, as thermal and electrical conductivity are not expressed in the same units.
We also introduce mathematical hyper-parameters. Those will artificially add more weight
to one cost function, as opposed to another, independently of the number of experimental points.

In this case, our JLSQR cost function is therefore written as:

JLSQR =
∑

j

J j = Jλ + Jσel

x=0 + Jσel

x>0 (4.12)

where the elementary contributions J j are expressed as:

J j =
mj∑
i

P j
i

(
yj

i − f j
i (tj

i , β)
)2

=
(
yj − f j(tj,β)

)T
Pj
(
yj − f j(tj,β)

)
= rjTPjrj (4.13)

where j refers to the specific data set: thermal conductivity, electrical conductivity at x = 0
and x > 0 and:

r : residuals = y − f(t,β)
β : vector, containing the parameters to be optimized
m : number of measurements
y : vector, with experimental data. The experimental electronic thermal conductivity λel

exp

is deduced, by subtracting the experimental phonon contribution 1
Aexp + BexpT

from

the total experimental thermal conductivity (see Equations 4.7 and 4.8 for Aexp and
Bexp). Radiative thermal conductivity has been neglected here, due to its probable
overestimation, mentioned in Section 3.4.4, Chapter 3.

t : vector, with the independent variable (i. e. here the temperature)
f : vector, containing the model. We recall that:

f j =


λel(x = 0, y = 0.31), if j = λ

σel(x = 0, y = 0.56), if j = σel
x=0

σel(x = 0.03, y = 0.2), if j = σel
x>0

(4.14)

with σel, given by Equation 3.58 and λel by Equation 3.35

Pj : (P j
ik)1≤i,l≤mj

is the [m × m] weighing diagonal matrix, where the diagonal elements are
expressed as:

P j
ik = pm · pj

yj · mj

(4.15)

where yj is the mean of the j-th experimental data set, pm is an hyper-parameter, describing
the weight of the measurements with respect to the Bayesian term and pj are the elementary
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hyper-parameters, expressed as:

pj =


pλ, if j = λ

(1 − pλ)pσel

x=0, if j = σel
x=0

(1 − pλ)(1 − pσel

x=0), if j = σel
x>0

(4.16)

In this formalism, we have two elementary hyper-parameters, describing:

1. the weight of thermal conductivity data, with respect to electrical conductivity: pλ

2. the weight of stoichiometric electrical conductivity data, with respect to hypostoichio-
metric data: pσel

x=0

The total cost function to be minimized is thus given by:

J = Jλ + Jσel

x=0 + Jσel

x>0 + Jβ (4.17)

where Jβ is the supplementary term, originated from the Bayesian approach, expressed as:

Jβ = (β − βap)TPβ(β − βap) (4.18)

where Pβ : (P βl
ik )1≤i,k≤n is a [n × n] weighing diagonal matrix, with diagonal elements:

P β
ik = (1 − pm) · 1

σβl
· n

(4.19)

where n is the number of parameters, pm - the weight of the measurements with respect to the
Bayesian term and σβl

- the standard deviation of the l-th a priori parameter.
The total cost function can be written in a more general way as:

J = (y − f(t,β))TP(y − f(t,β)) (4.20)

where:

t : < tλ, tσel,0
, tσel,>0

, tβ >∈ Rm=mλ+m
σel,0 +m

σel,>0 +n

y : < yλ, yσel,0
, yσel,>0

, yβ >∈ Rm=mλ+m
σel,0 +m

σel,>0 +n

f : < fλ, fσel,0
, fσel,>0

,β >∈ Rm=mλ++m
σel,0 +m

σel,>0 +n

P : < Pλ, Pσel,0 , Pσel,>0 , Pβ >, a [m × m] matrix, where m = mλ + mσel,0 + mσel,>0 + n

The 0 and > 0 superscripts refer to stoichiometric x = 0 and hypostoichiometric x > 0 electrical
conductivity experimental data.

4.4.1.2 Minimization algorithm

The minimization of this cost function was performed with the Marquardt-Levenberg algorithm,
[168, 169], recalled here:

βk+1 = βk − λk[X(βk)TPX(βk) + αkI]−1X(βk)TP(y − f(t,βk)) (4.21)
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where α is a penalization term, k the iteration and X the sensitivity matrix. For further details
on weighted least squares, the reader may refer to Annex K.

4.4.2 Results
The optimization of the cost function was performed for multiple values of the hyper-
parameters: pm ∈ [0 − 1], pλ ∈ [0 − 1] and pσel

x=0 ∈ [0 − 1], as well as for different mean
values of the normal a priori distributions βap.
The absolute standard deviations of the a priori normal distributions were chosen as follows:
σH = 1 eV, σS/k = 4, σEm(P u) = 0.2 eV, σEm(U) = 0.2 eV. Those standard deviations were
chosen given the observed discrepancies on those parameters, reported in the literature.
Different starting β0 vectors were also tested. A total number of 21504 optimizations were
performed.
To assure a bijective cost function, both electrical and thermal conductivity experimental data
were sampled every 55 K for T < 1500 K and 15 K for T > 1500 K.

4.4.2.1 Effect of the hyper-parameters on the cost function
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Figure 4.7: Variation of the thermal conductivity cost function Jλ with (a): Jσel

x=0 and (b):
Jσel

x>0 obtained with pλ ∈ [0 − 1] and fixed pm = 0.95, pσel

x=0 = 0.6. The values of pλ are shown in
the color bar.

When performing weighted least squares, a particular attention should be payed to the effect
of the hyper-parameters (i. e. the weights) on the elementary cost functions. Excessive
weighting of one cost function in particular can have serious repercussions on the other cost
functions.
Figure 4.7 shows how increasing the weight of thermal conductivity experimental data (i. e.
pλ) impacts the three elementary cost functions in JLSQR: Jλ, Jσel

x=0 and Jσel

x>0.
Increasing the weight of the thermal conductivity cost function pλ until a certain critical value
pλ

crit induces a great decrease in Jλ, without necessarily penalizing the other elementary cost
functions.
However, increasing pλ beyond pλ

crit results in only a slight decrease in Jλ, while the other cost
functions are penalized considerably.
The (Jλ, Jσel

x=0) and (Jλ, Jσel

x=0) curves are therefore L-shaped. If one defines pλ
crit as the value, at
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which both slopes, forming the L-shape curve cross each other, we obtain different pλ
crit values

for the (Jλ, Jσel

x=0) and (Jλ, Jσel

x>0) curves: pλ
crit ≈ 0.4 and pλ

crit ≈ 0.75 respectively.
The steepness of the slopes before and after the critical value, are also not the same. The
variation Jλ with Jσel

x=0 for pλ < pλ
crit is less steep than Jλ with Jσel

x>0.
In other words, a decrease in Jλ is associated with a higher increase in Jσel

x=0 than in Jσel

x>0.

When performing optimization of a multi-objective cost function, the goal is to obtain
a solution, where all elementary cost functions are at their minimum. However, this study
shows that in our case minimizing Jλ is always followed by an increase in either Jσel

x=0 or Jσel

x>0
and thus finding a solution, where all cost functions are minimum is complex. We should thus
search for a quality criterion, which despite the complex nature of the problem, will give the
best possible solution.

4.4.2.2 Choice of a quality criterion

Given that decreasing Jλ can lead to a more significant increase in Jσel

x=0 than in Jσel

x>0, the
quality criterion will be governed by the value of Jσel

x=0. The question is to know up to what
maximum value (Jσel

x=0)max we allow Jσel

x=0 to increase.

Criterion on the stoichiometric electrical conductivity residuals
To choose (Jσel

x=0)max, we referred to the systematic uncertainty in the electrical conductivity
measurements.
The latter were performed, using the four-probe technique [159, 212, 213]. Mackey et al.
performed systematic uncertainty analysis on the electrical conductivity, determined with the
four-probe technique.
They estimated this uncertainty to be of ± 7 %, across any temperature. Furthermore, Fujino
et al. (i. e. the author of the measurements we use for the optimization) did not report the
porosity of the fuels [159]. Given the fabrication process of those fuels, to deduce the electrical
conductivity of the material at 100 % of its theoretical density (i. e. σel

0 ), we assumed a
porosity of 5 vol. %.
However, this value can be different by 5 ± 2 vol. %. According to Maxwell-Eucken’s correction

for porosity [85, 86]:
σel

p

σel
0

= 1 − p

1 + 0.5p
, 2 vol. % of uncertainty on porosity induces a relative

uncertainty of 3 % on electrical conductivity. Adding this uncertainty to the systematic
experimental uncertainty of 7 % yields a total uncertainty on the measurements of 10 %.

In this manner, (Jσel

x=0)max has been chosen, such that the electrical conductivity residu-
als rσel

x=0 do not exceed the experimental uncertainty at the last measurement temperature,
which is: ∆σel(T = 1357.4) = 820 × 0.10 = 82 S m−1.
Indeed, most fits of electrical conductivity manage quite well to reproduce the data at low
temperatures. The biggest discrepancies between the model and the data occur at the last
measurement point. For this, the quality criterion is only based on the residuals at the last
measurement temperature.
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We thus search for (Jσel

x=0)max, such that the following criteria is met:

rσel
x=0(T σel

max) < ∆σel(T σel
max) = 82 S m−1 (4.22)

Among all solutions, which satisfy criteria 4.22 we retain the one, with the minimum thermal
conductivity cost function (Jλ)min.
The couple {(Jλ)min, (Jσel

x=0)max} is thus the best compromise.

Multiple, {(Jλ)min, (Jσel

x=0)max} solutions were found, depending on the physical meaning
of the estimated parameters (see Table 4.3). Regardless of the cost functions, the identified

H
(eV)

S
k

(-)
Em(P u)

(eV)
Em(U)

(eV)
(Jλ)min

(-)
Jσel

x>0
(-)

(Jσel

x=0)max

(-)
pm

(-)
pλ

(-)
pσel

x=0
(-)

1.7936 6.7877 0.2606 0.0004 0.0061 0.0510 0.0273 0.85 0.80 0.60
1.7951 7.3678 0.2611 0.0347 0.0070 0.0495 0.0293 0.80 0.80 0.60
1.6499 6.1139 0.2572 0.0403 0.0073 0.0619 0.0287 0.85 0.80 0.60
1.6608 6.5116 0.2554 0.0515 0.0074 0.0681 0.0256 0.80 0.80 0.60
1.4217 5.0808 0.2514 0.0946 0.0095 0.0847 0.0237 0.80 0.80 0.60
1.2805 3.9566 0.2561 0.1004 0.0114 0.0659 0.0205 0.80 0.80 0.55

Table 4.3: Estimated parameters, cost functions, and weighing hyper-parameters, satisfying
the quality criterion.

H, S/k, Em(Pu) parameters yield physical values, when compared to the published data on
those parameters for UO2 and PuO2 [144, 147, 152]. Furthermore, they do not exhibit drastic
changes with the values of the cost functions.
On the other hand, the migration energy of the uranium polaron Em(U) can be in the range
[0.0004 − 0.1004] eV, therefore yielding strong variations with the cost functions.
To make a final decision, another quality criterion should be fixed, regarding the value of
Em(U) .

Criterion on the migration energy of the uranium polaron Em(U)
As shown in Table 4.3, the variation of (Jλ)min with Em(U) yields an almost constant value
around 0.007 until Em(U) = 0.0515 eV and then suddenly shifts to a higher value of almost
0.009 eV.
Given this sudden shift in (Jλ)min after Em(U) = 0.0515, and given that Em(U) = 0.0515 eV
is not that far from the migration energy of the plutonium polaron, reported by Geneste et al.
[144] of Em(Pu) = 0.08 eV in PuO2, we retain the solution corresponding to Em(U) = 0.0515
eV.
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4.4.2.3 Monte-Carlo simulation

Figure 4.8: Variation with temperature of the electronic thermal conductivity term λel, as
predicted by the model, evaluated in the estimated parameters (red solid line) and as generated
by 10 000 Monte-Carlo simulation points (blue and orange circles).

The parameters, satisfying the quality criterion are therefore: H = 1.6608 eV, S = 6.5116 × k

eV K−1, Em(Pu) = 0.2554 eV, Em(U) = 0.0515 eV. The initial absolute standard deviations,
assumed in the Bayesian normal distribution, were σH = 1 eV, σS/k = 4, σEm(P u) = 0.2 eV and
σEm(U) = 0.2 eV.
The Bayesian estimation, which satisfied the quality criterion was performed with a relatively
low weight on the cost function, associated with the a priori parameters’ information (i. e.
pβ = 1 − pm = 0.2, see Table 4.3).
To visualize the impact of a standard deviation of 0.2σi on each parameter, we performed
Monte-Carlo simulations.
We generated four normal distributions N (βi, 0.2σβi

), where i refers to the i-th parameter,
composed of 10 000 Monte Carlo points. The former are characterized by a mean, corre-
sponding to the Bayesian estimation and a standard deviation of 20 % of the initial standard
deviation, assumed in the Bayesian normal distribution.
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For each of the 10 000 points, we plotted the model variation with temperature, together with
the inverse model, evaluated in the nominal parameters (see Figure 4.8). For each temperature,
the standard deviation σ was calculated and the σ, 2σ and 3σ limits plotted.

We observe that the standard deviation, induced by H, S/k and Em(Pu) is almost the
same, with the difference that H generates the greatest standard deviation at high tempera-
tures. As for the Em(U) parameter, no significant scattering in the Monte-Carlo (λi, Ti) points
is observed, highlighting the quite low sensitivity of the electronic model to this parameter.
Those curves also show that the mean of the normal H and S/k distributions yields the highest
electronic thermal conductivity value, especially in the range T ∈ [1800 − 2200] K. In other
words, deviating from the nominal H and S/k values, in this temperature range, can only lead
to a decrease in λel.

4.4.2.4 Summary

Given the criteria, based on (1): the stoichiometric electrical conductivity residuals and (2):
the value of Em(U), we retain the following solution for the electronic parameters:

H = 1.6608 eV
S = 6.5116 × k eV K−1

Em(Pu) = 0.2554 eV
Em(U) = 0.0515 eV

(4.23)

Those parameters can be used in Equation 3.58 for σel and Equation 3.35 to deduce electronic
thermal conductivity λel.

Covariance of the estimator
The standard deviation of the estimation by the weighted least squares was not calculated.
Indeed, as shown in Figure 4.9, signed thermal conductivity residuals are observed- they are
correlated with the independent variable (i. e. their mean value is not simply equal to 0, but
is rather a temperature-dependent function).

When dealing with signed residuals, it is almost impossible to estimate the real standard
deviation of the estimation [166, 214].
Indeed, the latter is the sum of a stochastic and a deterministic term (i. e. the modeling
error): σβ = σstoch

β + σdet
β .

Since the residuals are signed in this case, the stochastic term is negligible to the deterministic
one, the estimation of which is complex [214].
Therefore, calculating the standard deviation of the estimated parameters using covariance
matrix (i. e. calculating the stochastic term, see Annex K) in this work could only lead to an
overestimation of the real value.
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Figure 4.9: Sampled experimental data for thermal and electrical conductivity and the as-
sociated models. Both models were shown: the new, based on a Bayesian cost function (this
chapter) and the old one, based on a classical least squares optimization on electrical con-
ductivity data (from Chapter 3). The models are evaluated at the plutonium content, which
represents the weighted average of the assocaited experimental data. That is, for λel, y = 0.31,
for σel

x=0, y = 0.56, and for σel
x>0, y = 0.20

Comparison with other reported work on the subject
We compared the new parameters with those, reported by several authors on UO2
[147, 150, 152, 154, 215–217], PuO2 [144, 218] and MOX [143, 159, 219, 220] (see Table
4.4). Literature data on UO2 is scattered.
Most of the authors deduced the electronic parameters by fitting them to available electrical
conductivity experimental data. The scattering in the reported values come from different
experimental data, used by different authors.

For MOX systems, Kato et al. reported values for the polaron creation enthalpy H

and entropy S, by fitting them (together with many other thermodynamic parameters) to
oxygen potential experimental data, using a model for the defect structure of MOX [218–220].
Their values are higher than those found in this work. However the comparison between our
work and theirs does not seem straightforward, due to (1): the complexity in providing a
model for the defect structure of MOX fuel and (2): the sensitivity of the thermodynamic
parameters to oxygen potential experimental data. Our value for H is however consistent with

159



Parameter Pu content (y)
0 0.2 0.5 0.7 1

H (eV) 1.86 - 2.52

This work: 1.6608
Kato et al.: 2.9

[219, 220]
Catlow et al.: 1.5

[143]
Njifon et al. : 1.1

[113]

This work: 1.6608
Kato et al.: 2.9

[219, 220]
Catlow et al.: 1.5

[143]
Njifon et al. : 1.1

[113]

This work: 1.6608
Kato et al.: 2.9

[219, 220]
Catlow et al.: 1.5

[143]
Njifon et al. : 1.1

[113]

Kato et al. : 3.6
[220]

S
k

(-) 1-4.5
This work: 6.5116
Kato et al.: 10.5

[219, 220]

This work: 6.5116
Kato et al.: 12.86

[219, 220]

This work: 6.5116
Kato et al.: 11.10

[219, 220]

Kato et al. : 12.62
[220]

Kato et al. : 10.22
[218]

Em(Pu) (eV) -
This work: 0.2554
Fujino et al.: 0.8

[159]

This work: 0.2554
Fujino et al.: 0.8

[159]

This work: 0.2554
Fujino et al.: 0.8

[159]

0.08
[144]

Em(U) (eV) 0.12-0.31
This work: 0.0515
Fujino et al.: 0.53

[159]

This work: 0.0515
Fujino et al.: 0.53

[159]

This work: 0.0515
Fujino et al.: 0.53

[159]
-

Table 4.4: Summary of the electronic parameters from this work, and the literature on UO2:
[147, 150, 152, 154, 215–217], MOX [113, 143, 159, 219, 220], and PuO2 [144, 218]

Pyper and Grant’s estimation H = 1.5 eV, using Dirac-Fock techniques [143, 221] and not
that different from the value, found by DFT+U calculations on MOX fuel, H = 1.1 eV [113].
It should also be mentioned that our value for H is lower than those reported for UO2 and
PuO2 systems, showing the non-linearity of the H parameter with plutonium content. It also
shows that electronic defects (i. e. polarons) are more easily supplied in MOX than in UO2 or
PuO2. This provides an explanation for the higher electrical conductivity of MOX, compared
to UO2 and PuO2.

Neglecting Frenkel pairs
We recall that in this work, we did not take into account the effect of Frenkel pairs on neither
electrical, nor thermal conductivity.
Indeed, their creation and migration energy, are both higher than those of the polarons
[220]. Therefore Frenkel pairs have a negligible impact on electrical and thermal conductivity,
compared to polarons.
This assumption has also been made in other published work on actinide systems
[147, 150, 152, 159].

Dependency of the parameters on plutonium and oxygen content
The new electronic parameters, obtained in this chapter are different from those in Chapter 3.
Especially plutonium and oxygen content are not included.
Indeed, in this optimization, we did not perform separate estimations per plutonium content,
due to the very few measurement points per data set (e. g. only 18 points for x = 0, y = 0.3).
Instead, we calculated the mean plutonium content of the whole experimental data set (i. e.
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y = 0.56 for σel and y = 0.31 for λel) and proceeded to one unique optimization. The latter
therefore uses more experimental data than the separate optimizations.
A part from the plutonium and oxygen content dependencies of the parameters, the new
optimization yielded a higher value for the polaron creation enthalpy H, as opposed to that in
the previous chapter: 1.66 eV, compared to 1.1 eV. This partially explains why the electronic
contribution increased, as opposed to Chapter 3.

Global highlights and perspectives
Overall, through Bayesian optimization we showed that it was possible to fit thermal and
electrical conductivity measurements at the same time, while conserving the physical meaning
of the parameters.
This was the main issue in the beginning of this chapter, where through the use of a classical
least squares cost function, the only way of fitting both properties was to accept negative and
thus non-physical migration energies.
The Bayesian optimization however did not allow to fully describe the temperature variation of
thermal and electrical conductivity. Indeed, electrical conductivity model exhibits an inflection
point in the σel(T ) curve, which then is observed in λel(T ).
The observed residuals at T > 2300 K, due to the inflection point in λel(T ) led to the following
question: could we compensate for those residuals by including a radiative contribution?!
Indeed, this optimization was performed by neglecting the radiative thermal conductivity due
to its probable overestimation, caused by the underestimation of the Rosseland mean extinction
coefficient (see Section 3.4.3.2).
In the following section, we will see if including radiative thermal conductivity will explain the
thermal conductivity residuals.
However, instead of using the Rosseland extinction coefficient, as presented in Chapter 3, we
will try to estimate a new value for βR, based on the thermal conductivity residuals.
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4.5 Explanation of the thermal conductivity residuals by
a modified radiative contribution
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Figure 4.10: Fit of the experimental thermal conductivity residuals (blue circles) with two
radiative contributions: considering a constant Rosseland extinction coefficient β1 (blue solid
line) and a temperature-dependent coefficient β2(T ) (orange dashed line). The original radiative
thermal conductivity model, as presented in Chapter 3 is also shown (black dotted line).

We tried to fit the experimental residuals, using the Rosseland approximation, with two different
Rosseland extinction coefficients: a constant β1 and the second a temperature-dependent β2(T ):

λrad
1 (T, β1) = 16n2σB

3β1
T 3 (4.24)

λrad
2 (T, β2(T )) = 16n2σB

3β2(T )T 3 (4.25)

where β2(T ) = βemp · βR(T ), and βemp - empirical factor, βR(T ) - the expression in the original
model (see Equation 3.69).
As shown in Figure 4.10, non of those equations allow to properly fit the thermal conductivity
residuals at high-temperature.
Indeed, the residuals increase more rapidly than a physical f( 1

β
)T 3 variation. Therefore neither

of the two Rosseland extinction coefficients managed to fit the residuals with physical values.

The choice of a constant Rosseland extinction coefficient β1 however seems more legiti-
mate, given its greater consistency with the experimental residuals, compared to λrad

2 or the
original model λrad. We thus propose to use λrad

1 with β1 = 42652.75 m−1.

It should be mentioned that fitting radiative thermal conductivity to the thermal con-
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ductivity residuals is not a straightforward task.
Indeed, the residuals could be biased by the uncertainty in the heat capacity model, used to
indirectly calculate thermal conductivity from thermal diffusivity experimental data.
As shown in Figure 4.11, the experimental thermal diffusivity variation with temperature is a
rather decreasing function until approximately 2300 K, where it reaches a constant value until
melting temperature.

2

4

6

8

T
h

er
m

al
co

n
d

u
ct

iv
it

y
(W

.m
−

1
.K
−

1
)

1000 2000 3000

Temperature (K)

1

2

T
h

er
m

al
d

iff
u

si
v
it

y
(m

2
.s
−

1
) ×10−6

Figure 4.11: Experimental variation with temperature of thermal diffusivity (blue left axis)
and thermal conductivity (red right axis). Thermal conductivity was deduced from experimen-
tal diffusivity and the heat capacity models for UO2 and PuO2 of Konings et al. [195] and for
O2 of Duriez et al. [4].

Experimental data on the heat capacity of MOX and other actinide oxides [195, 222], however
show that heat capacity exhibits an important exponential variation with temperature. Given
this exponential increase in heat capacity and the rather constant thermal diffusivity, the
temperature variation of thermal conductivity therefore follows that of heat capacity.
This observation becomes further more curious when comparing indirectly measured thermal
conductivity with direct thermal conductivity measurements.
The latter do not show any visible increase at high-temperatures, compared to indirect
measurements (see Figure 4.12).
We conclude from this analysis that heat capacity modeling is of crucial interest to estimate
accurately the temperature variation of indirectly measured thermal conductivity.

163



1000 2000 3000

2

4

6

8

0.00 0.25 0.50 0.75 1.00

Temperature (K)

0.0

0.2

0.4

0.6

0.8

1.0

T
h

er
m

al
co

n
d

u
ct

iv
it

y
(W

.m
−

1
.K
−

1
)

Indirect measurements (x = 0.01, y = 0.210)

Direct measurements (x = 0.03, , y = 0.211)

Figure 4.12: Comparison between direct and indirect thermal conductivity measurements.
The average deviation from stoichiometry and plutonium content, weighted by the number of
measurement points is also shown.

Effect of the heat capacity model, used to calculate thermal conductivity, from
diffusivity experimental data.

We compared the effect of two heat capacity models on thermal conductivity outputs
(see Figure 4.13).

The effect of both models on thermal conductivity is the same up to T ≈ 2200 K. Above that
temperature, the two heat capacity models yield clear differences in thermal conductivity: a
factor of 3 at T = 3000 K.
In particular, using the model of Konings et al. induces higher thermal conductivity values
than Fink (see Annex L for further details on this observation).
Indeed, as shown in Figure 4.13, our model is in better agreement with thermal conductivity,
obtained by multiplying diffusivity by Fink’s heat capacity model than by Konings et al.’s
model.

Overall, regardless of the model (Konings et al. or Fink), the uncertainty in the heat
capacity model of PuO2 is high for temperatures above 2400 K (see Annex L).
Indeed, measurements above 2400 K are missing to confirm the extrapolation of the heat
capacity models for PuO2, above 2400 K.

As shown Figure 4.13, the experimental thermal conductivity residuals become impor-
tant exactly at temperatures, where uncertainties associated with the heat capacity of PuO2
are high (i. e. T > 2400 K).
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Figure 4.13: Comparison between our model and the experimental electronic thermal conduc-
tivity, deduced from: (1) the Cp model of Fink [223], based on enthalpy increment measurements
on MOX fuel and (2) the Kopp model, deduced from the models for UO2 and PuO2 of Konings
et al. [195] and for O2 of Duriez et al. [4].

The variation with temperature of thermal conductivity in this temperature region will
therefore remain uncertain until heat capacity measurements are performed on PuO2 above
2400 K.
This therefore will allow to provide a more accurate estimate of the indirect measure of thermal
conductivity.
Direct measurements above 2400 K are also required to check if indirect and direct thermal
conductivity measurements yield the same value.
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4.6 Summary on the modified thermal conductivity
model

Now what we presented the modified thermal conductivity model and the uncertainties, asso-
ciated with heat capacity, we summarize:

λ(T ) = 1
π2a3θD

12(3 − x)vp
2h

Γ + γ2
∞n2/3

a

bemp · B∗Mθ3
DVa

1/3 · T

︸ ︷︷ ︸
Modified λph

+
(

k

e

)2

T
σel

P u(T )σel
U (T )

σel(T )

(
H · 1.6 · 10−19

kT

)2

︸ ︷︷ ︸
Modified λel

+ 16n2σB

3β1
· T 3

︸ ︷︷ ︸
Modified λrad

(4.26)

where the new empirical factors/electronic parameters are:

bemp : empirical factor, given by Equation 4.9
H : 1.6608 eV (see Table 4.4)
β1 : optimized Rosseland extinction coefficient = 42652.75 m−1

σel = σel
P u + σel

U : where,

σel
P u(T) = 4e2v0,opt

akT

(
(cU5+(T) + 2x)(y − cU5+(T) − 2x)e− Em(P u)

kT

)

σel
U (T) = 4e2v0,opt

akT

(
cU5+(T)(1 − y − cU5+(T))e− Em(U)

kT

)

cU5+(T) =

Kpol(T)(1 − 2x) + 2x −

√√√√√√√
Kpol(T)2(4x2 − 8xy + 4x + 4y2 − 4y + 1)

+Kpol(T)(−8x2 + 8xy−
4x − 4y2 + 4y) + 4x2

2(Kpol(T) − 1)

Kpol(T) = exp
(

− H

kT + S

k

)
The new electronic parameters H, S, Em(Pu), Em(U), optimized in this chapter are summarized
in Table 4.4. For the other physical parameters (namely phonon parameters), the reader may
refer to Equation 3.70 in Chapter 3.

166



4.7 Validation of the modified model

4.7.1 Validation data
To validate the model, we omitted a certain number of experimental data sets, which induced
high data scattering, due to either self-irradiation damage, a non-negligible amount of ameri-
cium or high porosity.
Indeed, our model does not account for porosity higher than 10 vol %., americium content or
self-irradiation effects. The effect of those phenomena on thermal conductivity is detailed in
Annex O.
Table 7 in Annex I summarizes the omitted experimental data.

4.7.2 Effect of temperature
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Figure 4.14: Experimental (colored markers) and modeled in this work (solid lines) variation
with temperature.

As shown in Figure 4.14, our model correctly describes the temperature variation, regardless of
the stoichiometry, until approximately T = 2200K, where the experimental values are higher
than the predicted ones.

The variation with temperature of our model was also compared to the models of Kato et al.
[3], Duriez et al. [4] and Philipponneau [2].
The phonon contribution to thermal conductivity, as predicted in this work seems consistent
with Kato et al.. Philipponneau and Duriez et al. underestimate thermal conductivity at
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Figure 4.15: Experimental (colored markers) and modeled in this work (lines) variation with
temperature for multiple plutonium contents y ∈ [0.2 − 0.7], for x ∈ [0 − 0.01]. The models of
Kato et al. [3], Duriez et al. [4] and Philipponneau [2] are also shown for comparison.

T = 380 K, respectively by 15 % and 40 %, compared to this work.
Discrepancies are also observed in the different electronic contributions to thermal conductivity.
Indeed, the semi-empirical models all show a monotone increase in thermal conductivity at high
temperatures. Those models do not use electrical conductivity to model thermal conductivity
and are solely based on the experimental variation of thermal conductivity.
In our approach, thermal conductivity is a function of the electrical conductivity. In this
chapter, we showed that to fit the electrical conductivity measurements with a monotone
temperature function, non-physical parameters are required, which could not be considered in
this work.
Those negative migration energies may not only be driven by uncertainties in experimental
data, but also in the assumptions, made to provide the theoretical model. In particular,
we recall that our model is based on the assumption that polarons can hope from atoms of
the same type: U-U and Pu-Pu. If Pu-U hopping occurred, this would add an additional
contribution in electrical conductivity, which could compensate for the negative migration
energies.
In the state of the model, proposed in this work, if the physical meaning of the parameters is
to be preserved, an inflection point appears in the σel(T ) curve and consequently in λel(T ),
driven by the Arrhenius temperature function.

In addition to the inflection point, Figure 4.15 shows that the model at y = 0.50 and
y = 0.70 yields higher values that the experimental data in the range T ∈ [1600 − 2500] K.
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Indeed, in the optimization we considered a mean plutonium content in the model, correspond-
ing to the average plutonium content of the experimental data at high temperatures, weighted
by the number of experimental points: y = 0.31.
Due to the intrinsic parabolic variation with plutonium content of the model, it does not seem
surprising that higher thermal conductivity is obtained in the range y ∈ [0.50 − 0.70] than at
y = 0.30.
However, it seems that the theoretical variation with y is more rapid than the experimental
one, since the model predictions overestimate the experimental data.
Further details on this behavior will be given in the next section, where the theoretical
variation with plutonium content will be compared to the experimental one.
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4.7.3 Effect of plutonium content
In Chapter 3, we showed that the effect of plutonium content is different at low temperature
(phonon term) and high temperature (electronic term).
To properly validate the theoretical variation with plutonium, it seems more appropriate to
analyze those two temperature regions separately.
We will start by comparing our model with all available data then we will refine this comparison
to specific data sets: EU projects (Section 4.7.3.2), Weilbacher, Bonnerot (Section 4.7.3.3).

4.7.3.1 Phonon term

0.0 0.5 1.0

2

4

6

8

Ex
p.
λ
ex
p

(W
.m
−

1 .
K
−

1 )

x=0.000 ± 0.005

0.0 0.5 1.0
2.0

2.5

3.0

3.5

4.0

4.5
Ex

p.
λ
ex
p

(W
.m
−

1 .
K
−

1 )

x=0.020 ± 0.005

3

4

5

6

7

M
od

el
λ

(W
.m
−

1 .
K
−

1 )

3.0

3.5

4.0

4.5

M
od

el
λ

(W
.m
−

1 .
K
−

1 )

0.0 0.2 0.4 0.6 0.8 1.0
Pu content (y)

0.0

0.2

0.4

0.6

0.8

1.0

T = 500 ± 50 K
T = 600 ± 50 K
T = 700 ± 50 K
T = 800 ± 50 K

T = 900 ± 50 K
T = 1000 ± 50 K
T = 1100 ± 50 K

T = 1200 ± 50 K
Model: T = 600 K
Model: T = 1200 K

Figure 4.16: Experimental (left y-axis) and modeled (right y-axis) variation of thermal con-
ductivity with plutonium content for x = 0.000 and x = 0.020, in the low temperature region
(T ∈ [500 − 1200] K)

As shown in Figure 4.16, the variation of the model with y at T = 600K slightly decreases
until y = 0.45 and then increases.
This plutonium content dependency therefore confirms our theoretical variation.
For stoichiometries different than x = 0, much less experimental data is available, thus making
it difficult to validate the theoretical variation for x > 0.

Figure 4.16 also shows the correlated plutonium-oxygen content effect, mentioned in the
previous chapter. Deviation from stoichiometry seems to change the variation of thermal
conductivity with plutonium content, and especially the plutonium content at, which thermal
conductivity exhibits a minimum.
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4.7.3.2 Electronic term: comparison with the data set of EU projects

Experimental data for T > 2000 K is mainly provided by the EU projects.
As shown in Figure 4.17, the mean thermal conductivity per plutonium content shows a
maximum at y = 0.6, no matter the temperature.
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Figure 4.17: Experimental mean of thermal conductivity per plutonium content and temper-
ature, (left y-axis) and modeled variation of thermal conductivity with plutonium content at
the stoichiometric composition (right y-axis). The measurements are those of the European
projects: PUMMA [109] (y ∈ [0.6 − 1]), ESNII+ [224] (y ∈ [0.24 − 0.45]), ESFR-SMART [108]
(y ∈ [0.29 − 0.31])

This observation is in agreement with the maximum, obtained with our model. The theoretical
variation with y however seems more rapid than the experimental one. In particular, we
observe that experimental thermal conductivity increases by 16 % between y = 0.25 and
y = 0.60 at 2200 K, whereas our model predicts an increase of 35 %.
In other words, our parabolic plutonium content dependency is sharper than the experimental
one.
This observation justifies why we saw, in Figure 4.15, that model predictions in the range
y ∈ [0.6 − 0.7] overestimate experimental data.
To flatten the theoretical parabolic variation with y, and thus obtain better consistency with
the experimental variation, both σel

P u(y) and σel
U (y) curves must be flattened.

As for the hypostoichiometric composition (see Figure 4.18), according the data set of
the EU projects, at x = 0.02 the maximum of thermal conductivity takes place at y = 0.40,
rather than at y = 0.60 as it was the case for x = 0. This shift of a thermal conductivity
maximum to lower plutonium contents also occurs with our model, but not in such proportions.
To clarify those particular tendencies, it bears analyzing the particular theoretical variation,
predicted in this chapter.
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Figure 4.18: Experimental mean of thermal conductivity per plutonium content and tem-
perature, (left y-axis) and modeled variation of thermal conductivity with plutonium content
for x = 0.02 (right y-axis). The measurements are those of the European projects: PUMMA
[109](y ∈ [0.6 − 1]), ESNII+ [224] (y ∈ [0.24 − 0.45]), ESFR-SMART [108] (y ∈ [0.29 − 0.31])

Theoretical variation with plutonium content with the new parameters
The variation of the lattice parameter a with plutonium content has a negligible effect on the
variation with y of the electrical conductivity.
If a plutonium content dependency is included in the polaron formation enthalpy H, the latter
may have an impact on the overall plutonium content variation. As shown in Figure 4.19, the
σel

P u(y) and σel
U curves at x = 0 are not symmetrical, thus yielding a maximum of electrical

conductivity at y ≈ 0.30 (rather than at y = 0.50 with the previous estimation).
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Figure 4.19: Electrical (red) and thermal (blue) conductivity variation with plutonium content
at x = 0, T = 2000 K.
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This asymmetry is explained by the different migration energy of the plutonium and uranium
polarons: Em(Pu) = 0.2554 eV > Em(U) = 0.0515 eV.
The maximum electrical conductivity at y = 0.30, predicted in this work does not seem
consistent with the electrical conductivity measurements, showing a maximum at rather
y = 0.50.
Indeed, in the previous chapter, we performed separate optimizations per plutonium content
and stoichiometry, therefore the model was able to reproduce the experimental maximum at
y = 0.50. However, in this chapter we saw that our previous model was not able to reproduce
the right temperature variation of thermal conductivity (see Figure 4.9).
We therefore privileged reproducing the right temperature variation, rather than the plutonium
content one.
Furthermore, the previous variation of the model parameters with x and y was based on very
few experimental data points, therefore highlighting the uncertainty of the estimated x and y

dependencies.

The correlated plutonium content-stoichiometry effect needs also to be investigated with
this new optimization. In the previous chapter, we showed that increasing deviation from
stoichiometry induces a shift of the maximum of thermal conductivity to higher plutonium
contents.
That is, at x = 0, the maximum was attained at y = 0.50, whereas at x = 0.02, the maximum
shifted to y = 0.56. This shifting behavior was explained as being due to the increasing
importance of the plutonium polaron’s contribution σel

P u with increasing x, due to extrinsically
created Pu3+ in addition to the intrinsic Pu3+.
In the new optimization, this shift is observed in the opposite way: increasing x tends to
decrease the plutonium content, at which the maximum thermal conductivity is achieved (see
Figure 4.20).

Indeed, this new optimization yielded a migration energy of the plutonium polaron 5 times
higher than the uranium polaron. Therefore, the increase of the plutonium contribution due
to x is not sufficient to compensate for the 5 times higher migration energy of Pu3+, which
tends to do the opposite: decrease its contribution, with respect to the U5+ polaron.
Nevertheless, this shift is very slight.
That is, in this optimization, the maximum thermal conductivity shifts from y = 0.6 at x = 0
to x = 0.57 at x = 0.02. This shift is not as important as the experimental one, yielding a
maximum, which moves from y = 0.60 to y = 0.40 when deviation from stoichiometry goes
from x = 0.00 to x = 0.02.
The maximum of thermal conductivity is mostly driven by the contribution from the pluto-
nium polaron, as the latter increases with plutonium content. As shown in Figure 4.19, the
plutonium contribution to electrical conductivity is lower than the uranium contribution, due
to its lower migration energy.
Therefore, the increase in σel

P u is less important than the decrease in σel
U with plutonium

content. This "competition" between the plutonium and uranium contributions, therefore
induces the maximum of thermal conductivity to take place at higher plutonium content values
(i. e. here at y = 0.60 for a stoichiometric MOX).
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Figure 4.20: Electrical and thermal conductivity variation with plutonium content at T =
2000 K and four different deviations from stoichiometry.

If this maximum was to be shifted to lower plutonium contents (as it is experimentally
observed at x = 0.02), the plutonium contribution had to be higher than the actual one, in
order to outweigh the uranium contribution.
The increase in the contribution from the plutonium polaron to electrical conductivity can be
achieved by decreasing its migration energy.

In this work, we optimized Em(Pu) on hypostoichiometric electrical conductivity data,
since the sensitivity of the model to Em(Pu) was shown to increase with x.
We saw that decreasing Em(Pu) was accompanied with a decrease in the model consistency
with the hypostoichiometric measurements. Therefore, if we seek to shift the plutonium
content value, at which the maximum of thermal conductivity is obtained, to lower values, we
will reduce the model’s consistency with electrical conductivity measurements on hypostoi-
chiometric MOX.
However, it should be mentioned that measurements on hypostoichiometric MOX fuel, used in
the optimization were only based on the Schmitz’ data set. Other measurements should be
performed (and therefore included in the optimization) on hypostoichiometric MOX, in order
increase the accuracy of estimation of Em(Pu).

We only discussed the plutonium polaron’s migration energy, as being the only respon-
sible for the maximum, because we searched to validate the experimental shift at x = 0.02.
Indeed, in hypostoichiometric MOX, the plutonium migration energy is the driving parameter.
However, if one day, we recall into question the experimental maximum, obtained at y = 0.60
for the stoichiometric MOX, the migration energy of the uranium polaron should also be
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investigated.
Indeed, for a stoichiometric MOX, decreasing Em(U) leads to increase the plutonium content,
at which the maximum of thermal conductivity occurs.

This observation highlights the need for a more accurate estimate of the migration
energy of both polarons if one seeks for a precise determination of the plutonium content
value, at which thermal conductivity attains a maximum, regardless of the stoichiometry.

4.7.3.3 Comparison with literature reviews on the subject

It also bears comparing the plutonium content dependency, predicted in this work with other
reported work on this subject.
As mentioned in the introduction, literature on the effect of plutonium content on thermal
conductivity of MOX fuels, covering a wide range of plutonium contents is very limited.

In his doctoral research, Bonnerot [5] modeled the effect of plutonium on thermal con-
ductivity, using experimental data on MOX fuels, in the range y ∈ [0.05 − 0.3].
Among all reported work, to our knowledge, Bonnerot is the only author to take into account
plutonium content in the electronic contribution to thermal conductivity.
However, the model proposed by Bonnerot takes a simple Arrhenius form, without any
particular distinction between the polaron migration and creation energy. Instead, he uses the
term "activation energy" of thermal conductivity and shows that this energy decreases in a
monotone manner with plutonium content.
In Bonnerot’s model, thermal conductivity exhibits a parabolic variation with y, with a
maximum at y = 0.15 and T = 2500 K.
A quantitative comparison between our model and Bonnerot could not be done, given (1):
the choice of a rather simple equation to fit thermal conductivity at high-temperature in
Bonnerot’s work and (2): the limited plutonium content range (y ∈ [0.05 − 0.3]) in his
measurements, therefore limiting the validity of the model to only y = 0.3.

We compared our variation with Bonnerot’s measurements in Figure 4.21. The data set of
Bonnerot seems to yield a local minimum in the range y ∈ [0.07 − 0.10].
Bonnerot however characterized those samples (namely at y = 0.077 and y = 0.10) and showed
that this surprisingly low thermal conductivity value for those samples was due to a particular
plutonium distribution over the (U, Pu) matrix.
Indeed, those samples presented some Pu-rich agglomerates. Those two fuels were therefore
not considered in Bonnerot’s model.
Two other samples, yielding surprisingly low thermal conductivity values were not considered
in Bonnerot’s study: those at y = 0.45 and y = 0.75. Indeed, those fuels were bi-phased at the
fabrication and therefore were not totally representative of a monophased MOX matrix.
In fine, the plutonium content dependency in Bonnerot’s model is based on fuels in the range
y ∈ [0.10 − 0.30]. The maximum of thermal conductivity predicted by Bonnerot around
y = 0.15 is however very complex to validate given the high discrepancy in the experimental
data.
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Figure 4.21: Experimental (from Bonnerot [5]) and modeled (in this work) plutonium varia-
tion of thermal conductivity at temperatures in the range T ∈ [1800 − 2200] K

Weilbacher [6] also studied the effect of plutonium content on both phonon and elec-
tron contributions to thermal conductivity.
However, he did not propose a model for the effect of plutonium.
Indeed, he used quite the same equation as Bonnerot to represent the effect of electrons, but
the fitted variation of what he also calls the activation energy was not modeled.
This may be caused by the fact that no physical equation could reproduce this variation.
Weilbacher therefore did not conclude on the effect of plutonium content on the electronic
term.
Another very curious observation from Weilbacher’s data set is that plutonium content seems
to impact both phonon and electron terms in the same way.
Indeed, as shown in Figure 4.22, the plutonium content variation of thermal conductivity,
according to the data set of Weilbacher, seems to have the same form at T = 800 K and at
T = 2400 K.

This observation is not consistent with our model, which shows a clear difference in the way
plutonium content influences the contribution of phonons and electrons.
We observe in particular that in Weilbacher’s data set, the maximum of thermal conductivity
is achieved at y = 0.15, followed by a minimum at y = 0.45, regardless of temperature.
This observation is not consistent with both our model and the EU projects’ data set, showing
a maximum of thermal conductivity in the range y ∈ [0.40 − 0.60].
Indeed, in our electronic model, the contribution from the plutonium polaron increases with
plutonium content, whereas that of uranium decreases. Thermal conductivity due to electrons
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Figure 4.22: Experimental (from Weilbacher [6]) and modeled (in this work) plutonium
variation of thermal conductivity at temperatures in the range T ∈ [800 − 2400] K

is proportional to the product σel
P uσel

U

σel . Therefore, since σel
P u ≈ 0 when y < 0.15 and σel

U ≈ 0
when y > 0.85, the plutonium content profile of thermal conductivity is parabolic with a
maximum, situated at approximately y = 0.60.
In order to be able to reproduce the particular variation with plutonium content, observed in
the Weilbacher data set in the ranges y ∈ [0.00 − 0.15] and y ∈ [0.75 − 1.00]:

1. the plutonium polaron’s contribution at y < 0.15 should not be close to 0.
2. the uranium polaron’s contribution at y > 0.75 should not be close to 0.

Those requirements are difficult to be achieved, since in those ranges: y < 0.15 and y > 0.75,
the respective contributions from plutonium and uranium are almost zero.
Through the introduction of a percolation parameter in their model, Bhargava et al. [156, 157]
showed that in their ternary (Mnx,Fo3–x)O4 system, the contribution from Mn and Fe should
be set to zero when their respective atomic fraction is lower than 0.31.
Even though in this work, we do not include a percolation parameter in modeling, assuming a
non-negligible contribution from the plutonium polaron when plutonium content is lower than
y < 0.15 does not seem physical.
As for the minimum of thermal conductivity, observed at y = 0.45, under no circumstances
can our model yield a minimum at that plutonium content.
Indeed, in the range y ∈ [0.40 − 0.60], both contributions are different than zero and yield a
maximal σel. Therefore, thermal conductivity will always assume its maximum in the range
y ∈ [0.40 − 0.60].
As to the phonon term, this work can partially reproduce the plutonium variation in Weil-
bacher’s data set (at T = 800 K). In our phonon term, adding plutonium to a UO2 system
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can only lead to decrease thermal conductivity in the range y ∈ [0.00 − 0.50] since foreign
plutonium atoms act as phonon scattering centers.
This is consistent with the decreasing trend in Weilbacher’s measurements in the range
y ∈ [0.15 − 0.50], but not with the observed increasing trend in the range y ∈ [0 − 0.15]. Our
phonon model however confirms that thermal conductivity at T = 800 K increases in the range
y ∈ [0.50 − 1.00], as predicted by Weilbacher.

Other work mostly focus on the effect of plutonium at rather low temperatures (i. e.
T < 2000 K).
Ikusawa et al. [225] measured thermal conductivity of MOX in the range y ∈ [0 − 0.08] and
provided a model for the phonon contribution, which shows a decreasing trend of thermal
conductivity with y. This work is consistent with our model for the phonon contribution,
which also shows a decreasing trend until y = 0.45. Ikusawa et al.’s model however could not
be used above y = 0.08 due to its empirical nature.

Gibby [105] studied the effect of plutonium on MOX fuels with six different plutonium
contents in the range y ∈ [0.0 − 0.30] and one measurement on PuO2.
The measurements were performed at temperatures lower than 1600 K, and the main conclu-
sion of his work was that thermal conductivity decreases from y = 0.00 to y = 0.30.
The value for PuO2 was higher than that of the MOX at y = 0.30. According to the model,
proposed by Gibby, thermal conductivity decreases in the range [0.00 − 0.60], then slightly
increases until y = 1.00.
This is in agreement with the variation of the phonon term with y, predicted in this work.

Goldsmidth and Douglas [226] confirmed the decreasing trend, predicted by Gibby [105]
in the range y ∈ [0.00 − 0.30].

Serizawa et al. [78] showed that MOX fuels in the range y ∈ [0.10 − 0.20] at tempera-
tures below 1800 K did not show any particular plutonium content dependency. Indeed,
their data was highly scattered, especially for temperatures below 1200 K, and therefore the
plutonium content dependency may have been compensated by the experimental errors.

4.7.4 Effect of oxygen content
Both variations with deviation from stoichiometry, experimental and theoretical, yield a
monotone decreasing function (see Figure 4.23).

Our model was also compared to that of Kato et al. [3] and showed good consistency.
As temperature increases, the effect of x is shown to be less important both by the experimental
data and our model.
Indeed, in Chapter 3, we showed that increasing temperature increases the intrinsic phonon-
phonon interactions (U-processes), compared to the extrinsic phonon-impurity ones. The
U-processes processes were however shown to be less sensitive to deviation from stoichiometry
than the phonon-impurity ones.
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Figure 4.23: Experimental and theoretical variation with deviation from stoichiometry x
of thermal conductivity. The model was plotted for a mean plutonium content of y = 0.21,
representing the weighted average plutonium content of the experimental data. The semi-
empirical correlation with x of Kato et al. [3] was also plotted.

That is, the variation with stoichiometry of the physical parameters, describing the U-processes
(i. e. mainly Debye temperature and Gruneisen parameter) does not affect the overall thermal
conductivity variation, as much as the scattering cross section in the phonon-impurity term A.
Furthermore, even at temperatures where polarons play an important role (i. e. T > 2000
K), the effect of stoichiometry is negligible, compared to the effect of plutonium content. This
highlights the fact that even if a possible oxygen reduction of the sample occurs during thermal
diffusivity measurements at high-temperatures, no significant impact on thermal conductivity
would be expected.

As long as the correlated stoichiometry-plutonium content effect is concerned, the num-
ber of experimental measurements is not sufficient to confirm it.
Indeed, in the previous chapter, we saw that increasing plutonium content increases the effect
of stoichiometry on the phonon contribution to thermal conductivity. This becomes however
clear at extremely high plutonium contents (i. e. y > 0.80). Therefore, to conclude on this
phenomenon, experimental measurements on MOX fuels with y > 0.80 are needed through a
large range of stoichiometry values x ∈ [0.00 − 0.10].

The variation of thermal conductivity with x, for x > 0.05 also needs supplementary
measurements in order to confirm the model. Indeed, as observed in Figure 4.23, the number
of measurements above x = 0.05 is very limited.

179



4.8 Conclusion and perspectives
This chapter was dedicated to compare theory and measurements.
The comparison included 6619 experimental thermal conductivity points, covering temperatures
from room temperature to temperatures close to the melting temperature, plutonium contents
in the range y ∈ [0.00 − 1.00], deviations from stoichiometry in the range x ∈ [0.00 − 0.10] and
porosity fractions p ∈ [0.00 − 0.21].
First, we compared the model, described in the previous chapter (i. e. Chapter 3) with mea-
surements. We observed high discrepancies between the predicted variation with temperature
of thermal conductivity and the measurements. We observed in particular that the previous
model, systematically underestimated experimental thermal conductivity, regardless of the
temperature.
Given the temperatures, achieved in FNR nominal conditions (i. e. T > 1500 K), it is of
crucial importance to describe accurately the temperature variation of thermal conductivity.
For this, we calibrated some of the model parameters, using thermal conductivity experimental
data, in order to increase the consistency between the model and experimental data. This
calibration was done separately for the three contributions to thermal conductivity, considered
here: phonon, polaron and photon.

The calibration of the phonon term consisted of adding an empirical factor in the ex-
pression for the intrinsic thermal resistivity B and in particular behind the constant B∗.
Indeed, no clear proof for the scientific meaning of this constant was reported in the literature
[120, 137, 138]. We therefore chose to use thermal conductivity experimental data to calibrate
this constant, instead of calibrating the other model parameters (i. e. Gruneisen parameter
and Debye temperature), the physical meaning of which could not be recalled into question.
The calibration of this constant led to the conclusion that in order for the phonon term to
describe correctly low temperature experimental data (i. e. T < 1500 K), the B∗ constant in
the initial model has to be multiplied by a factor of 2.44.

The calibration of the electronic term involved the estimation of the (H, S, Em(Pu) and
Em(U)) parameters. We therefore used thermal conductivity experimental data to provide a
new estimation for those parameters, compared to that in the previous chapter.
However, the new parameter estimation, based solely on thermal conductivity experimental
data failed to reproduce the electrical conductivity measurements.
Consequently, a second attempt was made for estimating those parameters, using both
electrical and thermal conductivity data, based on a classical least-squares multi-objective cost
function.
However, this optimization led to the conclusion that to accurately describe both electrical
and thermal conductivity measurements, non-physical parameters had to be obtained (in
particular negative migration energies for both polarons).
Aware of the importance of obtaining physical parameters, given the predictive nature of our
model, we used Bayesian approach to find the best compromise between consistency of both
electrical and thermal conductivity models with measurements, and physical parameters. With
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this optimization approach, we:

1. obtained physical parameters, other that those of the previous chapter.
2. increased the amplitude of the electronic thermal conductivity, therefore increasing the

consistency between the thermal conductivity model and the data, while preserving the
consistency between the electrical conductivity model and the associated data.

Even though the consistency between the thermal conductivity model and the data was consid-
erably increased, as opposed to the model proposed in the previous chapter, important residuals
were however observed, especially for temperatures above 2300 K. Two main reasons for those
discrepancies were identified:

1. Experimental uncertainties, related to the extrapolation of a heat capacity model for
PuO2, above its range of validity (i. e. above 2500 K).

2. Modeling uncertainties, related to the assumption of a like-element hopping nature of the
polarons.

This analysis led to two essential perspectives of this chapter:

1. complete the already existing heat capacity data sets for PuO2 [227–229] by measurements
in the range T ∈ [2400 − Tm], where m stands for melting.

2. perform new optimizations by including a third contribution in the electrical conductivity
model, related to the possible Pu-U mixed-element hopping.

To compensate for the observed residuals at high-temperatures, we tried to fit those by a
radiative T 3 contribution (i. e. from photons). The residuals increased more rapidly than T 3

with temperature and therefore no physical radiative term could fit the residuals.

Finally, we compared the new model to the data, not only in terms of temperature
variation, but also of plutonium and oxygen content. The comparison in terms of plutonium
content dependency led to the following conclusions:

1. Below 2000 K, regardless of stoichiometry, the plutonium content dependency, predicted
in our model is consistent with the experimental data, showing a slightly decreasing
trend until y = 0.45, followed by an increase until y = 1.

2. Above 2000 K, at the stoichiometric composition (x = 0), the predicted plutonium
content variation of thermal conductivity is consistent with the measurements of the EU
projects, covering the range y ∈ [0.20 − 1.00]. Both model and measurements show a
parabolic variation with a maximum around y = 0.60.

3. Above 2000 K, at the hypostoichiometric composition (here x = 0.02), the data set
of the EU projects shows a shift of the plutonium content value, at which the maximum
is obtained, to lower plutonium contents: y = 0.45 (vs. y = 0.60 at x = 0.00). Our model
also shows this shift, but not in such proportions. To obtain such shift with our model,
the migration energy of the plutonium polaron must be lowered.

4. Overall, to accurately predict the plutonium content value, at which thermal conductivity
attains a maximum, an accurate estimate of the migration energy of both uranium and
plutonium polarons is required.
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Given the need for an accurate estimate of those parameters, the following experimental mea-
surements are needed:

1. Electrical conductivity measurements on highly hypostoichiometric MOX fuels (i.
e. x > 0.02) and at temperatures above 2000 K. Those measurements will increase the
estimation by inverse methods of the migration energy of the plutonium polaron.

2. Electrical conductivity measurements on MOX fuels with very low plutonium contents
(i. e. y ∈ [0.05 − 0.1]) and temperatures above 2000 K. Those measurements will
increase the estimation by inverse methods of the migration energy of the uranium
polaron.

DFT +U calculations can also be of interest in order to compare the results, obtained by inverse
techniques and by more fundamental approaches.

4.9 Conclusion et perspectives du chapitre
Ce chapitre est consacré à la comparaison entre la théorie et les mesures. La comparaison
a porté sur 6619 points de conductivité thermique expérimentale, couvrant des températures
allant de la température ambiante à des températures proches de la température de fusion, des
teneurs en plutonium dans l’intervalle y ∈ [0 − 1], des écarts par rapport à la stœchiométrie
dans l’intervalle x ∈ [0 − 0.1] et des fractions de porosité p ∈ [0 − 0.21].
Tout d’abord, nous avons comparé le modèle décrit dans le chapitre précédent (c’est-à-dire
le chapitre 3) avec les mesures. Nous avons observé des écarts importants entre la variation
théorique de la conductivité thermique en fonction de la température et les mesures. Nous
avons observé en particulier que le modèle précédent sous-estimait systématiquement la
conductivité thermique expérimentale, quelle que soit la température. Compte tenu des
températures atteintes dans les conditions nominales des RNR (i. e. T > 1500 K), il est d’une
importance cruciale de décrire avec précision la variation de la conductivité thermique en
fonction de la température. Pour cela, nous avons calibré certains paramètres du modèle, en
utilisant des données expérimentales de conductivité thermique, afin d’augmenter la cohérence
entre le modèle et les données expérimentales. Ce calibrage a été effectué séparément pour les
trois contributions à la conductivité thermique considérées ici: phonon, polaron et photon.

L’étalonnage du terme phononique a consisté à ajouter un facteur empirique dans l’expression
de la résistivité thermique intrinsèque B et en particulier derrière la constante B∗. En effet,
aucune preuve claire de la signification scientifique de cette constante n’a été publiée dans la
littérature [120, 137, 138]. Nous avons donc choisi d’utiliser les données expérimentales de
conductivité thermique pour calibrer cette constante, au lieu de calibrer les autres paramètres
du modèle (i. e. paramètre de Gruneisen et température de Debye), dont la signification
physique ne pouvait être remise en question. L’optimisation de cette constante a permis de
conclure que pour que le terme phononique décrive correctement les données expérimentales à
basse température (i. e. T < 1500 K), cette constante doit être multipliée par un facteur 2.44.
L’étalonnage du terme électronique implique l’estimation des paramètres (H, S, Em(Pu) et
Em(U)). Nous avons donc utilisé les données expérimentales de conductivité thermique pour
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fournir une nouvelle estimation de ces paramètres, comparée à celle du chapitre précédent.
Cependant, la nouvelle estimation, basée uniquement sur les données expérimentales de
conductivité thermique, n’a pas permis de reproduire les mesures de conductivité électrique.
Par conséquent, une deuxième tentative d’estimation de ces paramètres a été faite, en utilisant
à la fois les données de conductivité électrique et thermique. Cependant, cette optimisation a
conduit à la conclusion que pour décrire avec précision les mesures de conductivité électrique
et thermique, des paramètres non physiques devaient être obtenus (en particulier des énergies
de migration négatives pour les deux polarons). Conscients de l’importance d’obtenir des
paramètres physiques, étant donné la nature prédictive de notre modèle, nous avons utilisé
une approche bayésienne pour trouver le meilleur compromis entre la cohérence des modèles
de conductivité électrique et thermique avec les mesures, et les paramètres physiques. Grâce à
cette approche d’optimisation, nous :

1. avons obtenu des paramètres physiques autres que ceux du chapitre précédent.
2. nous avons augmenté l’amplitude de la conductivité thermique électronique, augmentant

ainsi la cohérence entre le modèle de conductivité thermique et les données, tout en
préservant la cohérence entre le modèle de conductivité électrique et les données associées.

Même si la cohérence entre le modèle de conductivité thermique et les données a été consid-
érablement améliorée, par rapport au modèle proposé dans le chapitre précédent, des résidus
importants ont été observés, en particulier pour les températures supérieures à 2300 K. Deux
raisons principales ont été identifiées pour expliquer ces divergences:

1. incertitudes expérimentales, liées à l’extrapolation d’un modèle de capacité thermique
pour PuO2, au-delà de son domaine de validité (i. e. au-dessus de 2500 K).

2. incertitudes de modélisation, liées à l’hypothèse que les polarons ne peuvent effectuer des
sauts qu’entre atomes du même type: Pu-Pu et U-U.

Cette analyse a conduit à deux perspectives essentielles de ce chapitre:

1. compléter les ensembles de données déjà existants sur la capacité thermique de PuO2
[227–229] par des mesures dans l’intervalle T ∈ [2400 − Tm], où m représente la fusion.

2. Effectuer de nouvelles optimisations en incluant une troisième contribution dans le modèle
de conductivité électrique, liée à l’éventuel saut d’éléments mixtes Pu-U.

Nous avons essayé d’expliquer les résidus observés à haute température, par une contribution
radiative T 3 (i. e. des photons). En revanche, les résidus augmentent plus rapidement que T 3

avec la température et, par conséquent, aucun terme radiatif physique ne pouvait correspondre
aux résidus.
Enfin, nous avons comparé le nouveau modèle aux données, non seulement en termes de vari-
ation en température, mais aussi en teneur en plutonium et en oxygène. La comparaison en
termes de dépendance à la teneur en plutonium a conduit aux conclusions suivantes:

1. En dessous de 2000 K, quelle que soit la stœchiométrie, la dépendance à la teneur en
plutonium, prédite dans notre modèle, est cohérente avec l’ensemble des données des
projets de l’UE, montrant une légère tendance à la baisse jusqu’à y = 0, 45, suivie
d’une augmentation jusqu’à y = 1.
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2. Au-dessus de 2000 K, à la composition stœchiométrique (x = 0), la variation
théorique de la conductivité thermique en fonction de la teneur en plutonium est co-
hérente avec les mesures des projets de l’UE, couvrant la plage y ∈ [0.2−1]. Le modèle et
les mesures montrent tous deux une variation parabolique avec un maximum autour
de y = 0.6.

3. Au-dessus de 2000 K, à la composition hypostoechiométrique (ici x = 0.02),
l’ensemble des données des projets de l’UE montre un déplacement de la valeur de la
teneur en plutonium, à laquelle le maximum est obtenu, vers des teneurs en plutonium
plus faibles: y = 0.45 (contre y = 0.60 à x = 0). Notre modèle montre également ce
décalage, mais pas dans de telles proportions. Pour obtenir un tel décalage avec notre
modèle, l’énergie de migration du polaron de plutonium doit être plus faible.

4. Globalement, pour prédire avec précision la valeur de la teneur en plutonium, à laquelle
la conductivité thermique atteint un maximum, une estimation précise de l’énergie de
migration de des deux polarons est nécessaire.

Étant donné la nécessité d’une estimation précise de ces paramètres, les mesures expérimentales
suivantes sont nécessaires :

1. Mesures de la conductivité électrique sur des combustibles MOX fortement hypos-
toechiométriques (i. e. x > 0.02) et à des températures supérieures à 2000 K. Ces
mesures permettront d’améliorer l’estimation, par des méthodes inverses, de l’énergie de
migration du polaron Pu3+.

2. Mesures de la conductivité électrique sur les combustibles MOX à très faible teneur
en plutonium (i. e. y ∈ [0.05 − 0.1]) et à des températures supérieures à 2000 K.
Ces mesures permettront d’améliorer l’estimation par des méthodes inverses de l’énergie
de migration du polaron U5+.

Les calculs DFT+U peuvent également être intéressants afin de comparer les résultats obtenus
par les techniques inverses et par des approches plus fondamentales.
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Chapter 5

GERMINAL (V3) calculation of the
INTA-2 experiment, using the thermal
conductivity model, developed in this
work
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Summary
In this chapter, we will use the thermal conductivity model, developed in the previous chapter to
simulate the fuel behavior during the INTA-2 irradiation experiment, using the fuel performance
code GERMINAL (V3) of the software platform PLEAIDES (Plate-forme Logiciel pour les
Elements Irradiés dans les Assemblages, Demonstration, en Expériminetation, ou en Service)
[8].
The INTA-2 experiment was chosen in particular, since this irradiation provides thermocouple
data and therefore allows to validate the calculated temperature.
The temperature at the fuel center (i. e. at the thermocouple position) is the only available
observable for this experiment. Despite this fact, in this chapter, we will analyze the calculation
results, concerning the main phenomena, occurring in the Beginning Of Life (BOL) of the fuel:
thermal expansion and fuel-cladding gap closure.

Résumé
Dans ce chapitre, nous utiliserons le modèle de conductivité thermique développé dans
le chapitre précédent pour simuler le comportement du combustible pendant l’expérience
d’irradiation INTA-2, en utilisant le code de performance du combustible GERMINAL (V3) de
la plate-forme logicielle PLEAIDES (Plate-forme Logiciel pour les Elements Irradiés dans les
Assemblages, Demonstration, en Expériminetation, ou en Service) [8].
L’expérience INTA-2 a été choisie en particulier, car cette irradiation fournit des données de
thermocouple et permet donc de valider la température calculée.
La température au centre du combustible (i. e. à la position du thermocouple) est la seule
observable disponible pour cette expérience. Malgré cela, dans ce chapitre, nous analyserons
les résultats de calcul concernant les principaux phénomènes qui se produisent au début de la
vie du combustible: dilatation thermique et fermeture du jeu pastille-gaine.
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5.1 General characteristics of the INTA-2 experiment
The INstrumented Test Assembly 2 (INTA-2) experiment [107, 230–234] comprises 19 pins,
including 16 instrumented pins, carrying MOX fuel, irradiated in the JOYO Mk-II reactor
[232, 235, 236] in Japan for 7.2 JEPP (Jour Equivalent Pleine Puissance) in 1991.
In this experiment, 13 pins were equipped with a tungsten-rhenium type thermocouple, inserted
into the central annular hole, measuring the fuel core temperature and 3 with thermocouples
measuring the experimental assembly’s coolant inlet and outlet temperatures (see Figure 5.1).
The cladding was composed of austenitic steel [107]. Among those available, the I2208 pin was

Figure 5.1: Schematic representation of the INTA-2’s cross section of test fuel pin bundle
[236]

selected as it was judged to have the lowest effect of fuel column and thermocouple eccentricity
on the target temperature measurement. Details of the selected pin are shown in Table 5.1.

Characteristic Value
Pellet inner diameter (mm) 1.916
Pellet outer diameter (mm) 6.546

Cladding inner diameter (mm) 6.704
Cladding thickness (mm) 0.40

Pu/(U+Pu) mass content (%) 18.89
Density (% th.d) 95.29

Oxygen/Metal ratio 1.96
Fissile column length (mm) 551.45
Upper plenum volume (cm3) 20.0

Table 5.1: General characteristics of the pin I2208 of the INTA-2 experiment [107].

Irradiation of the INTA-2 assembly provides a direct measurement of the fuel core temperature.
The latter can be used, together with the local linear power estimate, to validate the models
included in GERMINAL (V3) for estimating the thermal regime in the fuel at the beginning
of its life.
For the pin I2208, the thermocouple stopped working when the power exceeded ≈ 300 W cm−1,
i. e. after half a day’s irradiation.
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Irradiation time
(days)

Linear power
(W cm−1)

Cladding outer temperature
(◦C)

0 0.00 350
0.042 10.42 359
0.084 37.52 374
0.126 63.07 388
0.168 91.72 400
0.210 97.44 402
0.252 109.26 407
0.294 138.30 420
0.336 164.91 432
0.378 185.40 441
0.420 221.76 457
0.462 252.62 470
0.504 275.51 479
0.546 302.90 491

Table 5.2: Irradiation conditions of the pin I2208

The temperature measurement is therefore not influenced by fuel restructuring, but
only by early-life phenomena such as thermal expansion and relocation of fuel fragments
during fracturing.
The pin is discretized into a single axial slice, to which the linear power and outer cladding
temperature loads are applied, according to the data available in Table 5.2.

5.2 Presentation of GERMINAL
The PLEIADES simulation platform [8] was briefly introduced in Chapter 1. For more detailed
information about PLEIADES, the reader may refer to [8]. In this section, we will briefly
introduce some basic concepts in GERMINAL simulations.

5.2.1 Fuel pin geometry
The fuel pin geometry in GERMINAL is an axisymmetric 1D 1/2 representation (see Figure
5.2). This representation consists of dividing the fuel column into axial slices, within which
a 1D radial meshing of the fuel pellet, the fuel-pellet gap and the cladding is created [7].
The radial meshing is axially located in the middle of the axial slice in question. The axial
discretization can be composed of 10 to 40 slices. The number of slices generally depends on
the fuel pin composition or its axial power. Radial meshing is refined as the fuel cladding
is approached. This allows more accurate simulation of fuel behavior near the central hole.
This radial meshing also allows to reduce simulation time cost, while maintaining high result
precision.
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5.2.2 Thermal analysis
GERMINAL is a thermo-mechanical fuel performance code. For further information on the
mechanical modeling, the reader may refer to [7].
In this study, we are particularly interested in the impact of thermal conductivity on fuel
temperature. Thermal analysis is performed, using Finite Elements computation with the
CAST3M solver [237].
The Fourier’s law is used to compute the temperature inside the fuel pin [7]:

ρCp
∂T

∂t
= div(λ−−−−→grad T ) + S (5.1)

where:

Figure 5.2: 1D 1/2 fuel pin representation used by GERMINAL [7]
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ρ : density of the material (kg m−3)
Cp : heat capacity of the material (J kg−1 K−1)
S : volume power density (W m−1)
λ : thermal conductivity of the material (W m−1 K−1)
T : temperature (K)

The volume power density is driven by the fission reaction [7]:

S(r, z, t) =
(∑

i

εfXi
× σfXi

× cXi(r, z, t) × NA

)
× ϕn(r) × Φ̄n(z, t) (5.2)

where:

εfXi
: fission energy of the Xi isotope (J)

σfXi
: one-group fission cross-section of the Xi isotope (m2)

cXi(r, z, t) : local concentration of the Xi isotope at the time t. (mol m−3)
ϕn(r) : local value of the radial normalized neutron flux shape (-)
Φ̄n(z, t) : average neutron flux in the fuel section at the considered axial location, at the

time t (neutrons.m−2 s−1)

The boundary condition, in steady-state conditions is a Dirichlet condition, imposing cladding
outer temperature [7].
The latter is determined by the local temperature of the coolant, the heat transfer coefficient
between the cladding and the coolant and the local heat flux, driven by the fuel power.
For further details on thermal analysis in GERMINAL, the reader my refer to [7, 8].

5.3 Simulation of the INTA-2 experiment with GERMI-
NAL (V3)

In this section we will present the simulation results.
Two simulations were performed. One, using the thermal conductivity model, developed in
this work, and the other, using the reference thermal conductivity model, used in GERMINAL
(V3), which is the model of Kato et al. [3].

The V3 version of GERMINAL was used in this work, instead of V2 because the newest
version of GERMINAL uses the most up-to-date fuel properties reported for MOX fuel [EGIFE
international fuel properties catalog: to be published].
For example, the reference thermal conductivity model in GERMINAL (V2) is that of
Philipponneau [2]. In the previous chapter (see Figure 4.15), the latter was shown to yield
lower values than both our model and that of Kato et al. [3].
We already identified a possible reason for this underestimation- the use of (1): a low number
of experimental points for the calibration of the empirical model and (2): the use of old
measurements, which were shown to be, for most of them, statistical outliers, compared to
other experimental data.
Using Philipponneau’s model may therefore lead to an overestimation of the fuel temperature
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and thus lead to an underestimation of the fuel melting margin.
The latter is a crucial parameter for nuclear safety evaluations and therefore should be
determined with precision. For further details on the differences between the V2 and V3
versions of GERMINAL, the reader may refer to [7, 8].

5.3.1 Axial and radial discretization

Figure 5.3: Scheme of the axial and radial discretizations in the GERMINAL (V3) simulation
of the INTA-2 experiment

To simulate the INTA-2 experiment, the fuel geometry was divided into one 2.88 mm long axial
slice, with a radial meshing, composed of 25 nodes (see Figure 5.3). The position of the axial
slice was chosen to stay consistent with the thermocouple measurement position: at 278.60 mm
from the bottom of the column.

5.3.2 Results
The burn-up in this experiment is low (i. e. 0.003 % FIMA). Phenomena, related to fission
gas production or actinide migration therefore did not occur. INTA-2 is therefore a Beginning-
Of-Life (BOL) experiment. The BOL phenomena mainly concern fuel thermal expansion,
fuel fragmentation relocation and oxygen redistribution. The simulation did not show any
plutonium redistribution due to the relatively low temperatures (i. e. maximum 1750 K at the
fuel center). The results will therefore concern fuel temperature, fuel-cladding gap and oxygen
redistribution. Other experimental data, a part from fuel temperature, is not available for this
experiment. The comparison with measurements will therefore concern only the fuel center
temperature.

5.3.2.1 Fuel temperature

As shown in Figure 5.4, the calculated fuel temperature with the thermal conductivity model
of Kato et al. is in perfect agreement with the thermocouple data. Indeed, the INTA-2
thermocouple data, was used to calibrate some empirical models, used in GERMINAL (V3),
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Figure 5.4: Calculated (void red triangles and orange squares) fuel temperature at the center
of the pellet (i. e. at the thermocouple position) and measured temperature (blue circles),
as a function of the linear power, at the axial position of 278.60 mm, from the bottom of the
column.

related to BOL phenomena: namely the model for the fuel relocation [private com.]. This
calibration was performed, using the thermal conductivity model of Kato et al. [3].
It therefore does not seem surprising that the calculated temperature, using the model of Kato
et al., is consistent with the measured temperature.
However, the model, developed in this work was not used to calibrate GERMINAL (V3) and
yet Figure 5.4 shows that consistency between calculated and measured temperature is also
obtained, using our thermal conductivity model.
This observation highlights the accuracy of our model in describing the fuel temperature in
the BOL.

It should also be mentioned that the differences in calculated temperature, using the
model of Kato et al. and ours are negligible (i. e. < 1 %). Indeed, in the previous chapter
(see Figure 4.15), we showed that our model is consistent with Kato et al, in what concerns
the phonon contribution to thermal conductivity.
In the temperature range of the INTA-2 experiment T ∈ [630 − 1750] K, thermal conductivity
is driven by phonons. This explains why both our model and that of Kato et al. yield similar
fuel temperatures.

What is, however, different between Kato et al. and this work is the modeling of ther-
mal conductivity at temperatures, where the contribution from polarons and photons become
important.
In particular, Kato et al. does not account for plutonium or oxygen content.
However, in other FNR irradiations (e. g. NESTOR-3 [24, 25], PAVIX [110], TRABANT [112],
CAPRIX [111]), plutonium redistribution occurs, together with fuel temperatures, attaining
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2500 K in the fuel center.
In this configuration, Kato et al. can therefore under or overestimate the fuel temperature,
since plutonium content is not taken into account in their model.
Our model does take plutonium content into account and can therefore be used to simulate
the effect of plutonium redistribution on fuel temperature.
In this work, we chose the INTA-2 experiment to perform a first validation of our model, since
INTA-2 provides thermocouple data.
In future work, our model can be used to simulate other FNR irradiations and examine the
consistency with measurements of not only fuel temperature, but also JOG thickness, fission
gas retention and release or fuel-cladding gap distance.

Radial fuel temperature profile
The radial fuel temperature distribution was also shown in Figure 5.5, showing a decreasing
function with the radial position r

R
, where R is the fuel external radius. This distribution func-

tion follows the resolution of the conduction equation [7]. The oxygen/metal ratio’s variation is
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Figure 5.5: Variation of both calculated fuel temperature (blue) and oxygen/metal ratio (red)
with the radial position on the pellet r

R
where R is the fuel external radius. The void triangles

and squares represent respectively the results, obtained with the Kato et al. model for λ [3]
and with our model. Those results correspond to the maximum linear power in INTA-2: 302.90
W cm−1.

also shown. We observe that oxygen radially redistributes towards the fuel pellet’s periphery.
Thermal conductivity increases as the oxygen-to-metal ratio rises. Consequently, the radial
temperature profile is a consequence of both the conduction equation, and the oxygen redistri-
bution.
This observation also highlights the importance in considering the effect of O/M ratio in ther-
mal conductivity modeling.
Once again, we observe good consistency in radial temperature profile, obtained with Kato et
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al. and our model.
Indeed, not only did we show consistency in the temperature variation of the phonon term,
predicted by our model and that of Kato et al. (see Figure 4.15), but also in its Oxygen/Metal
variation (see Figure 4.23).
Therefore, the consistency of the results, obtained with the two models is further more justified.

5.3.2.2 Fuel-cladding gap

The fuel-cladding gap is a parameter of crucial interest, since it exhibits drastic changes at the
very first moments of the irradiation, which can have important impact on fuel temperature
(up to 300-400 K) [238].
In the very beginning of the irradiation (at t = 0 s), the gap is filled with helium, which was
shown to have a negligible thermal conductivity to that of the fuel.
The gap exhibits fast closure due to two main BOL phenomena: fuel thermal expansion, as
well as fuel fragmentation and relocation (see Figure 5.6). Figure 5.7 shows the variation with

Figure 5.6: Fuel fragmentation (on the left) and relocation (on the right) [7]

linear power of the fuel-cladding gap, together with the fuel external radius and the cladding
internal radius.
Under fuel external radius, one should understand the radius, after thermal expansion and
fragment relocation.
We observe a very rapid increase in the fuel external radius, showing the effect of both thermal
expansion and relocation, and on the other side a rather slow cladding expansion.
This leads to a rather fast gap closure. The gap is however not completely closed (i. e. it
remains 18.3 µm of gap). Indeed, the maximum linear power in the INTA-2 experiment is not
high enough to observe a complete closure of the gap. Another reason for the remaining 18.3
µm may originate from the fuel’s roughness.
Figure 5.8 provides further evidence of the contribution of fragmentation and fuel relocation
to gap closure, showing a correlation between gap closure and decreasing geometric density.
The latter, accounts for both closed porosity (i. e. fabrication porosity) and fuel cracks
(fragmentation).
In this irradiation, temperature is not high enough to activate the fabrication pores’ migration
towards the fuel center and therefore the decrease in geometrical density from the fabrication
density (i. e. 95.29 % th.d) to 92 % th.d is due to fuel fragmentation.
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Figure 5.7: Calculated fuel-cladding gap (in blue, left y-axis), fuel external radius (in red,
right y-axis), and cladding internal radius (in orange, right y-axis) as a function of the linear
power, with both our model (squares) and the Kato et al. [3] (triangles) model for thermal
conductivity.
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Figure 5.8: Calculated fuel-cladding gap (in blue) and geometrical density (i. e. accounting
for closed (fabrication pores) and opened porosity: fuel fragmentation) (in red), as a function
of the linear power, with both our model (squares) and the Kato et al. [3] (triangles) model
for thermal conductivity.
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5.4 Conclusion and perspectives
In this chapter, we showed that the thermal conductivity model, developed in this work, can
be implemented into the fuel performance code GERMINAL (V3) due to its simple functional
form, in terms of temperature, plutonium and oxygen content dependency.
This model is however based on physical foundations and therefore gathers two essential
advantage: physically justified extrapolation to all temperatures, plutonium and oxygen
contents of interest for FNR MOX fuels and low computational cost.
Those two criteria are essential for fuel performance codes, since these should be based on
physical models, but at the same time, calculation time should be as low as possible.
This chapter therefore showed that this model is of great interest for fuel performance codes.

Simulating the INTA-2 irradiation experiment was a strategic choice, as this experiment
provides thermocouple data and can therefore be used to validate the consistency of the
calculated fuel temperature with the measured temperature. We showed that using the
thermal conductivity, developed in this work led to perfect agreement between calculated fuel
temperature at the pellet’s center and thermocouple data. This observation highlighted the
accuracy of this model in describing fuel temperature at the BOL.

We also compared fuel temperature results, obtained with our thermal conductivity
model and that of Kato et al. [3], which is the reference thermal conductivity model, used in
GERMINAL (V3).
This comparison showed that the simulation results with both our model and Kato et al., were
similar (i. e. differences of less than 0.1 % for fuel temperature).
Those similarities were explained in terms of consistency between both our phonon thermal
conductivity term and that of Kato et al.., which in the temperature range of the INTA-2
experiment (i. e. T ∈ [630 − 1750] K) is the driving thermal conductivity term.
Differences in simulation results, with those two models are expected to appear for other FNR
irradiation experiments, where temperatures are higher than 1750 K.
Above that temperature, the contribution of polarons and photons becomes important. In the
previous chapter, we showed that, at high temperatures, plutonium content affects thermal
conductivity in a significant manner (i. e. 35 % of increase from y = 0.20 to y = 0.60).
Given the plutonium redistribution, occurring in FNR MOX at high temperatures, uncertain-
ties in the local fuel temperature are expected if plutonium content is not taken into account
in thermal conductivity modeling. Kato et al. neglects this effect.
Performing GERMINAL simulations on FNR irradiations, achieving high temperatures (e. g.
NESTOR-3 [22, 24], CAPRIX [111], PAVIX [110], TRABANT [112]) can therefore provide
evidence for the differences in calculated fuel temperature with a Pu content-dependent model
(our model) and Kato et al..
This constitutes the main perspective of this chapter.
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5.5 Conclusion et perspectives du chapitre
Dans ce chapitre, nous avons montré que le modèle de conductivité thermique, développé dans
ce travail, peut être mis en œuvre dans le code de performance du combustible GERMINAL
(V3) en raison de sa forme fonctionnelle simple, en termes de dépendance à la température,
au plutonium et à la teneur en oxygène. Ce modèle est cependant basé sur des fondements
physiques et présente donc deux avantages essentiels: une extrapolation physiquement justifiée
à toutes les températures, teneurs en plutonium et en oxygène intéressantes pour les com-
bustibles MOX RNR et un faible coût de calcul. Ces deux critères sont essentiels pour les codes
de performance des combustibles, puisqu’ils doivent être basés sur des modèles physiques,
mais en même temps, le temps de calcul doit être aussi faible que possible. Ce chapitre a donc
montré que ce modèle présente un grand intérêt pour les codes de performance des combustibles.

La simulation de l’expérience d’irradiation INTA-2 était un choix stratégique, car cette
expérience fournit des données de thermocouple et peut donc être utilisée pour valider la
cohérence entre la température calculée du combustible et la température mesurée. Nous avons
montré que l’utilisation de la conductivité thermique, développée dans ce travail, conduisait à
un accord parfait entre la température calculée du combustible au centre de la pastille et les
données du thermocouple. Cette observation a mis en évidence la précision de ce modèle dans
la description de la température du combustible en début de vie.

Nous avons également comparé les résultats de la température du combustible, obtenus
avec notre modèle de conductivité thermique et celui de Kato et al. [3], qui est le modèle
de conductivité thermique de référence, utilisé dans GERMINAL (V3). Cette comparaison
a montré que les résultats des simulations avec notre modèle et celui de Kato et al. étaient
similaires (i. e. différences inférieures à 0.1 % pour la température du combustible). Ces
similitudes s’expliquent par la cohérence entre notre modèle de conductivité thermique
phononique et celui de Kato et al., qui, dans la gamme de températures de l’expérience
INTA-2 (i. e. T ∈ [630 − 1750] K), est le terme de conductivité thermique déterminant.
Des différences dans les résultats de simulation, avec ces deux modèles, devraient apparaître
pour d’autres expériences RNR, où les températures sont supérieures à 1750 K. Au-dessus de
cette température, la contribution des polarons et des photons devient importante. Dans le
chapitre précédent, nous avons montré qu’à haute température, la teneur en plutonium affecte
la conductivité thermique de manière significative (i. e. 35 % d’augmentation de y = 0.2
à y = 0.6). Compte tenu de la redistribution du plutonium, qui se produit dans le MOX
RNR à des températures élevées, des incertitudes sur la température locale du combustible
sont attendues si la teneur en plutonium n’est pas prise en compte dans la modélisation de la
conductivité thermique. Kato et al. néglige cet effet.
La réalisation de simulations GERMINAL sur des irradiations RNR, atteignant des tempéra-
tures élevées (e. g. NESTOR-3 [22, 24], CAPRIX [111], PAVIX [110], TRABANT [112])
peut donc fournir des preuves des différences de température du combustible calculée avec
un modèle dépendant de la teneur en Pu (notre modèle) et Kato et al.. Ceci constitue la
principale perspective de ce chapitre.
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General conclusion and perspectives

The main goal of this work was to provide a physical understanding about the effect of
temperature, plutonium and oxygen content, microstructure (mainly porosity), and irradiation
on thermal conductivity.
Most reported modeling approaches are based on semi-empirical equations, fitted to thermal
conductivity experimental data. However, those approaches are limited by the number of
experimental data, and the ranges of temperature, plutonium and oxygen content, covered
by the data. In addition, experimental measurements are subject to considerable dispersion,
particularly at very high temperatures (i. e. above 2200 K). As a result, semi-empirical models
are subject to considerable uncertainty when it comes to describing thermal conductivity at
high temperatures.

Through physical modeling, we managed to avoid difficulties in extrapolating semi-empirical
models beyond their experimental range of validity. In particular, we avoided issues, related
to the unknown effect of plutonium content beyond y ∈ [0.10 − 0.30], and especially in the
high-temperature region (i. e. above 2200 K). The model, proposed in this work, covers the
whole range of temperatures (T), plutonium (y) and oxygen (x) contents, which are of interest
for FNR MOX fuels: T ∈ [298 − 2800] K, y ∈ [0.05 − 0.95], and x ∈ [0.00 − 0.10].

In this work, we showed that plutonium content is of crucial importance in thermal
conductivity modeling, contrary to what previous authors reported [2–5]. We especially
showed that thermal conductivity above 2200 K (i. e. the electronic contribution) exhibits a
maximum at a plutonium content value, situated in the range y ∈ [0.45−0.60]. This
range depends on the oxygen stoichiometry of the fuel, therefore highlighting the correlated
plutonium-oxygen content effect.
That is, decreasing the oxygen stoichiometry of the fuel tends to decrease the plutonium
content, at which the maximum of thermal conductivity is obtained. This observation is both
predicted by our model and verified experimentally, using the most up-to-date measurements
on MOX fuels, covering plutonium contents in the range y ∈ [0.24 − 1.00], provided by the
European projects: ESNII+ [224], ESFR-SMART [108] and PUMMA [109].
A real challenge in this work was to find an accurate description of the temperature variation
of thermal conductivity, especially for temperatures above 2000 K. We saw, in particular,
an inflection point in thermal conductivity, situated at around T = 2200 K. Above this
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temperature, important discrepancies with measurements were observed. Four main reasons
were identified for those discrepancies:

1. Extrapolation of the heat capacity model for PuO2 [239], used to indirectly determine
thermal conductivity using thermal diffusivity experimental data, beyond its domain
of validity (i. e. above 2500 K).

2. Missing electrical conductivity experimental data above 1400 K, to provide an accu-
rate estimate of the electronic model parameters by inverse methods, independently
of thermal conductivity experimental data.

3. Missing extinction coefficient experimental data on MOX fuel, to provide an accu-
rate estimate of the radiative contribution to thermal conductivity, independently of
thermal conductivity experimental data.

4. Assuming that both U and Pu polarons exhibit like-element hopping.

Once all the above-mentioned experimental data have been collected and a third contribution
to the electrical conductivity model has been added, from a possible mixed-element Pu-U
hopping, the Bayesian optimization cost function, developed in this work, can again be used
to provide new model parameters. The four points mentioned above constitute four major
areas for progress, with a view to improving consistency between the predicted temperature
variation of thermal conductivity and measurements.

This work has also improved our understanding of the effects of irradiation on thermal
conductivity, particularly in the case of FNR MOX fuels irradiated at high burn-up rates
(i. e. the NESTOR-3 fuel). We saw that using Lucuta’s thermal conductivity model, based
on PWR UO2 SIMulated Fels (SIMFuels) yields important discrepancies when compared to
experimental data on FNR MOX fuels.
We improved the physics of the Lucuta model, by introducing a parameter, which is intrinsic
to the irradiated fuel matrix: the atomic fraction of fission products.
The main challenge in modeling was to answer the question: why do we measure higher
thermal conductivity at the MFP region (irradiated at 13 % FIMA) than at the TFC axial
region (irradiated at 8 % FIMA). We therefore managed to show that porosity is a key element
in explaining those differences.
This work therefore led to the proposition of an internship, the goal of which was to perform
FFT calculations on microstructures, generated by image analysis on metallographies of the
NESTOR-3 fuel. This internship study confirmed the conclusion of our work, that porosity
explains the differences in thermal conductivity between the two axial regions.
Another perspective of our work was to perform thermal conductivity measurements on
FNR MOX SIMFuels, to confirm our model for the thermal conductivity of the irradiated
fuel matrix. Those measurements will be performed on the FNR MOX SIMFuels, fabricated
and characterized in the thesis of Rafael Caprani [38], in the framework of a new doctoral
research, starting this year.

In this work, we showed that our model can be implemented into the fuel performance
code GERMINAL of the PLEIADES simulation software. The simulation on the INTA-2
irradiation experiment showed that temperature predictions, using the thermal conductivity,
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developed in this work, were consistent with the thermocouple measurements.
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Conclusion générale et perspectives

L’objectif principal de ce travail était de fournir une compréhension physique de l’effet de la
température, de la teneur en plutonium et en oxygène, de la microstructure (principalement
la porosité) et de l’irradiation sur la conductivité thermique. La plupart des approches
de modélisation publiées dans la littérature sont basées sur des équations semi-empiriques,
ajustées aux données expérimentales de conductivité thermique. Toutefois, ces approches
sont limitées par le nombre de données expérimentales et par les plages de température et de
teneur en plutonium et en oxygène couvertes par les données. De plus, les mesures expéri-
mentales sont entachées d’importante dispersion, en particulier à très haute température (i. e.
au-dessus de 2200 K). Par conséquent, les modèles semi-empiriques sont entachés d’ incerti-
tudes élevées quant à leur capacité à décrire la conductivité thermique à très haute température.

Grâce à l’approche physique, que nous avons utilisée dans cette thèse, nous avons réussi
à éviter les difficultés liées à l’extrapolation des modèles semi-empiriques au-delà de leur
domaine de validité expérimentale. En particulier, nous avons évité les problèmes liés à l’effet
inconnu de la teneur en plutonium au-delà de y ∈ [0.1 − 0.3], et en particulier dans la région à
haute température (i. e. au-dessus de 2200 K). Le modèle proposé dans ce travail couvre toutes
les domaines en température (T), teneur en plutonium (y) et en oxygène (x), qui présentent un
intérêt pour les combustibles MOX RNR : T ∈ [298−2800] K, y ∈ [0.05−0.95], and x ∈ [0−0.1].

Dans ce travail, nous avons montré que la teneur en plutonium est d’une importance
cruciale dans la modélisation de la conductivité thermique, contrairement à ce que les auteurs
précédents avaient affirmé. Nous avons notamment montré que la conductivité thermique
présente un maximum à une valeur de la teneur en plutonium, située dans l’intervalle
y ∈ [0.45 − 0.6]. Cette plage dépend de la stœchiométrie de l’oxygène du combustible,
ce qui met en évidence l’effet corrélé de la teneur en plutonium et en oxygène. En
d’autres termes, la diminution de la stœchiométrie en oxygène du combustible tend à diminuer
la teneur en plutonium, à laquelle la conductivité thermique est maximale. Cette observation
est à la fois prédite par notre modèle et vérifiée expérimentalement, en utilisant les mesures
les plus récentes sur les combustibles MOX, couvrant les teneurs en plutonium dans la plage
y ∈ [0, 24 − 1], fournies par les projets européens : ESNII+ [224], ESFR-SMART [108] et
PUMMA [109].
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Un véritable défi dans ce travail a été de trouver une description précise de la variation
en température de la conductivité thermique, en particulier pour les températures supérieures
à 2000 K. Nous avons vu, en particulier, un point d’inflexion dans la conductivité thermique,
situé à environ T = 2200 K. Au-dessus de cette température, d’importantes divergences avec
les mesures ont été observées. Quatre raisons principales ont été identifiées pour expliquer ces
écarts :

1. Extrapolation du modèle de capacité thermique pour PuO2 [239], utilisé pour déter-
miner indirectement la conductivité thermique à l’aide des données expérimentales de
diffusivité thermique, au-delà de son domaine de validité (i.e. au-dessus de 2500 K).

2. Manque de données expérimentales de conductivité électrique au-dessus de 1400
K, pour fournir une estimation précise desparamètres du modèle électronique par
des méthodes inverses, indépendamment des données expérimentales de conductivité ther-
mique.

3. Manque de données expérimentales sur le coefficient d’extinction du combustible
MOX, afin de fournir une estimation précise de la contribution radiative à la con-
ductivité thermique, indépendamment des données expérimentales sur la conductivité
thermique.

4. En supposant que les polarons U et Pu présentent des sauts entre atomes du même
type.

Une fois que toutes les données expérimentales susmentionnées auront été collectées et qu’une
troisième contribution au modèle de conductivité électrique aura été ajoutée, provenant d’un
éventuel saut de Pu-U à éléments mixtes, la fonction de coût de l’optimisation bayésienne,
développée dans ce travail, pourra à nouveau être utilisée pour fournir de nouveaux paramètres
de modèle. Les quatre points mentionnés ci-dessus constituent quatre domaines majeurs
de progrès, en vue d’améliorer la cohérence entre la variation de température prédite de la
conductivité thermique et les mesures.

Ces travaux ont également permis de mieux comprendre les effets de l’irradiation sur la con-
ductivité thermique, en particulier dans le cas des combustibles MOX FNR irradiés à des taux
de combustion élevés (i.e. le combustible NESTOR-3). Nous avons constaté que l’utilisation
du modèle de conductivité thermique de Lucuta, basé sur les combustibles MOX FNR UO2
SIMulated Fels (SIMFuels), produit des divergences importantes par rapport aux données
expérimentales sur les combustibles MOX FNR. Nous avons amélioré la physique du modèle
Lucuta en introduisant un paramètre intrinsèque à la matrice du combustible irradié : la frac-
tion atomique des produits de fission. Le principal défi de la modélisation était de répondre
à la question suivante : pourquoi mesure-t-on une conductivité thermique plus élevée dans la
région MFP (irradiée à 13 at.%) que dans la région axiale TFC (irradiée à 8 at.%). Nous avons
donc réussi à montrer que la porosité est un élément clé dans l’explication de ces différences. Ce
travail a donc conduit à la proposition d’un stage, dont le but était de réaliser des calculs FFT
sur des microstructures, générées par analyse d’images sur les métallographies du combustible
NESTOR-3. Cette étude de stage a confirmé la conclusion de notre travail, à savoir que la
porosité explique les différences de conductivité thermique entre les deux régions axiales. Une
autre perspective de notre travail était d’effectuer des mesures de conductivité thermique
sur les combustibles MOX FNR SIMFuels, afin de confirmer notre modèle de conductivité
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thermique de la matrice du combustible irradié. Ces mesures seront effectuées sur les SIMFuels
FNR MOX, fabriqués et caractérisés dans la thèse de Rafael Caprani [38], dans le cadre d’une
nouvelle recherche doctorale, qui débutera cette année.

Dans ce travail, nous avons montré que notre modèle peut être mis en œuvre dans le code de
performance des combustibles GERMINAL du logiciel de simulation PLEIADES. La simulation
de l’expérience d’irradiation INTA-2 a montré que les prévisions de température, utilisant
la conductivité thermique développée dans ce travail, étaient cohérentes avec les mesures du
thermocouple.
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Annexes

A State of the art on the effect of porosity on thermal
conductivity of nuclear oxide fuels

A.1 Empirical correlations
Some authors developed empirical correlations for the variation of thermal conductivity with
porosity, using experimental data on fuels with different porosity [58, 59]. Those correlations are
temperature-dependent and take the following form: Fp(T ) = 1 − (a − b × 10−3 · (T − 273)) · p,
where p is the fractional porosity (0 < p < 1) and T - the temperature. Brandt and Neuer
[59] reported a = 2.60 and b = −0.50 for UO2 fuels, whereas Van-Craeynest and Stora [58]:
a = 2.58 b = −0.58 for MOX fuels, valid for T ∈ [323 − 1273] K.

A.2 Formulations based on series slabs or parallel tubes

Figure A.1: Illustrative scheme of the series slabs and parallel tubes concepts [63]

Other formulations use the concept of series slabs and parallel tubes (see Figure A.1). In
both concepts, the material is composed of two layers: one containing only the matrix, and the
other, containing both matrix and a second phase (here pores). The layers are either considered
as thin slabs perpendicular to the heat flux (series slabs) or long tubes, parallel to the heat
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flux (parallel tubes). Applying the Kirchoff law for both cases, and approximating the pores
to phases with zero thermal conductivity, the effective thermal conductivity of the material is
expressed as:

λp

λm

=
1 − p, in the series slabs concept

1 − p + p3/2, in the parallel tubes concept
(A.1)

where λp and λm are the thermal conductivity of the porous material and the thermal conduc-
tivity of the fuel matrix, respectively (i. e. at the theoretical density).
Loeb formulation [52] is based on the series slabs concept, but instead of treating pores as
phases with zero thermal conductivity, Loeb assesses the pore thermal conductivity and yields
the following expression:

λp

λm

= 1 − α × p (A.2)

where α is a factor, which depends on (1) shape, size and orientation of the pores, with respect
to the heat flux, (2) temperature and (3) emissivity of the material. In most literature reviews
[53–56], α is considered as an empirical factor, due to the difficulty in evaluating (1), (2) and
(3).
In addition, those concepts are known to either overestimate (series slabs) or underestimate
(parallel tubes) the effective thermal conductivity, due to their idealized way of representing
the material’s behavior with respect to heat flux [63].

A.3 Maxwell-Eucken’s formulation
Maxwell-Eucken [85, 86, 95] proposed a formula for n dispersed phases of volume fractions vi,
in a matrix, where λi is the thermal conductivity of the i-th dispersed phase:

λp

λm

=
1 + 2∑n

i=1 vi

1− λm
λi

1+2 λm
λi

1 −∑n
i=1 vi

1− λm
λi

1+2 λm
λi

(A.3)

The most common form of this equation is:

λp

λm

= 1 − p

1 + 0.5 · p
(A.4)

which is based on two essential assumptions: (1) pores are spherical and have zero thermal
conductivity, (2) pores are sufficiently isolated to avoid superposition of stray fields, caused by
different pores (i. e. pores should be isolated). The validity of assumption (2) is therefore
limited to small porosity fractions. However, according to Ondraceck and Schulz [54], the
amount of porosity is not the only criterion, which has to be met to confirm the validity of
assumption (2). Indeed, the distance between the pores should also be taken into account.
According to Underwood [240], the mean distance between the pores d is directly proportional
to the mean pore size L:

d = L · 1 − p

p
(A.5)
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where p is the fractional porosity. In other words, for the same porosity fraction, the mean
distance between the pores increases with pore size. Assumption (2) is therefore more accurate
for large pores than for small pores [54]. Assumption (1) is based on the pore shape and
thermal conductivity. To overcome limitations of Equation A.4 due to this assumption, Marino
[60] used Fricke’s method [67], which replaces the 0.5 in Equation A.4 by a geometrical factor
β.

A.4 Fricke’s formulation
Fricke also based its formula on a dilute dispersion of pores (i. e. assumption (2) in Maxwell-
Eucken’s formula), but takes into account pores with different size, shape and thermal conduc-
tivity. The generic form of this equations is:

Fp = λp

λm

= 1 − p

1 + β · p
(A.6)

where β is a geometrical factor, depending on fractional porosity, pore shape, size and thermal
conductivity. For further details on this equation, the reader may refer to Annex B.

A.5 Ondraceck and Schulz’s formulation
In a literature review, Ondraceck and Schulz questioned the use of Fricke’s formula. The
reason for this is that Fricke used Ohm’s law, which is an "integrated form of the general field
equation, restricted to special presuppositions, not fulfilled in the present work". [54] Ondraceck
and Schulz [54–56] proposed another formulation, based on Niesel’s equation for two phased
materials [66]:

1 − p =
(

λm

λ

)m
λpores − λ

λpores − λm

(
λ + nλpores

λm + nλpores

)q

;

m = F (1 − 2F )
1 − (1 − F ) cos2 α − 2F (1 − cos2 α) ; n = 1 − (1 − F ) cos2 α − 2F (1 − cos2 α)

2F (1 − cos2 α) + (1 − F ) cos2 α
;

q = F (1 − 2F )
1 − (1 − F ) cos2 α − 2F (1 − cos2 α) + (1 − F )2F

2F (1 − cos2 α) + (1 − F ) cos2 α
− 1.

(A.7)

where λpores is the thermal conductivity of the pores, α- the angle between the axis of revolution
of the pore (ellipsoid) and the heat flux, and F - a shape factor. These parameters are defined
as:

1. F = 1, cos2 α = 0 for an infinite thin disc
2. F = 0.33, cos2 α = 0.33 for a sphere
3. F = 0.5, cos2 α = 1 for an infinite thin cylinder

B Fricke’s porosity correction
Fricke’s method consists of giving the expression for the conductivity of an aggregate containing
a dilute dispersion of ellipsoids of conductivity K1 distributed randomly in a matrix of conduc-
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tivity K2 (see Figure B.2). Now if we consider the second phase to be a pore, we then will use
the following notations: λ1=λpores and λ2=λm.
Now, with those notations, the Fricke’s equation becomes:

λp = λm + 2P (λpores − λp)
3(1 − p)

∑
i=a,b,c

1
2 + abcLi(λpores

λm
− 1)

(B.1)

Where :
−p : fractional porosity (0<p<1)
−λp : thermal conductivity of the porous media
−λm: thermal conductivity of the fuel matrix (i. e. at the theoretical density)
−λpores : thermal conductivity of the pores
−a, b, c : semi-axes of the ellipsoid
−Li for i = a, b are given by:

La =
∫ ∞

0

1
(a2 + s)3/2(b2 + s) ds (B.2)

Lb =
∫ ∞

0

1
(b2 + s)2(a2 + s)1/2 ds (B.3)

For practical purposes, equation B.1 will be re-written using the following notation Λ = λpores

λm

With this notation, equation B.1 becomes :

λp = λm + 2p(λpores − λp)
3(1 − p)

∑
i=a,b,c

1
2 + abcLi(Λ − 1) (B.4)

Now, in our study we only take into account spherical pores. Thus in the case where a=b=c,
the summation term becomes:

∑
i=a,b,c

1
2 + abcLi(Λ − 1) = 3

2 + a3La(Λ − 1) (B.5)

Figure B.2: Ellipse with conductivity K2 in a solid matrix with conductivity K1
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Where, equation B.2 becomes:

La =
∫ ∞

0

1
(a2 + s)3/2(b2 + s) ds =

∫ ∞

0

1
(a2 + s)5/2 ds = 2

3a3 (B.6)

By incorporating equation B.6 and B.5 into B.4, Fricke’s equation becomes:

λp = λm + 3p(λpores − λp)
(1 − p)(2 + Λ) (B.7)

From this equation, we calculate the ratio λp

λm
:

λp

λm

= (1 − p)(2 + Λ) + 3pΛ
(1 − p)(2 + Λ) + 3p

(B.8)

Now we want to re-write this expression in order to compare it with the expression of Maxwell-
Eucken which is of the following form:

λp

λm

= 1 − p

1 + βp
(B.9)

Now we solve the following equation in order to determine the expression for β :

1 − p

1 + βp
= (1 − p)(2 + Λ) + 3pΛ

(1 − p)(2 + Λ) + 3p
(B.10)

The solution of the equation yields an expression for β as follows:

β = −p(1 − Λ) + 4Λ − 1
2p(Λ − 1) + 2 + Λ (B.11)

Maxwell-Eucken’s formula is mostly known under the following form:

λp

λm

= 1 − p

1 + 0.5p
(B.12)

This formulation is valid for spherical pores and the assumption is made, as said in the
previous section, that the conductivity of the pores is negligible (λpores = 0, i. e. Λ = 0).

Now if we calculate β from expression B.11 for λpores = 0, or Λ = 0 we obtain:

β(Λ = 0) = −p(1 − Λ) + 4Λ − 1
2p(Λ − 1) + 2 + Λ = 0.5 (B.13)

The formulation of β for the case where the conductivity of the pores is neglected (i. e. Λ = 0)
is thus in agreement with the Maxwell-Eucken’s formulation for spherical pores. Now, another
correction factor is known in literature as:

λp

λm

= 1 − p

1 + 2p
(B.14)

Thus, in this formulation, the β term is simply replaced by β = 2. Now, if we try to seek
for the physical meaning of this term, we refer ourselves to equation B.11 and thus resolve the
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following equation:

2 = −p(1 − Λ) + 4Λ − 1
2p(Λ − 1) + 2 + Λ (B.15)

The resolution of this equation yields a Λ value of :

Λ = λpores

λm

= p − 1
p + 2 (B.16)

However, if we calculate the Λ value obtained by this equation for a porosity of 5 %, we obtain
a value of :

Λ = 0.05 − 1
0.05 + 2 = −0.46341 < 0 (B.17)

Physically, this could not be possible because it would mean that Λ = λpores

λm
is a negative

value, thus assuming that the conductivity of the pores or the conductivity of the solid matrix
is negative.

The approximation of β = 2 cannot, thus, be considered in our study.

C Physical properties, used to calculate the phonon con-
tribution to thermal conductivity

C.1 Sound velocity in the medium
The sound velocity in the medium Vs can be expressed as a function of its longitudinal Vl and
transverse Vt components as follows:

Vs =
3

(
1

V 3
l

+ 2
V 3

t

)−1
1/3

(C.1)

Where:

Vl : Longitudinal sound velocity in the medium (m s−1)
Vt : Transverse sound velocity in the medium (m s−1)

The components Vl and Vt have been measured for MOX fuel [126], for plutonium contents
ranging from y=0 to y=1, O/M ratios ranging from 1.96 to 2 and densities ranging from 85
to 95 % from the theoretical density (i. e. 85 - 95 % dth). The longitudinal and traverse
sound velocities can be expressed as a function of the plutonium content y, deviation from
stoichiometry x and pores fraction p as follows:

Vl = 5358(1 − 0.7279 · x)(1 + 0.040 · y)(1 − 1.3172 · p) (C.2)

Vt = 2750(1 − 0.8945 · x)(1 + 0.043 · y)(1 − 0.8945 · p) (C.3)
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Table 4: Ionic radii of the cations, used to calculate the lattice parameter

Ion ri (×10−9 m)
U4+ 0.1001
Pu4+ 0.0960
O2− 0.1368

C.2 Volumetric thermal expansion coefficient
The volumetric thermal expansion coefficient can be calculated by the following equation:

α = 3
(

LTE

T − T0

)
= 3

(
∆L

L0(T − T0)

)
(C.4)

Where L0 is the initial length of the sample at T = T0. In the following sections, we will take
T0 = 300K. LTE is the linear expansion given by:

LTE = ∆L

L0
= a0 + a1T + a2T

2 + a3T
3 (C.5)

And ai coefficients are given by [127]:

ai = b0 + b1y + b2x + b3y
2 + b4x

2 + b5yx (C.6)

Where x is the deviation from stoichiometry and y is the plutonium content. The coefficients
bi are given for every ai value in Table 3 [127]

b0 b1 b2 b3 b4 b5

a0.10−3 -2.8809 0.0301 -4.3954 0.0156 -15.1759 2.5642
a1.10−6 9.5024 -0.1864 15.8173 -0.0229 7.6258 -7.5789
a2.10−10 2.0894 2.9483 -19.9227 -1.0355 73.8931 11.6442
a3.10−13 4.4096 -1.4263 23.5638 0.0251 -54.751 -14.418

Table 3: Coefficients for the calculation of the linear expansion

C.3 Lattice parameter
The lattice parameter a0 at ambient temperature, for MOX fuel has been measured [187] and
thus can be expressed by the following equation:

a0 = 4√
3

[((1 − y)rU4+ + yrP u4+) (1 + 0.112x) + rO2− ] (C.7)

Where r4+
P u, r4+

U and r2−
O are the respective ionic radii of the cations [98] , given in Table 4. The

temperature dependency of the lattice parameter a(T ) can be deduced using thermal expansion
(see C.2) as follows:

a(T ) = a0 ∗ (1 + LTE) (C.8)
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where LTE is given by C.5.

C.4 Isothermal bulk modulus
The isothermal Bulk modulus was calculated using:

KT (T ) =
[
(203.66 · (1 − y) + 225.63 · y) · (1 − 1.88625x)

· (1.02179 − 5.97137 · 10−5 · T − 4.30682 · 10−8 · T 2)
]

· 109 (C.9)

C.5 Heat capacity at constant volume
Heat capacity at constant volume Cv has been deduced from heat capacity at constant pressure
Cp, using:

Cv = Cp − VmTα2KT (C.10)

where
Cv : heat capacity at constant volume (J mol−1 K−1)
Vm : molar volume = a3·Na

4 (m3) with a, calculated by Equation C.8 and Na = 6.02 · 1023

Cp : heat capacity at constant pressure (J mol−1 K−1), see Equations C.11 - C.14
T : temperature (K)
α : volumetric thermal expansion coefficient (K−1), see Equation C.4
KT : isothermal bulk modulus (Pa), see Equation C.9

Heat capacity at constant pressure Cp has been calculated for MOX fuel using Kopp law:

Cp(U1–yPuyO2–x) = (1 − y)Cp(UO2) + yCp(PuO2) − x

2Cp(O2) (C.11)

where Cp(UO2) and Cp(PuO2) are given (in J mol−1 K−1) by the most recent models, recom-
mended by Konings et al. [239]:

Cp(UO2) =
(
247.1735 + 1.5976 · 10−1 · T

−1.3199 · 10−4 · T 2 + 4.3162 · 10−8 · T 3 − 4.3278·106

T 2

)
· 0.270

(C.12)

Cp(PuO2) =
(
127.8532 + 5.5151 · 10−1 · T

−4.6097 · 10−4 · T 2 + 1.3145 · 10−7 · T 3 − 1.2591·106

T 2

)
· 0.270

(C.13)

and Cp(O2) (in J mol−1 K−1) from the model, proposed by Duriez et al. [4]:

Cp(O2) =
(
27.85 + 8.53 · 10−3 · T

−204.54 · 10−8 · T 2 + 19.32 · 10−11 · T 3
)

· 0.270
(C.14)

D Scattering cross section
The scattering cross section parameter Γ characterizes the phonon scattering strength of each
sub-lattice (i. e. the cationic (U, Pu) and the anionic (O) sub-lattices), which for MOX is
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written:

Γ = 1
3

(
M(U,P u)

M

)2

Γ(U,P u) + 2
3

(
MO

M

)2

ΓO (D.1)

where MU,P u and O are the mean atomic masses of the (U, Pu) and O sub-lattices, expressed
as:

MU,P u = (1 − y)MU + yMP u (D.2)

MO = 2 − x

2 MO (D.3)

M is the mean atomic mass of the compound (MOX):

M = 1
3MU,P u + 2

3MO (D.4)

and Γ(U,P u) and ΓO are the phonons scattering strength due to disorder in the (U, Pu) and O
sub-lattices, expressed as:

Γ(U,P u) = ΓU + ΓP u (D.5)

ΓO = ΓOv (D.6)

where ΓU , ΓP u and ΓOv are the contributions from disorder, associated with adding U and Pu
into the (U,Pu) sub-lattice and Ov (oxygen vacancies) into the O sub-lattice. Incorporating
equations D.2 - D.6 into D.1, we can write:

Γ = 3
(

(1 − y)MU + yMP u

(1 − y)MU + yMP u + (2 − x)MO

)2

(ΓU4+ + ΓP u4+ + ΓP u3+)

+3
2

(
(2 − x)MO

(1 − y)MU + yMP u + (2 − x)MO

)2

ΓO

To calculate ΓU4+ , ΓP u4+ , ΓP u3+ and ΓO, we will use a modified version of Equation 3.7. recalled
here:

Γi = fi


(

Mi − Msub

Msub

)2

+ 2
[(

Gi − Gsub

Gsub

)
− 6.4γ∞

(
rhost

i − rsub

rsub

)]2


where:

fi : atomic fraction of the i-th point defect
Mi : atomic mass of the i-th point defect (kg m−1)
rhost

i : atomic radius of the i-th point defect in the host lattice (m)
Gi : average stiffness constant of the nearest neighbor bonds of defect atoms to the host

lattice atoms (Pa)
Gsub : average stiffness constant of the host sub-lattice (Pa)
Msub : mean atomic mass of the host sub-lattice (kg mol−1)
rsub : mean ionic radii of the host sub-lattice (m)
γ∞ : High-temperature limit of the acoustic phonon mode Gruneisen parameter
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As the term Gi−Gsub

Gsub
represents the influence of the force coupling misfit, it can be estimated

by comparing the Young modulus of the PuO2 and UO2 solid solutions. From Kato’s work on
the mechanical properties of PuO2 and UO2, the Young modulus of both solid solutions do not
differ from more than 10 %. As shown by Wan et al. [241] in their article on the effect of
point defects on the thermal transport properties of LaxGd1–xZr2O7, Gi−Gsub

Gsub
can be neglected.

Equation 3.7, thus reduces to:

Γi = fi


(

Mi − Msub

Msub

)2

+ 2
[
6.4γ∞,ac

(
rhost

i − rsub

rsub

)]2
 (D.7)

According to the elastic continuum "sphere in whole" model [242], when an impurity atom is
introduced into a host lattice, its ionic radius changes. Eshelby [242] derived a relation between
the ionic radius of the impurity atom in its own lattice ri and that in the host lattice rhost

i . The
term rhost

i −rsub

rsub
can be expressed by the following relation:

rhost
i − rsub

rsub

=
(

ri − rsub

rsub

) 1 + ν

3(1 − ν) (D.8)

where ν is the Poisson ratio of the host matrix (i. e. of MOX fuel). This relation has been
derived, based on the assumption of similar elastic properties between PuO2 and UO2 and their
solid solutions. [207]. Incorporating Equation D.8 into D.7, we can write:

Γi = fi


(

Mi − Msub

Msub

)2

+ ϵ
(

ri − rsub

rsub

)2
 (D.9)

where ε is given by:
ε = 2

9

(
6.4 × γ∞

(1 + ν

1 − ν

))2
(D.10)

where ν can be expressed by the longitudinal Vl (see equation C.2 in Annex C.1) and transverse
Vt (see equation C.3 in Annex C.1) components of the sound velocity Vs:

ν = V 2
l − 2V 2

t

2V 2
l − V 2

t

(D.11)

ΓU4+ , ΓP u4+ , ΓP u3+ and ΓO can thus be computed using the modified Equation D.9.

E Electrical conductivity model for binary systems
Heikes and Ure’s electrical conductivity model is based on two equations [153]:

1. Nernst-Einstein equation for ionic diffusion : electrical conductivity σel is a func-
tion of the charge carriers mobility µ

σel = enµ (E.1)
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where:

µ : mobility of the charge carrier (m2 V−1 s−1)
e : elementary charge (C)
n : number density of charge carriers (m−3)

The polaron’s mobility is expressed as that of ionic species (i. e. involving a diffusion
coefficient D):

µ = e

kT
∗ D (E.2)

where k is the Boltzmann constant (J K−1) and D- the diffusion coefficient (m2 s−1).

2. Random walk model : the diffusion coefficient D is a function of the effective
polaron hopping frequency ξeff :

D = ga2
pξeff (E.3)

where:

g : geometric factor containing the number of possible jumps (i. e. the number of
nearest neighbors in fluorite systems Z = 12) normalized by the 6 main directions (3D
solid). This geometrical factor is thus equal to Z

6 .
ap : distance of the polaron jump. For small polaron hopping : ap = a√

2 (m) where a is the
lattice parameter
ξeff : Effective hopping frequency (s−1)

The effective hopping frequency ξeff have two different expressions, depending on the polaron
migration regime (adiabatic or non-adiabatic).

Effective hopping frequency ξeff

The effective hopping frequency ξeff is expressed as a function of the elementary hopping
frequency ξ0 as follows [153]:

ξeff = ξ0(1 − c) (E.4)

where (1-c) is the fraction of available sites for hopping (i. e. the atomic sites which do
not contain a charge carrier). The elementary hopping frequency is characterized by three
parameters: optic phonon frequency v0,opt, migration energy Em and overlap integral Jov. The
former represents the coincidence configurations’ timescale, while the migration energy - the
energy, needed to overcome the potential wall. The overlap integral Jov is proportional to
the conduction bandwidth ∆W . The electrons’ kinetic energy increases with ∆W . Based on
the overlap integral Jov, one could thus define an electron transfer time tel, which is inversely
proportional to Jov (i. e. tel ∝ ℏ

Jov
where ℏ is the reduced Planck constant). One can also define

a timescale related to the coincidence configurations tCC . The latter is inversely proportional
to the optic phonons mean frequency tCC ∝ v−1

0,opt. Two possible phenomena can occur based
on the values of tel and tCC :
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1. Electrons transfer faster than coincidence configurations : tel ≪ tCC

2. Electrons transfer slower than coincidence configurations: tel ≫ tCC

The first case characterizes the "adiabatic" migration. In this case, the elementary hopping
frequency of the polaron ξ0 is an Arrhenius function of the migration energy Em and the optic
phonon frequency v0,opt :

ξ0,ad = v0,opte
− Em

kT (E.5)

The second case characterizes the "non-adiabatic’ migration. The hopping probability in this
case is written as:

ξ0,nad = J2
ov

2ℏ

√
π

EmkT
e− Em

kT (E.6)

Firsov and Lang [155] derived an adiabacity criterion ηad:

ηad = J2
ov

hv0,opt

√
EmkT

(E.7)

ηad ≪ 1 for non-adiabatic hopping and ηad ≫ 1 for adiabatic hopping.
By incorporating equations E.5 and E.6 for adiabatic and non-adiabatic hopping respectively,
into equation E.4, the effective hopping frequency of the polarons is thus given in both the
adiabatic and the non-adiabatic hopping regimes:

ξeff,ad = (1 − c)ξ0,ad = (1 − c)v0,opte
− Em

kT (E.8)

ξeff,nad = (1 − c)ξ0,nad = (1 − c)J2
ov

2ℏ

√
π

EmkT
e− Em

kT (E.9)

In summary, the effective hopping frequency thus represents the polaron hopping probability,
driven by four events:

1. Vibration of surrounding atoms, leading to coincidence configurations, driven by the
optic phonon mean frequency v0,opt

2. Overcoming the migration barrier, driven by the migration energy Em

3. Controlling the electron transfer time, driven by the overlap integral Jov

4. Having enough available sites for the charged carrier to hop, driven by 1 − c

Final expression for the electrical conductivity of binary systems
Using equations E.2 for µ, E.3 for D, E.4 for ξeff , E.5 for ξ0,ad, and E.6 for ξ0,nad, and knowing
that ap = a√

2 and g = 2, one obtains the following equations:

µad = ea2(1 − c)v0,opt

kT
e− Em

kT (E.10)

µnad = ea2(1 − c)J2
ov

2ℏ(kT )3/2 e− Em
kT (E.11)

Using equation E.1 to relate mobility and conductivity, and knowing that the number density
of electrons n can be expressed as the total number density of cations N by n = Nc = 4c

a3 , with

216



c being fraction of charge carriers, the final expression for the electrical conductivity in both
regimes becomes:

σel
ad = 4e2c(1 − c)v0,opt

akT
e− Em

kT (E.12)

σel
nad = 2e2c(1 − c)J2

ov

aℏ(kT )3/2 e− Em
kT (E.13)

F Electronic states of the Pu and U atoms in MOX fuel

(a) Ground state (b) Polaron creation

Valence 
band (U orbitals)

Conduction 
band (U orbitals)

Pu3+ levels

UO2 (U, Pu)O2

Valence 
band (U orbitals)

Conduction
band (Pu orbitals)

Band gap

UO2 (U, Pu)O2

U5+ U5+

U3+

Pu3+

Pu3+ + U5+Pu4+ + U4+2U4+ U3+ + U5+

Energy Energy

Figure F.3: Illustrative scheme of (a): the electronic structure of UO2 and U1–yPuyO2–x at
ground state and (b): the polaron creation process with the associated disproportionation
reactions.

Figure F.3 shows the band structure of both UO2 and U1–yPuyO2–x systems. At their ground
state, the uranium and plutonium atoms in stoichiometric MOX fuel are present under the
valence state of 4+. The band-gap of UO2 was measured experimentally and calculated by
DFT+U and is in the range [2 - 2.5] eV [6, 147, 150, 152, 215–217, 243]. In U1–yPuyO2–x, the
presence of Pu3+ energy levels, reduces the band-gap, as opposed to UO2 [143]. Indeed, the
fourth ionization potential of Pu is 1.8 eV higher than that of U4+ [143]. For this reason, in
MOX fuel Pu4+ cations will trap electrons from the valence band (i. e. U4+), thus forming
Pu3+. The following disproportionation reaction thus takes place (see Figure F.3 b):

Pu4+ + U4+ → Pu3+ + U5+ (F.1)

Catlow reported a value of 1.5 eV for the band-gap in MOX [143]. The Pu3+ levels have a
lower energy than U5+, and thus are more easily accessible. However, if enough thermal energy
is supplied to the system, some U4+ valence electrons can occupy the U5+ levels rather than
the Pu3+ ones. This leads to the same cation disproportionation reaction as in UO2 system:

2U4+ → U5+ + U3+
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The so-created U3+ ions will be completely consumed by the Pu4+, leading to the following
reaction [143]:

Pu4+ + U3+ → Pu3+ + U4+ (F.2)

Finally the oxidation states of the cations in U1–yPuyO2–x fuel are: Pu3+ and Pu4+ for Pu,
and U5+ and U4+ for U. From the above-mentioned reactions, the electrons in U1–yPuyO2–x are
associated with plutonium atoms (i. e. the Pu3+ polarons), whereas the holes with uranium
atoms (i. e. the U5+ polarons). The MOX cationic sub-lattice can thus described by the
following structural unit:{

(Pu4+)cP u4+ , (Pu3+)cP u3+

}
︸ ︷︷ ︸

cP u=y

{
(U4+)cU4+ , (Pu3+)cP u3+

}
︸ ︷︷ ︸

cU =1−y

(F.3)

where ci with i = Pu3+, Pu4+, U5+, U4+ are the fractional occupancy of the cations.

G Electrical conductivity expression for a regular solid
solution

We recall that in the case of an ideal solid solution, electrical conductivity is expressed as:

σel = σel
P u−P u + σel

U−U = 4e2v0,opt

akT

(
cP u3+cP u4+e− Em(P u−P u)

kT + cU5+cU4+e− Em(U−U)
kT

)
(G.1)

From now on, for more clarity in notations, Em(Pu − Pu) and Em(U − U) will be written as
Em(Pu) and Em(U).
Equation G.1 involves the fractional occupancy products cP u3+cP u4+ and cU5+cU4+ . Those terms
characterize the probabilities of Pu4+ and U4+ being the first neighbors to Pu3+ and U5+

respectively. Those probabilities come from the polaron hopping frequency expression, recalled
here (see Annex E):

ξeff = (1 − c)v0,opte
Em
kT

This equation only stands for an ideal solid solution. We can rewrite this equation in a more
general form as:

ξid
eff = P idv0,opte

Em
kT (G.2)

where the id superscript stands for "ideal solution".
Indeed, the probability of an atom B being first neighbor to A, in an ideal solid solution,
denoted P id

B is simply equal to its fractional occupancy: P id
B = cB.

In a regular solid solution (i. e. a real solid solution), this probability, P reg
B differs from P id

B by
a factor of 1 − αAB:

P reg
B = (1 − αAB)P id

B (G.3)

The factor αAB is called the short-range order parameter, measuring how far the solution
deviates from the ideal solid solution.
We thus can define the effective frequency of a polaron of type B, hopping to an atom of type
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A in a regular solid solution:
ξreg

eff,B = P reg
B v0,opte

Em
kT

Using Equation G.3, and knowing that P id
B = cB we write:

ξreg
eff,B = P id

B (1 − αAB)v0,opte
Em
kT = cB(1 − αAB)v0,opte

Em
kT (G.4)

Since, in this work, we omitted the existence of mixed-element U-Pu and Pu-U hopping, we
need to define αAA and αBB order parameters. The effective like-element hopping frequency of
the Pu3+ polaron in a regular solid solution can thus be written as:

ξreg
eff,B = cP u3+(1 − αP u,P u)v0,opte

Em(P u)
kT

The same analogy is done for the U5+ polaron. The electrical conductivity due to Pu3+ like-
element hopping in a regular solid solution differs by that in ideal solid solution by (1−αP u,P u):

σel,reg
P u = (1 − αP u,P u)σel,id

P u

The total electrical conductivity in a regular solid solution is thus:

σel,reg = σel,reg
U + σel,reg

P u = (1 − αP u,P u)σel,id
P u + (1 − αU,U)σel,id

U (G.5)

The "id" superscript has been added to distinguish the ideal from the regular solid solution. It
will be omitted from now on, to stay consistent with the previous notations σel

P u (see Equation
3.44) and σel

U (see Equation 3.45), in which the "ideal" solid solution was implicit. In the next
section, the deviation from an ideal solid solution in MOX will be estimated by calculating the
αU,P u parameter. The latter can be used to deduce also αU,U and αP u,P u.

H Experimental techniques used to measure thermal
conductivity of nuclear fuels

In this section, the most widely used experimental techniques to measure thermal conductivity
of nuclear fuels will be introduced. The main goal of this section is to quantify the systematic
uncertainties, associated with each experimental technique.
Thermal conductivity can be measured both by steady-state and transient techniques (see Table
5). It is beyond the scope of this work to focus on each of them. The focus is on those, used
to measure the thermal conductivity of nuclear fuels: the radial heat flow method [244], the
Angstrom method [245, 246], the Cowan method [247], the LAF method [248] and the CLASH
method [249].

H.1 Direct methods
The direct measurement methods, consist in directly measuring the observable (i. e. the thermal
conductivity in this case). The mostly used direct method to measure thermal conductivity of
MOX fuels is a steady-state method: the radial heat flow technique.
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Steady-state

Absolute technique
Comparative technique

Radial heat flow method
Parallel conductance method

Angstrom method
Cowan method

Transient (frequency-domain) Pulsed power technique

Transient (time-domain)

Hot-wire method
LAser Flash (LAF) method

Continuous-wave LAser Surface Heating (CLASH) method
Transient plane source (TPS) method

Table 5: Experimental techniques, used to measure thermal conductivity of solids [246]

H.1.1 Radial heat flow technique

While other steady state techniques use a longitudinal arrangement of samples, the radial
heat flow technique is based on cylindrical samples (see Figure H.4) [244]. The interest in this
geometry is to prevent radiation heat losses at high temperatures, which can cause uncertainties
in the determination of the heat flow through the sample.

Measurement principle
The measurement principle consists in heating a cylindrical sample of height H in its center to
generate a radial heat flow Q. Once a steady-state radial temperature gradient is established,
two thermocouples, placed at two radial positions r1 and r2, measure T1 and T2. Using Fourier’s
law for conduction in a cylinder, the thermal conductivity is calculated:

λ = Q ln (r2/r1)
2πH(T2 − T1)

(H.1)

Figure H.4: Radial heat flow technique method [244]

Measurement uncertainties
Considering Eq. H.1, the relative uncertainty in λ has been estimated in [202].
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H.2 Indirect methods
The indirect methods consist in measuring thermal diffusivity d, heat capacity Cp and density
ρ (i. e. other properties), yielding an indirect measure of the thermal conductivity by the
relation λ = ρCpd. Some measurement techniques (the LAF and CLASH for example) allow a
simultaneous measure of both heat capacity and thermal diffusivity. However, the uncertainties
in the heat capacity, determined by those techniques, can be quite important. This will be
covered in more details in Section H.2.3, when introducing the LAF method. The heat capacity
is, most of the time, determined by calorimetry, as it provides a more accurate measure. Heat
capacity and thermal diffusivity aren’t systematically measured together. As it will be seen in
Section 4.1, there are much more measurements of thermal diffusivity than of heat capacity.
For this reason, authors generally measure thermal diffusivity and to determine the thermal
conductivity, they use empirical models for heat capacity, based on the available data.

H.2.1 Angstrom method

Measurement principle
The measurement consists in applying a sinusoidal heat wave on one of the extremities of the
sample (point S in Figure H.5). Two thermocouples, separated by L are placed at distances
X1 and X2 from the heating source. The phase delay dt between the temperature waves, at X1
and X2, as well as the amplitudes A1, A2 of temperature waves are measured. Knowing the
period t of the temperature wave, the thermal diffusivity d is thus calculated [246]:

d = πL2

t · dt · ln
(

A1
A2

) (H.2)

Figure H.5: Scheme of the Angstrom method [246]

Measurement uncertainties
From Eq. H.2, we can write:

∆d

d
= 2∆L

L
+ ∆t

t
+ ∆dt

dt
+
(

∆A1

A1
+ ∆A2

A2

)
ln
(

A1

A2

)
(H.3)
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The relative uncertainties, related to the wave period t, the phase delay dt, the sample length L

and the amplitudes A1, and A2 have been estimated in : ∆t
t

= 0.60%, ∆dt
dt

= 3.0%, ∆L
L

= 2.50%,
∆A1
A1

= 0.15% ,∆A2
A2

= 0.62%. Knowing A1 = 16.6 cm and A2 = 4 cm (values from thermal
diffusivity measurements in [ref Otter, SEAMA 145]), the relative uncertainty on the thermal
diffusivity with the Angstrom method is thus:

∆d

d
≈ 9%

H.2.2 Cowan method

Measurement principle
In this method, the sample is bombarded on one face by a beam of electrons [247] (see Figure
H.6). The sample is heated in a manner to produce a sinusoidal thermal wave on the front
face of the sample. Similarly to the Angstrom method, the phase delay dt of the heat wave
between the front and the rear face of the sample is measured by a phasemeter and the thermal
diffusivity is deduced [247]:

d = πfL2

dt2 (H.4)

where f is the wave frequency and L the sample length.

Figure H.6: Scheme of the Cowan method [247]

Measurement uncertainties
From Eq. H.4, we can write:

∆d

d
= 2∆L

L
+ ∆f

f
+ 2∆dt

dt
(H.5)

The relative uncertainties, related to the sample length, the wave frequency and the phase delay
have been estimated as ∆L

L
= 0.38%, ∆f

f
= 1.66% and ∆dt

dt
= 0.94% [private com.]. The relative
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uncertainty on the thermal diffusivity with the Cowan method is thus:

∆d

d
≈ 3%

H.2.3 Laser Flash (LAF) method

The LAF method is the most widely used method for measuring thermal properties [248]. In
1998, Sheindlin [248] published an article with some advances in the use of the LAF technique
and especially for the specific case of actinide fuels. As it will be seen in Section 4.1, 94 % of
the available experimental data on thermal conductivity of MOX fuels has been realized by the
LAF experimental technique. The latter is used to measure thermal properties on both fresh
and irradiated fuel samples.

Measurement principle
The measurement principle of the LAF method consists in sending a short laser pulse (a few
ms) on one side of the sample. The pulse induces a thermal wave through the material. An
infra-red detector detects the evolution of the temperature with time, on the opposite side
of the sample. Thermograms (i. e. T = f(t) curves) are obtained and are interpreted to
deduce thermal diffusivity (see Figure H.7). The interpretation of the thermograms and thus
the deduction of thermal diffusivity depend on the particular resolution of the heat transfer
equation. Depending especially on the boundary conditions (conduction and radiation heat
losses), numerous resolutions of the heat transfer equation have led to different equations for
the thermal diffusivity: Parker [250], Clark and Taylor [251], Cowan [247], Cape and Lehman
[252], Degiovanni [253]. The differences in those equations are mostly due to different theoretical
treatments of radiation heat losses. The most widely used equation for thermal diffusivity is
that of Parker, as it the fastest way to calculate thermal diffusivity [250]:

d = 0.1388 · L2

t1/2
(H.6)

where L is the sample thickness and t1/2 the time, at which half of the temperature rise was
reached. This equation, however, considers adiabatic boundary conditions, which are compli-
cated to achieve in experimental conditions. More sophisticated theoretical models are used
nowadays [248], based on more physical boundary conditions. Those models allow a simulta-
neous measure of heat capacity Cp and thermal diffusivity d to deduce thermal conductivity λ:

d = dL2
0ϑ(T )2 (H.7)

Cp = Q̄ε

T0ρ0L0
ϑ(T )2 (H.8)

λ = d̄L0Q̄εϑ(T )
T0

(H.9)
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where d (in s−1) and T0 are two, out of 5 parameters, of the equation T = f(t), used to fit
the thermograms, L0 (in m) and ρ0 the sample width and density at ambient temperature, ε

the emissivity, ϑ(T ) = 1 + α(T ), with α the thermal expansion (in K−1) and Q̄ the energy
delivered by the laser.

Figure H.7: Scheme of the LAF method [244]

An extension to the classical laser flash method: CLASH (Continuous-wave LAser
Surface Heating)
The classical laser flash method uses a furnace to heat the sample to the desired measurement
temperature. The maximum temperature, that can be reached with this method is generally
limited by the furnace. At JRC-Karlsruhe, the measurements with the classical LAF method
do not exceed 1650 K.
In 1999, a new configuration of the laser flash method was proposed by Musella [249], called
the CLASH method (Continuous-wave LAser Surface Heating). In this technique, the heating
source is the laser itself. The latter is used for both heating the sample to the desired mea-
surement temperature and producing a pulse on one side of the sample (see Figure H.8). This
technique allows thermal property measurements up to the melting temperature. Irradiated
fuel samples, however, cannot be measured, due to the irregular form of the irradiated samples,
which can be difficult to hold. Another obstacle to use the CLASH method for thermal prop-
erty measurements on irradiated samples is the temperature range. No measurements below
1600 K can be obtained by the CLASH method, due to the sensibility of the pyrometers. At
high temperatures however (i. e. above 1600 K), irradiated fuel samples go through important
microstructure changes, mainly cracks, and thus cannot be measured.
Another advantage of the CLASH method, compared to the classical LAF one, apart from the
ability to realize measurements at high temperatures (> 1600 K) is the rapidity in achieving the
desired measurement temperature. The latter could take several minutes (sometimes 1 hour)
to be achieved with the classical LAF method, as the heating is done in a furnace, compared
to several seconds with the CLASH technique.
The main disadvantage of the CLASH method are the less temperature stability and the higher
noise level on the thermograms. The temperature signals’ quality can be improved by increas-
ing the laser pulses’ power, but this can damage the fuel samples.
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Figure H.8: Fresh MOX fuel sample in the CLASH apparatus at JRC-Karlsruhe. [254]

Measurement uncertainties
In this section, we discuss the systematic uncertainties, related to the simultaneous measure of
heat capacity and thermal diffusivity, to deduce thermal conductivity, by use of equations H.7,
H.8 and H.9:

∆d

d
=

√√√√σ2
d̄

+ 4
(

∆L

L

)2

+ 4
(

∆ϑ

ϑ

)2

(H.10)

∆Cp

Cp

=

√√√√(∆Q̄

Q̄

)2

+
(

∆ε

ε

)2

+ σ2
T0 +

(
∆ρ

ρ

)2

+
(

∆L

L

)2

+ 4
(

∆ϑ

ϑ

)2

(H.11)

∆λ

λ
=

√√√√σ2
d̄

+ σ2
T0 +

(
∆L

L

)2

+
(

∆Q̄

Q̄

)2

+
(

∆ε

ε

)2

+
(

∆ϑ

ϑ

)2

(H.12)

The uncertainties, related to the fitted parameters d̄ and T0 : σd̄ and σT0 depend on the
quality of the fit. The later depends on the specific LAF apparatus. For example, at the
JRC-Karlsruhe, the standard deviation of the fitted parameters is close to 1% on fresh fuel
samples. However, for irradiated fuel samples, this deviation can go up to 5%. One possible
explanation for this higher standard deviation could be the capacity of the theoretical model
to fit the thermograms. Indeed, the model is based on a resolution of the heat equation for a
perfect cylindrical geometry. This geometry hypothesis stands for fresh fuel samples. However,
irradiated fuel samples with perfect cylindrical form are complicated to obtain. Figure H.9
shows an irradiated sample fragment (Myosotis fuel) in the LAF apparatus at JRC-Karlsruhe.
As observed on the figure, the sample’s geometry strongly deviates from that of a cylinder.
As for the uncertainties, related to the other parameters, typical values for those uncertainties
have been given in [249]: δL

L
= 1%, δϑ

ϑ
= 1%, δρ

ρ
= 1%, δε

ε
= 5%, δQ̄

Q̄
= 3%. The uncertainty on

the emissivity was calculated, based on emissivity measurements on UO2 samples in [184].
If one considers 1% of standard deviation on the fitted d̄ and T0 parameters for fresh fuel samples
and 5% on irradiated fuel samples, the total uncertainties, calculated from Eqs. H.10-H.12 are:
∆d
d

= 3%, ∆Cp

Cp
= 6.4%, ∆λ

λ
= 6.2% for fresh samples and ∆d

d
= 5.7%, ∆Cp

Cp
= 8.1%, ∆λ

λ
= 9.3%

for irradiated samples.
As it can be deduced from those values, the uncertainty on heat capacity is higher than on diffu-
sivity. This is due to high uncertainties on Q̄ and ε (3% and 5% respectively). This uncertainty
analysis, however, takes only into account systematic errors and does not cover uncertainties,
related to chemical composition and microstructure changes during thermal measurements at
high temperatures (i. e. sample reduction, vaporization, micro-cracks).
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Figure H.9: Irradiated sample fragment (Myosotis fuel) in the LAF apparatus at JRC-
Karlsruhe

Figure H.10: Cutting of irradiated MOX fuel sample (Pavix) at JRC-Karlsruhe
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I Thermal conductivity experimental data

O/M = 2-x
(-)

Pu
(y) Author Porosity

(-)
Number
of points

Tmin

(K)
Tmax

(K)

1.9 0.2 ANL [196] 0.05 7 800 3000
Weilbacher [6] 0.05 12 773 2973

1.902 0.2 Van-Craeynest and Weilbacher [106] 0.05 9 323.2 988.2

1.903 0.2 Van-Craeynest and Weilbacher [106] 0.05 10 323.2 1049
0.3 Morimoto [204] 0.069 10 884.459 1764.527

1.913 0.2952 Morimoto [192] 0.072 4 1024.7 2129
1.915 0.2 Van-Craeynest and Weilbacher [106] 0.05 8 331.2 913.2
1.919 0.3 Morimoto [204] 0.066 10 874.324 1766.216
1.92 0.2 Van-Craeynest and Weilbacher [106] 0.05 6 330.2 903.2
1.923 0.2952 Morimoto [192] 0.066 6 1246.097 2194.796
1.924 0.2 Van-Craeynest and Weilbacher [106] 0.05 8 330.2 998.2
1.933 0.25 Gibby [122] 0.044 22 457.2 1423
1.935 0.2952 Morimoto [192] 0.07 7 1098 2248
1.936 0.244 Elbel and Schmidt [197] 0.054 22 1048 1686

1.94
0.2 Evans [198] 0.083 6 1183 1681

Elbel and Schmidt [202] 0.09 40 1163 1621

0.275 Ottaviani [private com.] 0.027 39 731 1338
0.3 Yamaguchi [205] 0.05 9 1073.2 2673.2

1.944 0.3 Morimoto [204] 0.058 10 874.324 1766.216

1.945 0.2 Van-Craeynest and Weilbacher [106] 0.05 6 1373 1873
0.2952 Morimoto [192] 0.069 7 1100.7 2249

1.948 0.15 Duriez [4] 0.044 71 720.15 2238.15
0.2 Van-Craeynest and Weilbacher [106] 0.05 3 333.2 971.2

1.95 0.2

ANL [196] 0.05 7 800 3000
Evans [198] 0.083 6 1141 1621

Elbel and Schmidt [202] 0.09 117 1099 2472
Weilbacher [6] 0.05 12 773 2973

1.952 0.2 Van-Craeynest and Weilbacher [106] 0.05 6 358.2 947.2
1.953 0.252 Elbel and Schmidt [197] 0.044 22 1055 1682
1.954 0.225 Elbel and Schmidt [197] 0.048 23 1053 1670
1.955 0.25 Gibby [122] 0.044 22 429 1473

1.958 0.2 Van-Craeynest and Weilbacher [6] 0.05 7 1273 1873
0.209 Elbel and Schmidt [197] 0.046 19 1072 1692

1.96

0.1752 Ottaviani [private com.] 0.032 100 729 1923

0.2
Elbel and Schmidt [202] 0.16 80 1076 2515

Van-Craeynest and Weilbacher [106] 0.05 6 368.2 1065
Weilbacher [6] 0.05 12 773 2973

0.3 Yamaguchi [205] 0.05 9 1073.2 2673.2

1.961 0.3 Morimoto [204] 0.061 10 899.662 1764.527
0.45 LEFCA-CAPR-145 [private com.] 0.055 82 743 2073

1.962 0.252 Elbel and Schmidt [197] 0.073 21 1055 1678

1.965

0.1 Duriez [4] 0.04 106 666.263 1992.15
0.042 64 718.15 2203.15

0.2 Elbel and Schmidt [197] 0.131 40 1083 2523
0.145 40 1086 2503

0.25 Gibby [122] 0.044 23 378.2 1473

1.967 0.2818 Bonnerot [5] 0.053 25 1043 2363
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O/M = 2-x
(-)

Pu
(y) Author Porosity

(-)
Number
of points

Tmin

(K)
Tmax

(K)

1.968 0.1 Duriez [4] 0.042 73 728.15 2278.15
1.97 0.2 Van-Craeynest and Weilbacher [6] 0.05 9 1273 1973
1.971 0.4 ESNII+ 0.059 14 2049 2881

1.973 0.1 Duriez [4] 0.042 84 712.15 2278.15
0.25 Gibby [122] 0.044 23 397.2 1473

1.974 0.15 Duriez [4] 0.044 55 710.15 2153.15
0.2 Bonnerot [5] 0.046 24 1048 2223

1.976 0.2157 Bonnerot [5] 0.045 19 1123 2263
1.977 0.06 Duriez [4] 0.038 91 716.15 2213.15

1.978 0.05 Bonnerot [5] 0.061 15 1053.2 2273.2
0.2962 0.069 18 1083 2273

1.979 0.06 Duriez [4] 0.038 72 714.15 2233.15
0.1405 Bonnerot [5] 0.052 20 1068 2163

1.98

0.15 Serizawa [78] 0.04 37 1099.901 2082.357
0.1516 Bonnerot [5] 0.032 16 973 2473

0.2

Bonnerot [5] 0.099 18 1143 2273
Evans [198] 0.083 6 1156 1771

Serizawa [78] 0.039 24 1134.988 2105.749
Weilbacher [6] 0.05 12 773 2973

1.98

0.24 ESNII+ 0.054 22 2039.3 2700
0.25 TRUMOX 0.045 9 996.691 2045.63

0.3

Elbel and Schmidt [202] 0.09 49 1145 1719

Yamaguchi [205]
0.05 9 1073.2 2673.2
0.1 9 1073.2 2673.2
0.2 9 1073.2 2673.2

0.44 Sengupta [193] 0.05 10 975.117 1813.15
0.45 TRUMOX 0.05 9 717.461 1480.486
0.6 PUMMA 0.111 42 1606.3 2821.1
0.65 PUMMA 0.172 32 1578.6 2825.2
0.7 PUMMA 0.096 34 1622.4 2815.5

1.981 0.29 ESFR-SMART 0.058 24 1740.2 2557.2

1.982

0.1498 Bonnerot [5] 0.037 27 1073 2243

0.2 Hetzler [201]
0.036 9 1188 2086
0.052 4 1215 1421
0.057 11 1175 2009

0.214 SCARABIX 0.04 92 688 2129
0.3 Morimoto [204] 0.058 10 918.243 1771.284

1.983
0.03 Duriez [4] 0.039 73 710.902 2260.35
0.1 Bonnerot [5] 0.057 28 1023 2193
1 Bonnerot [5] 0.071 11 1123 2138

1.984 0.15 Duriez [4] 0.044 67 693.15 2223.15
0.2157 Bonnerot [5] 0.037 18 1093 2243

1.985 0.0777 Bonnerot [5] 0.061 19 1133 2293
0.1841 Otter 0.04 81 373 2973

1.986

0.06 Duriez [4] 0.038 113 685.15 2048.15
0.049 108 684 2047

0.1 Duriez [4] 0.042 67 717.15 2198.15
Elbel and Schmidt [202] 0.09 40 1232 2540

0.171 Bonnerot [5] 0.028 18 1083 2203

1.988 0.1837 Otter 0.04 81 373 2973

228



O/M = 2-x
(-)

Pu
(y) Author Porosity

(-)
Number
of points

Tmin

(K)
Tmax

(K)

0.184 Otter 0.04 81 373 2973

1.99

0.1 Serizawa [78] 0.041 39 1134.988 2051.947

0.2 Gibby [117] 0.04 60 363.2 1870
Weilbacher [6] 0.05 12 773 2973

0.236 Bonnerot [5] 0.062 15 1226 2253
0.25 Gibby [122] 0.044 23 406.2 1480

1.991 0.06 Duriez [4] 0.038 95 679.15 1954.15
0.1 0.04 203 653 2273

1.992 0.65 TRUMOX 0.04 10 718.021 1708.527
1.994 0.2 Van-Craeynest and Weilbacher[106] 0.05 9 1373 2173

1.995
0.2 Van-Craeynest and Weilbacher [106] 0.05 10 358.2 1014

0.29 ESFR-SMART 0.058 60 542.59 2687.1
0.31 0.073 42 549.02 2820.9

1.996 0.2 Van-Craeynest and Weilbacher [106] 0.05 16 1273 2173

1.997 0.04 Sengupta [193] 0.095 9 915.862 1862.069
0.2 Van-Craeynest and Weilbacher [106] 0.05 6 377.2 977.2

1.998 0.0787 Alessandri 0.055 11 829.15 1748.15
0.45 Duriez [4] 0.039 78 693 2138

1.999 0.2 Van-Craeynest and Weilbacher [106] 0.05 5 386.2 883.2
0.4 ESNII+ 0.059 79 541.57 2594.7

2

0.03 Duriez [4] 0.039 99 676.15 1996.15
0.049 140 680 2081

0.05
Gibby [199] 0.03 20 374.153 1496.825

Otter 0.064 27 373 2973
Weilbacher [6] 0.05 12 773 2973

0.059
Duriez [4]

0.053 85 663 2174

0.06 0.038 100 404 1770
0.049 141 680 2069

0.1
Duriez [4] 0.04 64 669 2066

0.042 149 674.15 2219.15
Otter 0.021 27 373 2973

Weilbacher [6] 0.05 12 773 2973

0.12 Gibby [199] 0.03 54 368.92 1473.566

0.15
Duriez [4] 0.044 109 677.15 2043.15

Otter 0.021 27 373 2973
Weilbacher [6] 0.05 12 773 2973

0.19 GACID 0.05 23 541.97 1461.8

0.2

ANL [196] 0.05 7 800 3000
Evans [198] 0.083 6 1143 1710

Fukushima [98] 0.041 72 691.2 1819
Gibby [199] 0.02 28 425.087 1479.602
Gibby [117] 0.046 78 360.2 1780

Hetzler [201] 0.045 18 1075 2164
0.048 9 1167 2001

Elbel and Schmidt [202] 0.09 30 1291 1593
Otter 0 27 373 2973

Van-Craeynest and Stora [58]

0.05 15 354 1172
0.14 14 340.7 1172
0.16 15 335.3 1166
0.2 18 325.7 1170
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O/M = 2-x
(-)

Pu
(y) Author Porosity

(-)
Number
of points

Tmin

(K)
Tmax

(K)

Van-Craeynest and Weilbacher [106] 0.05 28 337.2 1137
Weilbacher [6] 0.05 12 773 2973

0.21 Rao [194] 0.04 8 673 1473
0.24 ESNII+ 0.054 71 543.78 2818.5

0.25 Gibby [199] 0.03 38 459.604 1480.672
Gibby [122] 0.044 82 416.2 1873

0.26 Otter [private com.] 0.055 27 373 2973
Weilbacher [6] 0.05 12 773 2973

0.28 Rao [194] 0.04 8 773 1473

0.2952

Morimoto [203]

0.048 20 916.667 1769.667
0.052 20 871.667 1773
0.058 20 874.333 1770
0.06 10 871.667 1773
0.062 10 900.667 1764

Morimoto [192] 0.063 10 872 1774

Morimoto [203]

0.064 10 872 1774
0.066 10 875 1764.333
0.069 10 882.333 1764
0.074 10 899.667 1770
0.08 10 885.333 1772.333
0.083 12 874.333 1766
0.088 10 892 1765
0.1 10 902 1770.333

0.104 10 902 1770.333
0.113 10 870.667 1765
0.128 10 902.333 1766
0.157 10 883 1765.667

0.3

Gibby [199] 0.03 31 420.869 1488.846
Morimoto [204] 0.064 10 870.946 1774.662

Otter 0.025 27 373 2973
Weilbacher [6] 0.05 12 773 2973

Yamaguchi [205] 0.05 9 1073.2 2673.2

0.35 TRUMOX 0.05 10 931.393 2017.114

0.4 ESNII+ 0.052 48 541.57 1612.7
0.059 113 541.57 1661.5

Rao [194] 0.04 9 673 1473

0.439 Bonnerot [5] 0.215 19 1043.15 2270

0.45 ESNII+
0.048 68 545.36 2828.9
0.069 54 545.1 1653.4
0.073 100 544.15 1647.6

Weilbacher [6] 0.05 11 773 2773

0.5 Weilbacher [6] 0.05 11 773 2773
0.55 TRUMOX 0.05 13 730.248 1657.536
0.6 PUMMA 0.03 54 546.92 2858.2
0.65 PUMMA 0.04 62 543.98 2822.9
0.7 PUMMA 0.042 63 542.78 2844.7

0.7545 Bonnerot [5] 0.179 34 1050 2220
0.76 Weilbacher [6] 0.05 11 773 2773

1 Weilbacher [6] 0.05 11 773 2773
PUMMA 0.05 38 1570 2793

Table 6
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x
(-)

y
(-)

p
(-)

T
(K)

λ
at T = 450 ± 70
(W.m−1.K−1)

λ
at T = 850 ± 70
(W.m−1.K−1)

λ
at T = 2830 ± 70

(W.m−1.K−1)
Author Reason for

omitting

0 0.2952 0.058

All

2.70
Morimoto et al.

[203]
Presence of Am
High grain size

0 0.2952 0.062 3.04
0 0.2952 0.066 2.30
0 0.2952 0.069 2.19
0 0.25 0.044 4.84 Gibby [122] High grain size

Alpha self-irradiation effects0.01 0.25 0.044 4.47
0 0.06 0.038 4.19 Duriez et al. [4] High grain size0 0.55 0.05 2.75 TRUMOX [private com.]
0 0.20 0.16 5.47 3.32 Van-Craeynest

and Stora [58] High porosity0 0.20 0.20 4.51 3.16

0 0.20 0.05 4.21 3.17 Van-Craeynest
and Weilbacher [106] Statistical outlier

0 0.439 0.215 Bonnerot [5] High porosity
Bi-phased material

0 0.15 0.05 4.40 Weilbacher [6] Statistical outlier
0 0.40 0.04 2.73 Rao et al. [194] Statisical outlier

0.005 0.31 0.073 T>2800 6.58 ESFR-SMART
(sample: CAPRA-4) Partial fuel melting

0.029 0.40 0.059 T>2800 6.59 ESNII+
(sample: TRABANT40-HY)

0 0.60 0.03 T>2800 6.62 PUMMA
(sample: PUMMA60-OM)

Whole experimental data set Otter Systematically higher
thermal conductivity

Whole experimental data set LEFCA-CAPR-145 Systematically higher
thermal conductivity

Table 7: Omitted experimental data for the calibration and validation of the thermal conduc-
tivity model

J Experimental data, used for the optimization of the
multi-objective cost function

The electrical conductivity experimental data, used in this optimization includes: Fujino et
al.’s experimental data [159] for x = 0 (and y = 0.3, 0.5, 0.9) and Schmitz’ experimental data
[162] for x > 0, y = 0.2. The optimization included electrical conductivity experimental data on
hypostoichiometric due to the high sensitivity of the electrical conductivity model to Em(Pu)
for x > 0 (see Figure 3.21). Including electrical conductivity experimental data for x > 0
therefore increases the accuracy of the estimation of Em(Pu).
As for thermal conductivity, some experimental data had to be omitted, due to surprisingly
high thermal conductivity values.
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Figure J.11

As shown in Figure J.11, high temperature (i. e. T > 2000 K) experimental data is mainly
provided by Otter [private com.], Weilbacher [6], and EU projects (PUMMA, ESNII+, ESFR-
SMART). Otter’s measurements show systematically higher values than those from the Euro-
pean projects, even for temperatures lower than T < 2000 K and regardless of the plutonium
content. Indeed, Otter’s measurements were done in 1977, using the Laser Flash technique,
but to interpret the thermograms and thus deduce thermal diffusivity, they use Parker’s cor-
rection [255]. As mentioned in Section H.2.3, other more sophisticated methods to interpret
thermograms are used in the European projects’ data set. Given the systematic overestima-
tion of thermal conductivity in Otter’s measurements, as opposed to those from the European
projects, Otter’s data was not considered in this optimization.
Some experimental points from the European projects were also omitted. Those concern the
measurements, close to the melting temperature (i. e. close to 2850 K), where a possible partial
fuel melting could occur and thus lead to a rapid increase in thermal conductivity.
The experimental data set, from LEFCA-CAPR-145 also showed higher values than most data
for T ∈ [1500 − 2000] K and thus were not considered in this optimization. Indeed, in this tem-
perature region (T ∈ [1500 − 2000] K), numerous experimental data exist: 2049 measurements.
LEFCA-CAPR-145’s data set (47 points) therefore only represents 2 % of the measurements. If
we exclude the systematically high Otter values, the LEFCA-CAPR-145 data can be considered
as a statistical outlier, given that the majority of the data yields up to 2 times lower thermal
conductivity.
Table 7 in Annex I summarizes the omitted experimental data for the calibration of the elec-
tronic contribution, together with some other experimental data, omitted for the validation of
the thermal conductivity model, which will be done in the following sections.
The thermal conductivity experimental data, used for the calibration of the electronic model
therefore counts 6132 measurement points.
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K Weighted least squares
We consider here the following cost function, originated from the Bayesian approach:

J = Jλ + Jσel

x=0 + Jσel

x>0 + Jβ (K.1)

Considering the elements, given in Section 4.4 of Chapter 4, we can write the total cost function
in a matrix form as follows:

J(t,β) = (y − f(t,β))TP(y − f(t,β)) (K.2)

The minimization of this function requires resolving :

∀t ≥ 0, ∀j ∈ [1, mβ] : ∂J(t,β)
∂βj

= 0 (K.3)

The matrix form of this equation is written as follows:

−2XTP(y − f(t,β)) = 0 (K.4)

where X is the sensitivity matrix, containing the first derivatives of the inverse model f with
respect to the parameters β:

Xij = ∂fi(ti,β)
∂βj

(K.5)

In the case of a non-linear model with respect to the parameters, no explicit solution of equation
K.4 could be obtained. One needs to use iterative methods. One of the most widely used
algorithms is the Newton iterative algorithm, expressed as follows:

βk+1 = βk − λk[H(J(βk))]−1∇J(βk) (K.6)

where λk is a relaxation coefficient, ∇ and H are the gradient and Hessian matrices, involving
the first and second order derivatives of the inverse model with respect to the parameters. To
calculate the Hessian, a great amount of calculation time is required as second order derivatives
are included. Therefore, in most cases, the "Gauss-Newton" approximation is used, which
consists in neglecting the second order derivatives. The Gauss-Newton iterative method thus
yields:

βk+1 = βk − λk[X(βk)TPX(βk)]−1X(βk)TP(y − f(t,βk)) (K.7)

The matrix XTPX is called the information matrix, which should be invertible, thus satisfying
det(XTPX) ̸= 0. However, most of the time, the inverse models present an ill-conditioned in-
formation matrix, which has a determinant of zero. The inversion of ill-conditioned information
matrices can be done by regularization. Combining the Tikhonov penalization to regularize the
information matrix and the Gauss-Newton iterative method, the Marquardt-Levenberg algo-
rithm is obtained:

βk+1 = βk − λk[X(βk)TPX(βk) + αkI]−1X(βk)TP(y − f(t,βk)) (K.8)
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where α is a penalization term.

K.1 Covariance matrix of the estimator
Now we notate y(t)−f(t,β) = ϵ(t), where ϵ(t) is treated as a stochastic variable, called white
noise (i. e. uncorrelated with t) with zero mean :

E(ϵ) = 0; cov(ϵ) = σ2Im

where E, cov, σ are the expectancy, covariance, standard deviation of the white noise respec-
tively and Im the m × m identity matrix. The variance matrix of the estimator is calculated
as follows:

cov(β̂) = E
[
(β̂ − E(β̂))(β̂ − E(β̂))T

]
(K.9)

Knowing that E(β̂) = β and substituting β̂ − β by its expression:

cov(β̂) = (XTPX)−1XTPE(ϵϵT)PX(XTPX)−1 (K.10)

As ϵ is supposed uncorrelated, E(ϵϵT) is a diagonal m × m matrix, E(ϵϵT) = (Ejk)1≤j,k≤m,
such that:

Ejk =



0, if j ̸= k

σ2
λ, if j = k ≤ mλ

σ2
σel

, if mλ < j = k ≤ mσ

σ2
β1 , if j = k = dim(m) − (dim(n) − 1)

σ2
β2 , if j = k = dim(m) − (dim(n) − 2)

... ...
σ2

βn
, if j = k = dim(m)

The variance-covariance matrix of the estimator cov(β̂) is thus a symmetric n × n matrix,
containing the variance of the parameters var(β̂j) on the diagonal indices and the covariance
between the parameters cov(β̂j, β̂k) on the off-diagonal indices. This matrix allows to build
the so-called hybrid matrix, which contains the relative standard deviation of the parameters
on its diagonal indices and the correlation coefficients ρjk on its off-diagonal indices:

Vhyb(β̂) =



√
var(β̂j)
β̂j

ρjk · · ·√
var(β̂k)
β̂k

· · ·
sym

. . .
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L Commentary on the heat capacity model of PuO2
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Figure L.12: Heat capacity variation with temperature for UO2, according to Fink [87] and
Konings et al. [195] and for PuO2, according to Konings et al. [195], Fink [87], Oetting [227]
and Carbajo et al. [79]

We compared different models, reported for both UO2 and PuO2. All those models are
semi-empirical and are based either on direct heat capacity measurements or on the derivation
of enthalpy increment measurements with respect to the temperature: Cp = ∂H

∂T
, where H is

the enthalpy and T the temperature.
As shown in Figure L.12, good agreement is obtained between the models of Fink [87]
and Konings et al. [195], concerning UO2. Indeed, numerous experimental data for UO2
were reported in the literature [256–263], covering the whole temperature range of interest,
T ∈ [380 − Tm], where Tm is the melting temperature.
However, for PuO2, large discrepancies are observed between the model, proposed by Konings
et al. and other models, especially for temperatures higher than 2000 K. A factor of 3 is
observed at 3000 K, between the model of Konings et al. and other models (Fink [87], Oetting
et al. [227] and Carbajo et al. [79]).

Indeed, to our knowledge, only three measurement data sets exist for heat capacity of
PuO2 [227–229]. Ogard [228] measured the enthalpy increment of PuO2 from 1500 K to 2715 K
and fitted an equation for the heat capacity. However, in Ogard’s work, the four measurement
points, covering T ∈ [2470 − 2715] K were not considered in the fitting, because "a very
prominent positive deviation of the results were present" (i. e. the measurements showed a
very rapid increase after T=2370 K). No further scientific explanation for omitting those four
measurements was given by the author. Oetting [227] measured enthalpy increment from 353.9
K to 1610.7, thus completing the temperature range, which was not covered in Ogard’s work.
Oetting also fitted a heat capacity equation to both his measurements and those of Ogard
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[228] and Kruger and Savage [229]. However, instead of using all measurements, Oetting also
omitted the four measurement points of Ogard, covering T ∈ [2470 − 2715] K. Unlike Ogard,
Oetting explained why those points were not considered in his model. According to Oetting,
what may have caused the surprisingly rapid increase in the enthalpy increment measurements
of Ogard is the interaction of the tungsten capsule with the PuO2 samples. Konings et al. [195]
instead used all available experimental data for PuO2, including the four measurement points,
which were omitted by both the original author of the measurements and Oetting. Those
four measurement points showing a rapid increase after T = 2370 K, considered in Konings
et al.’s work, therefore seem to be the reason for the differences in heat capacity models for PuO2.

Given the obvious debate about whether the high-temperature measurement points in
Ogard’s work should be considered to fit a heat capacity empirical model, the exact tempera-
ture variation of the heat capacity of PuO2 after T=2370 K, is uncertain. As we saw in Figure
4.10, the thermal conductivity residuals become important above approximately T = 2200 K,
which is exactly the temperature range, in which uncertainties in heat capacity of PuO2 are high.

We also compared the consistency of the heat capacity Kopp law with measurements
on MOX fuels [25, 108, 109, 194, 222, 224, 228, 264, 265]. Those measurements are
composed of enthalpy increment measurements [194, 222, 228, 264], which were derived
with respect to temperature to obtain heat capacity, or direct heat capacity measurements
[25, 108, 109, 224, 265].

M Comparison of models with heat capacity measure-
ments on MOX fuels

This comparison was done, using both Fink [87] and Konings et al. [195] models for UO2 and
PuO2, as well as the O2 heat capacity from Duriez et al. [4].
As shown in Figures M.13 and M.14, both Fink and Konings et al.’s predictions underestimate
the experimental heat capacity from PUMMA’s measurements. The maximum deviation
of Fink’s model with respect to the measurements of PUMMA is of approximately 344 %,
whereas that of Konings et al. is of ≈ 150 %. The consistency of the Konings et al.’s model
with PUMMA’s measurements on high plutonium content MOX fuels, is therefore better than
that of Fink. In addition, Konings et al.’s model is in better agreement than Fink with the
measurements of ESFR-SMART [108] and ESNII+ [224] (y ∈ [0.24 − 0.45]).
On the other side, Konings et al. overestimate heat capacity with respect to other measure-
ments, especially those of Affortit [265] (x ∈ [0 − 0.17]) and Ogard [228] (maximum deviation
of 88 %). The consistency of Fink’s model with respect to those measurements is greater than
that of Konings et al., showing a maximum deviation of only 18 %.

It is however delicate to say which model better predicts heat capacity of MOX fuels,
given the high experimental data scattering, especially at very high temperatures (T >
2500 K). Indeed, in the EU projects’ data set (PUMMA, ESFR-SMART and ESNII+), heat
capacity was measured simultaneously with thermal diffusivity, using the CLASH technique
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Figure M.13: Modeled vs. experimental heat capacity. The model is the Kopp law with both
the models of Fink and Konings et al. for UO2 and PuO2. To correct for oxygen hypostoi-
chiometry, we used the Cp model for O2, given in Duriez et al.’s work [4]. The measurements
are those of Affortit [265] (y = 0.20 and y = 0.75), Clifton [264] (y = 0.20), Leibowitz [222]
(y = 0.2), Ogard [228](y = 0.2), Vasueva [206] (y ∈ [0.35 − 0.45]), PUMMA (y ∈ [0.6 − 0.7]),
ESFR-SMART (y ∈ [0.29 − 0.31]) and ESNII+ (y ∈ [0.24 − 0.45]).

[249, 266] (see Section H.2.3). Numerous reviews on the uncertainties, related to thermal
diffusivity and heat capacity measurements with laser flash techniques, were reported in the
literature [267–271]. Most of those reviews report a systematic uncertainty of [3 − 5] % for
thermal diffusivity and [7 − 10] % for heat capacity. The higher uncertainty in heat capacity
originates from the need for a precise evaluation of the absorbed energy by the sample, which
in most cases is very complex to evaluate [270]. This is however an estimation of solely the
systematic uncertainty. Vlahovic et al. [266] measured thermal diffusivity of UO2 samples by
the CLASH method and mentioned that data scattering at high-temperatures is greater than
the systematic errors. This led to the conclusion that other factors, such as microstructural
changes, occurring at those temperatures (T>2500 K) contribute more than systematic errors
to the total experimental standard deviation. Figure M.15 shows how a shift in experimental
data scattering is observed after 2500 K on thermal conductivity of UO2 [108, 256, 266], which
is most certainly due to microstructural changes in the samples. The increasing standard
deviation of the experimental data with temperature is also observed in the heat capacity
measurements of the EU projects (see Figure M.14). The experimental heat capacity standard
deviation goes from 91 J kg−1 K−1 at T ≈ 1900 K, to 403 J kg−1 K−1 at T ≈ 2500 K and
finally 615 J kg−1 K−1 at T ≈ 2850 K. Further investigation needs to be done to explain the
discrepancies in both thermal diffusivity and heat capacity data. Using Scanning Electron
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Figure M.14: Temperature variation of heat capacity, as modeled by Fink [87] and Konings
et al. [239] and as measured by the EU projects.

Microscopy (SEM), Vlahovic et al. [266] showed that a strong re-crystallization of the sample
occurred after heating at very high temperatures (i. e. T = 2850), which may explain data
scattering at those temperatures. Indeed, this phenomenon leads to nonparallel front and
rear surfaces, which therefore contradicts one of the assumptions in the model, used to fit
the thermograms. In addition to data noise at extremely high temperatures (i. e. here 2850
K), we observe that data is also scattered for temperatures, lower than 2850 K. Performing
systematic characterization (e. g. SEM) of the samples after each laser pulse in the
range T ∈ [2500 − 2850] may therefore allow to observe whether data scattering at T = 2500
occurs because of microstructural changes in the samples or because of uncertainties, which
are intrinsic to the experimental technique (instability of the temperature baseline, neglecting
the temperature variation of the emissivity etc.).

The purpose of this analysis was to highlight the difficulty in explaining the thermal conduc-
tivity residuals, observed in Figure 4.10, given the uncertainty in the heat capacity model,
used to calculate thermal conductivity from thermal diffusivity data.

We recall that in addition to indirectly measured thermal conductivity, our experimen-
tal data base also counts direct measurements. Even though such data is more complex to
provide, and is thus associated with higher uncertainties, it bears comparing them to the
indirect measurements. This comparison can further clarify the uncertainty in the indirect
determination of thermal conductivity due to heat capacity.
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Figure M.15: Experimental variation with temperature of thermal conductivity of UO2,
according to the ESFR-SMART measurements (using LAF and CLASH techniques), Ronchi
et al. [256] (CLASH) and Vlahovic et al. (CLASH) [266]. Thermal conductivity is deduced
from experimental thermal diffusivity, density and the heat capacity model of Konings et al.
for UO2 [195].

Figure M.16: SEM image of the UO2 sample, after thermal diffusivity measurement at T =
2850 K. [266]

N Comparison between direct and indirect thermal con-
ductivity experimental data

As shown in Figure N.17, the direct measurements yield lower thermal conductivity values
than indirect measurements, especially for temperature above 2500 K. The average deviation
from stoichiometry of the direct measurements is not the same as the indirect measurements.
However, as already mentioned in Chapter 3 and as it will be experimentally confirmed later
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Figure N.17: Comparison between direct and indirect thermal conductivity measurements.
The average deviation from stoichiometry and plutonium content, weighted by the number of
measurement points is also shown.

in this chapter (see Section 4.7.4), the effect of stoichiometry at high temperatures is slight.
Therefore, the different mean stoichiometry is unlikely to be the reason for the lower thermal
conductivity, observed in the direct measurements. The latter does not show such an important
thermal conductivity upswing at high temperatures, compared to the indirect measurements.
This comparison gives more insight into the validity of the heat capacity model. However, this
analyze is only qualitative, because most direct measurements do not exceed 2500 K. Only a
couple of measurements go above that temperature. Given that the uncertainty in the use of
the PuO2 heat capacity model of Konings et al. [195] increases after T=2500 K, the direct
measurements could not provide a quantitative validation of the indirect measurements.

O Possible explanation for discrepancies in thermal con-
ductivity experimental data below 1500 K

In addition to high data scattering above 2500 K, important data scattering is also observed
below 1500 K. Thermal conductivity data at x = 0 and below 1500 K, is dispersed in the range
range [4 − 8] W m−1 K−1. In the following section, we will identify the possible reasons for
those discrepancies. For some experimental data sets, no explicit scientific explanation could
be provided, because of missing information.

The majority of the experimental data yields values close to 8 W m−1 K−1. Some data
sets however yield surprisingly low values: Duriez et al. [4], Van-Craeynest and Weilbacher
[106], Van-Craeynest and Stora [58], Gibby [199], TRUMOX [private com.]. Some data sets
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also show discrepancies, compared to the rest of the data, at T ∈ [1000 − 1500] K: Morimoto
et al. [191, 192, 203, 204], Bonnerot [5].

O.1 Effect of self-irradiation
One of the phenomena responsible for discrepancies in thermal conductivity experimental
data could be self-irradiation damage [225, 272–274]. The latter characterizes the lattice
defects due to alpha decay in nuclear fuels. Indeed, alpha decay leads to atomic displacements
in the fuel lattice (i. e. atoms moving from their normal lattice positions) [273], which
contributes to decrease thermal conductivity [225]. Alpha decay occurs in the first moments
of fuel fabrication. Self-irradiation effects therefore increase with the elapsed time from fuel
fabrication. Therefore the decrease in thermal conductivity due to alpha decay increases with
storage time [225]. It should be mentioned that self-irradiation damage should not be confused
with radiation damage, caused by in-pile irradiation. Indeed, irradiation in reactor causes
supplementary lattice damage, due to the displacement of atoms, induced by the neutrons
colliding with fissile atoms. Those damage therefore contribute to further decrease thermal
conductivity during irradiation. Staicu et al. [273] mentioned that, to properly evaluate the
self-irradiation (i. e. from alpha decay) effects on thermal conductivity, fresh fuels (i. e.
unirradiated) should be used instead of irradiated ones, since the latter contain self-irradiation
damage and damage, caused by irradiation in reactor.
Ikusawa et al. [225] proposed a model for self-irradiation effects on thermal conductivity of
MOX fuels, based on thermal conductivity experimental data on MOX fuels with different stor-
age time. According to their model, the decrease in thermal conductivity due to self-irradiation
is characterized by storage time, isotopic composition, decay constant and temperature.
Self-irradiation damage recovers with increasing temperature [37]. Ikusawa et al. showed that
the thermal conductivity decrease of the alpha-damaged MOX fuel, with respect to the "re-
covered" MOX fuel, is of the order of 43 % at T=550 K, for a MOX fuel, stored for ≈ 1334 days.

241



To apply this model, precise knowledge of the time storage of the fuel is needed. Since
such information is not systematically provided, in this work, we did not take into account
self-irradiation damage, when extracting the thermal conductivity of the matrix out of thermal
conductivity experimental data. However, our experimental data base accounts for the type of
measurement cycle (i. e. heating or cooling). A general practice in fuel property measurements
is to measure thermal conductivity when heating the sample and then to measure it again
when cooling the sample. Indeed, as already mentioned, self-irradiation damage recovers with
increasing temperature. Therefore measuring thermal conductivity during a cooling cycle (once
a first heating cycle has already been performed), allows to recover self-irradiation damage.
According to heating and cooling measurements in Ikusawa et al.’s work on alpha-decay
damaged MOX fuels, at approximately T = 1100 K, heating and cooling cycles yield the same
thermal conductivity. Lucuta et al. [32] proposed a model for the effect of radiation damage
on thermal conductivity, but in their model, account is taken of both alpha-decay damage
and damage from irradiation in reactor. In their model, at about T = 1000 K, all radiation
damage is recovered. To avoid self-irradiation effects in thermal conductivity measurements

Figure O.19: Experimental variation of thermal conductivity with temperature, according to
Gibby’s experimental data set [200] at heating (in red) and cooling (in blue).

on fresh MOX fuels, it is important to perform a first heating cycle and then use the cooling
cycle or a second heating cycle to extract the "undamaged" fuel’s thermal conductivity. A clear
observation of the heating and cooling cycles is made in Gibby’s experimental data set (see
Figure O.19). Thermal conductivity at around 400 K during the first heating cycle is almost
twice lower than thermal conductivity at the cooling cycle or the second heating cycle. This
may be caused by self-irradiation effects, because of a possible long time storage of the MOX
fuels.
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In most experimental data sets, information about whether the measurement corresponds to a
heating or cooling cycle is not provided. It is therefore difficult, for most data sets, to conclude
whether the lower thermal conductivity values can be explained by self-irradiation damage.
The measurements, coming from the European projects correspond all to cooling cycles and
data scattering is low, since self-irradiation damage is not observed. Figure O.20 shows that
Gibby’s experimental data set at the cooling and the second heating cycle is consistent with
the measurements of the EU projects.

Figure O.20: Experimental variation of thermal conductivity with temperature, according to
Gibby’s experimental data set [122] at heating (in red) and cooling (in blue) and to the EU
projects [108, 109, 224].

O.2 Americium content and high porosity
Some of the other data, yielding lower thermal conductivity values, compared to the rest of the
data, could be explained by either the presence of a non negligible concentration of americium
or high porosity.

Figure O.21 shows the experimental variation of thermal conductivity with tempera-
ture, at the stoichiometric composition (i. e. x = 0) and for different porosity fractions.
We observe that most of the measurements, where p = 0.05 yield the same value with a
relatively low standard deviation. Two exceptions are observed: the data of Van-Craeynest
and Weilbacher [106] and that of TRUMOX [private com.]. Another fuel at p = 0.07 yields
relatively low values, compared to the rest: the data of Morimoto et al. [203]. The reason
for this discrepancy may come from the relatively high amount of americium in their fuel (3
%). Indeed, americium originates from the beta-decay of plutonium. Americium therefore is
naturally present in MOX fuel [1]. Similarly to the effect of alpha-decay damage on thermal
conductivity, the concentration of americium in MOX fuel increases with storage time. Am
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Figure O.21: Experimental variation of thermal conductivity with temperature for different
porosity fractions.

has been proven to decrease thermal conductivity [203] and can therefore contribute to the
observed discrepancies in thermal conductivity experimental data.

The rest of the data, yielding lower values compared the data at p = 0.05 could be ex-
plained by high porosity: the measurements at p = 0.16 and p = 0.20. This may be caused by
the inadequacy of Maxwell-Eucken’s porosity correction (used in this work) to calculate the
matrix thermal conductivity out of effective thermal conductivity, when the porosity exceeds
a certain value. Indeed, as already mentioned in Chapter 2, Maxwell-Eucken’s formula is
based on the assumption of diluted pores, which for p > 0.10 is no longer the case, since
percolation begins to form, leading to open porosity [54–56]. This observation highlights
the need for a proper analytical porosity correction model, when dealing with MOX fuels,
exceeding p = 0.10. We also recall that to further develop this analysis, the porosity is not the
only criteria. Information such as the pore shape and its orientation, as opposed to heat flux
should also be provided.

O.3 Other explanations
As observed in Figure O.21, the data sets of Van-Craeynest and Weilbacher (at p = 0.05 and
y = 0.2) [106], TRUMOX (at p = 0.05 and y = 0.35; y = 0.55) [private com.] and Bonnerot [5]
(at p = 0.215 and y = 0.44) also yield lower thermal conductivity values, compared with the
rest of the data.

The reason for the discrepancies, caused by Bonnerot’s data set at p = 0.215 and y = 0.44 may
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originate from both (1): high porosity (p = 0.215) and (2): bi-phased microstructure, reported
in [5]. Bonnerot therefore did not account for this experimental data set, when proposing a
thermal conductivity model [5]. The same follows for the experimental data set at y = 0.75,
where bi-phased microstructure was observed.

The discrepancies caused by the data set of Van-Craeynest and Weilbacher at p = 0.050 and
y = 0.2 could not be interpreted due to missing information about the fuel characteristics,
in particular its microstructure or about the measurement cycle: heating or cooling. Indeed,
Van-Craeynest and Weilbacher observed those discrepancies in their original paper [106], but
could not provide a scientific explanation. The same follows for the TRUMOX fuel, which
systematically yields lower values, but no reason for this could be identified due to missing
supplementary information about fuel and measurement characteristics.

The EU projects’ data set is composed of the most up-to-date measurements on MOX
fuels, obtained with a physically and mathematically rigorous method to extract thermal diffu-
sivity from thermograms [248]. The measurements always correspond to cooling cycles, which
allows to avoid any self-irradiation damage. The MOX fuels, used for the measurements are
single phased with a homogeneous spatial distribution of plutonium. The plutonium content
of the fuels also covers the whole range of interest for FNR applications: y ∈ [0.24 − 1]. As a
consequence, the EU projects’ data set can be used as a reference thermal conductivity data set.

Figure O.22 shows that the following data sets: Vasudeva Rao et al. (at y = 0.40),
Van-Craeynest and Weilbacher (at y = 0.2), Duriez et al. (at y = 0.06) and TRUMOX (both
at y = 0.35 and y = 0.5) yield twice lower thermal conductivity than the EU projects’ data set,
at approximately 800 K. Those discrepancies could not be explained by plutonium content,
since the EU projects’ cover y ∈ [0.24 − 1]. The discrepancies are higher at low temperatures
(i. e. T < 1200 K). We can also observe that the whole data set of Duriez et al. (i. e.
covering y ∈ [0.03 − 0.15]) systematically gives lower thermal conductivity values than the EU
projects. The available information about the measurements of Duriez et al. [4] does not allow
to identify the reason for those discrepancies. A possible explanation could be the different
methods to extract thermal diffusivity from thermograms, used in Duriez et al. and the EU
projects.

O.4 Synthesis and conclusions
We saw that an experimental dispersion of the order of 200 % is observed on thermal
conductivity data, at the stoichiometric composition. We saw that this dispersion could not
be explained by differences in plutonium content, since the EU projects’ data set covers a wide
range of plutonium contents, y ∈ [0.24 − 1], within which the dispersion is way lower than
200 %. For some experimental data sets, we managed to give a hypothetical explanation for
the discrepancies: self-irradiation damage, invalidity of the porosity correction model for high
porosity or the presence of a non-negligible amount of americium. For other experimental
data sets, a plausible scientific explanation for the discrepancies could not be provided, due to
missing supplementary information about either the fuel microstructure (open, closed porosity,
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crystal phases) or the measurement characteristics (heating or cooling cycles).

Overall, this analysis allowed us to observe how factors, other than plutonium and oxy-
gen content or temperature can impact thermal conductivity in a significant manner. It was
outside the scope of this work to focus on the effect of self-irradiation damage, high porosity
or americium content on thermal conductivity. Ideally those phenomena have to be taken into
account in thermal conductivity modeling, given their important impact. However, most of
the time, the information, required to model them is missing in publications. For example,
to develop a new model for the effect of self-irradiation damage or to simply use the model,
proposed by Ikusawa et al. [225] or Staicu et al. [273], information about the fuel storage time
is needed. This information is not provided in most papers. The same follows for the effect of
americium. In most work, the americium content, present in the fuels is not characterized.

Other factors, such as grain boundaries, can also impact thermal conductivity. Indeed,
in this work, as it was mentioned in Chapter 2, no analytical model has been identified for the
effect of grain boundaries. Since no correction for grain boundaries is applied, the effective
thermal conductivity (i. e. the measured one) intrinsically accounts for grain boundaries. This
therefore adds a supplementary difficulty in extracting the fuel matrix thermal conductivity out
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of effective thermal conductivity measurements. To provide the most accurate experimental
estimate of thermal conductivity of the fuel matrix, measurements must be performed on
single crystals.

In summary, to avoid issues, related to the interpretation of thermal conductivity due
to radiation damage, americium content or grain boundaries, thermal conductivity
measurements should be performed:

1. at cooling, once a first heating cycle has been performed. Heating until 1100 is sufficient,
according to the model of Ikusawa et al. to recover self-irradiation damage. However,
further heating the sample can lead to a reduction of the sample, therefore modifying its
oxygen content at cooling. This is due to the MOX phase diagram.

2. on fuels, which have not been stored for a long time after fabrication. The latter
increases both self-irradiation damage and americium content.

3. on single crystals.
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