
HAL Id: tel-04687618
https://hal.univ-lorraine.fr/tel-04687618v1

Submitted on 4 Sep 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Deep learning representations for prognostics and health
management

Alaaeddine Chaoub

To cite this version:
Alaaeddine Chaoub. Deep learning representations for prognostics and health management. Computer
Science [cs]. Université de Lorraine, 2024. English. �NNT : 2024LORR0057�. �tel-04687618�

https://hal.univ-lorraine.fr/tel-04687618v1
https://hal.archives-ouvertes.fr


AVERTISSEMENT 

Ce document est le fruit d'un long travail approuvé par le jury de 
soutenance et mis à disposition de l'ensemble de la 
communauté universitaire élargie. 

Il est soumis à la propriété intellectuelle de l'auteur. Ceci 
implique une obligation de citation et de référencement lors de 
l’utilisation de ce document. 

D'autre part, toute contrefaçon, plagiat, reproduction  illicite 
encourt une poursuite pénale. 

Contact bibliothèque : ddoc-theses-contact@univ-lorraine.fr 
(Cette adresse ne permet pas de contacter les auteurs)

LIENS 

Code de la Propriété Intellectuelle. articles L 122. 4 
Code de la Propriété Intellectuelle. articles L 335.2- L 335.10 
http://www.cfcopies.com/V2/leg/leg_droi.php 
http://www.culture.gouv.fr/culture/infos-pratiques/droits/protection.htm 
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(mention informatique)

par

Alaaeddine Chaoub

Composition du jury

Président : Bernardetta Addis Professor - Université de lorraine
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Résumé

Cette thèse contribue à l’application de l’apprentissage Profond (Deep Learning) dans la pré-
diction de la durée de vie résiduelle (Remaining Useful Life) des équipements industriels, en
traitant plusieurs défis importants. Notre recherche est motivée par des questions clés visant
à développer des architectures et méthodes d’apprentissage profond pour prédire la fin de vie
des équipements (RUL) sous diverses conditions operationelles, à améliorer l’interprétabilité des
modèles et à faire face au manque de données en exploitant des données externes (non) labellisées.
Nous avons structuré notre travail en deux parties principales.

Dans la première partie, nous explorons des architectures capables de gérer la variabilité des
données résultant de différentes conditions opérationnelles, sans sélection des données d’entrée.
Cela nous a mené à la proposition d’une architecture MLP-LSTM-MLP. En employant un MLP
en entrée, nous avons pu normaliser les représentations, améliorant ainsi les performances de pré-
diction malgré plusieurs conditions opérationnelles. De plus, pour améliorer l’interprétabilité,
nous avons proposé de remplacer ce premier étage de Multi Layer Perceptron (MLP) par un sys-
tème de mélange d’experts (Gated mixture of experts (GMoE)), permettant une décomposition
interprétable basée sur les conditions opérationnelles.

La seconde partie de la thèse aborde le problème de la rareté de données, un défi largement
reconnu dans le domaine du pronostic and health management (Prognostics and health man-
agement (PHM)). En introduisant des adaptateurs, c’est-à-dire des couches spécifiques aux dif-
férentes tâches qui permettent le traitement de differentes structures d’entrée/sortie, nous avons
proposé une approche d’entrainement auxiliaire qui exploite des données labellisées externes,
présentant une méthode qui surpasse les techniques traditionnelles trouvées dans la littérature.
De plus, pour exploiter les données externes non étiquetées pour l’apprentissage auxiliaire, nous
avons proposé une approche de méta-apprentissage pour déterminer automatiquement les ob-
jectifs auxiliaires à partir de ces données en les pseudo-étiquetant d’une manière qui prend en
compte la tâche principale. L’objectif de cette partie de la thèse était d’exploiter un spectre plus
large de données disponibles pour améliorer la performance de la prédiction de la durée de vie
résiduelle.

Après analyse de notre travail, nous avons également identifié certaines limites des approches
que nous avons proposées et nous proposons des perspectives immédiates et à long terme pour
la recherche future. Celles-ci incluent le fait de relever les défis du traitement des données
séquentielles longues, d’améliorer davantage l’interprétabilité des modèles, de s’attaquer à la
rareté de données avec des méthodologies de formation plus avancées, et d’explorer le potentiel
de l’apprentissage fédéré et des grands modèles de langage dans les contextes industriels.

Mots-clés: Pronostic et management de la santé, prédiction de la durée de vie utile restante,
Apprentissage profond, Interprétabilité, rareté des données, Apprentissage auxiliaire, Méta-
apprentissage.
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Abstract

This thesis contributes to the application of Deep Learning (DL) in Remaining useful life
(RUL) prediction of industrial equipment, addressing significant challenges in this field. Our
research is driven by the need to develop Deep Learning (DL) architectures that mitigate perfor-
mance degradation under various operating conditions, to improve model interpretability, and
to address data scarcity by leveraging external (un)labeled data. We structured our work into
two principal parts.

In the first part, we explore architectures capable of handling data variability resulting from
different operating conditions, without manual feature engineering. This led us to propose an
MLP-LSTM-MLP architecture. By employing an MLP at the first stage, we were able to normal-
ize this variability, thus improving performances under such settings. Furthermore, To enhance
interpretability, we proposed to replaced the first-stage MLP stage with a Gated mixture of
experts (GMoE) system, enabling interpretable decomposition based on operating conditions.

The second part of the thesis addresses the issue of data scarcity, a widely recognized challenge
in the Prognostics and health management (PHM) field. Through the introduction of adapters,
i.e. task-specific layers that address the challenge of handling multiple input/output structures,
we proposed an auxiliary training approach that leverages external labeled data, presenting a
method that surpasses traditional techniques found in the literature. Moreover, to utilize external
unlabeled data in auxiliary training, We proposed a meta-learning approach to automatically
derive auxiliary objectives from these data by pseudo-labeling them in an end-task aware manner.
The goal of this part was to leverage broader spectrum of available data to improve Remaining
useful life (RUL) prediction performances.

In reflecting upon our work, we acknowledge the limitations of the proposed approaches and
suggest both immediate and long-term directions for future research. These include tackling the
challenges of processing long sequence data, further improving model interpretability, addressing
data scarcity with more advanced training methodologies, and exploring the potential of federated
learning and large language models in industrial settings.

Keywords: Prognostics and health management (PHM), Remaining useful life (RUL) predic-
tion, Deep Learning (DL), Interpretability, data scarcity, Auxiliary learning, Meta learning

6



Contents

List of Figures 11

List of Tables 15

List of Abbreviations 17

Résumé en français (French summary)

Introduction and Literature review

Chapter 1

Introduction

1.1 Industry 4.0 and Key Technologies . . . . . . . . . . . . . . . . . . . . . . . . 27

1.2 Prognostics and health management . . . . . . . . . . . . . . . . . . . . . . . 29

1.3 Deep learning for RUL prediction . . . . . . . . . . . . . . . . . . . . . . . . 31

1.3.1 Deep learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.3.2 The rise of DL for RUL prediction . . . . . . . . . . . . . . . . . . . . 32

1.3.3 Data for RUL prediction . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.3.4 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.4 Objectives and research questions . . . . . . . . . . . . . . . . . . . . . . . . 35

1.4.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.4.2 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.5 Organization of the manuscript . . . . . . . . . . . . . . . . . . . . . . . . . . 36

1.6 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

Chapter 2

Literature Review

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.2 Deep Learning Architectures for RUL Prediction . . . . . . . . . . . . . . . . 40

7



Contents

2.3 Interpretability of Deep Learning Models for RUL Prediction . . . . . . . . . 44

2.4 Strategies for Addressing Data Scarcity . . . . . . . . . . . . . . . . . . . . . 47

2.5 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.5.1 The C-MAPSS Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.5.2 The N-CMAPSS Dataset . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.5.3 The Batteries Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.5.4 Performance metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Deep learning models development in data-rich environments 61

Chapter 3

End-to-End Deep Learning Model for Improved Remaining Useful Life Prog-

nostic

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.2 Proposed model architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.5 Comparison with related works . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Chapter 4

Towards interpreting deep learning models for industry 4.0 with gated mix-

ture of experts

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3 GMoE approaches for task decomposition . . . . . . . . . . . . . . . . . . . . 75

4.3.1 Simple GMoE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.3.2 GMoE with constraints based on domain experts knowledge . . . . . 76

4.4 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.5 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.5.1 Simple GMoE results . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.5.2 GMoE with knowledge-based constraint results . . . . . . . . . . . . . 80

4.5.3 RUL prediction Performance comparison with related works . . . . . 83

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

8



Overcoming Data Scarcity using auxiliary data-sets 85

Chapter 5

Auxiliary training for prognostics

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.3 Proposed approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.4 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.4.1 Model architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.4.2 Baselines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.4.3 Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.4.4 Training details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.5 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Chapter 6

Deriving auxiliary objectives from unsupervised heterogeneous data sets

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.3 Labeling auxiliary data sources with meta learning . . . . . . . . . . . . . . . 103

6.3.1 problem Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.3.2 Model objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.4.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.4.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.4.3 Discussion and Limitations . . . . . . . . . . . . . . . . . . . . . . . . 114

6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Conclusion and Perspectives 117

Chapter 7

Summary of Findings and Contributions, and Potential Areas for Future

Research 119

7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

7.2.1 Criticism and short-term perspectives . . . . . . . . . . . . . . . . . . 120

9



Contents

7.2.2 Long-term Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . 121

7.3 Epilogue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Bibliography 123

10



List of Figures

1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.1 the four industrial revolutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.2 Diagnostics and Prognostics.(Jay Lee, F. Wu, et al., 2014) . . . . . . . . . . . . . 29
1.3 Prognostics and health management cycle (Javed et al., 2013) . . . . . . . . . . . 30
1.4 Examples of open source data sets for RUL prediction with a rough estimate of

the number of papers having DL and RUL prediction in their abstract (numbers
sourced from Web of Science (Clarivate, 2023)). . . . . . . . . . . . . . . . . . . . 32

1.5 Example of a Run to failure trajectory of a Turbofan engine. This figure shows
readings from 24 sensors throughout the engine’s life, from the beginning (cycle =
0) to the end of its useful life. Each cycle represents a single flight data, providing
a visual representation of the engine’s usage over time. The variability in sensor
readings highlights the complexity of predicting the engine’s Remaining Useful
Life visually. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.6 General diagram of the organization of the manuscript . . . . . . . . . . . . . . . 37

2.1 State-of-the-art neural network models used for RUL prediction: It displays the ar-
chitectures of Feed Forward Neural Networks (FFNN), Recurrent Neural Networks
(RNN) (Williams and Zipser, 1989), Long Short-Term Memory networks (LSTM)
(Hochreiter and Schmidhuber, 1997), Gated Recurrent Units (GRU) (Cho et al.,
2014), Convolutional Neural Netowrks and the Transformer Network (Encoder)
(Vaswani et al., 2017). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.2 Interpretability approaches can be classified according to these three dimensions,
the taxonomy being proposed by (Yu Zhang et al., 2021). . . . . . . . . . . . . . 44

2.3 Comparison of learning with sufficient and few training samples. Small n can lead
to high estimation error εest. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.4 Siamese Network (Koch et al., 2015). . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.5 Transfer learning framework proposed by (Ansi Zhang et al., 2018). . . . . . . . . 52
2.6 Model-agnostic meta-learning algorithm (MAML) (Finn et al., 2017). . . . . . . . 53
2.7 True RUL vs Gold RUL of one trajectory with a length = 250 (Piece-wise maxi-

mum RUL is 130 time cycles). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.8 Input values with and without normalization. . . . . . . . . . . . . . . . . . . . . 57
2.9 Comparison between the scoring function and RMSE with respect to different

error values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.1 Sensor readings from run to failure trajectories under distinct operational scenar-
ios: (left) single operating condition from the FD001 subset, (right) six operating
conditions from the FD002 subset of the C-MAPSS dataset (Saxena et al., 2008). 64

11



List of Figures

3.2 Architecture of the proposed model: it takes as input a complete sequence j of
raw sensor values, encoded as a tensor xj composed of Tj time frames with n-
dimensional observations each. At training time, this sequence ranges from the
first observed time frame t0 to the last Tj just before the Turbofan j halts. At
test time, a single forward pass is performed and the RUL ŷt is predicted at every
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Résumé en français (French summary)

Le développement industriel a traversé plusieurs révolutions marquantes, transformant profondé-

ment les méthodes de fabrication et de production. Cette évolution est principalement tirée par

la nécessité d’adaptation rapide aux exigences changeantes du marché, notamment la person-

nalisation de masse (Schwab, 2017). Dès la première révolution industrielle, avec l’introduction

de la machine à vapeur et la construction de chemins de fer, jusqu’à la révolution numérique

caractérisée par les avancées des semi-conducteurs et de l’internet, chaque étape a apporté des

innovations notables.

Actuellement, nous évoluons dans la quatrième révolution industrielle, ou Industrie 4.0,

propulsée par des progrès significatifs dans les technologies de l’information et de la communica-

tion (Rojko, 2017). Cette ère est caractérisée par des avantages multiples tels que l’accélération

du temps de mise sur le marché, l’amélioration de la réactivité aux besoins des clients et la

possibilité de réaliser une production de masse personnalisée sans accroître de manière excessive

les coûts de production. Elle promeut également un environnement de travail plus adaptable et

favorise une gestion plus rationnelle des ressources naturelles et de l’énergie.

Dans ce cadre, les stratégies de maintenance et de fiabilité des systèmes ont continuellement

évolué pour mieux répondre aux besoins de rentabilité et de spécialisation (Ran et al., 2019;

Achouch et al., 2022). Ces demandes émergent souvent de nécessités techniques telles que la

minimisation des temps d’arrêt des machines et la maximisation de la durée de vie des com-

posants. L’effet en cascade de ces exigences s’étend aux considérations économiques, notamment

la réduction des coûts de production et de maintenance, la garantie de la qualité et de la fiabilité

des produits, et la sauvegarde des actifs et des services.

Le pronostic et la gestion de la santé (PHM) est un paradigme de l’industrie 4.0 et sert

de catalyseur clé pour sa concrétisation, offrant une vue intégrée de l’état de santé des ma-

chines ou des systèmes. PHM met en œuvre un processus cyclique de surveillance, d’analyse

et d’intervention pour maintenir la santé du système à des niveaux optimaux. Cette thèse se

concentre sur la phase d’analyse, incluant l’évaluation de l’état, le diagnostic et le pronostic,

avec un intérêt particulier pour ce dernier. Le pronostic de l’état de santé consiste à prédire
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l’évolution future de l’état de santé du système. Plus spécifiquement, ce travail se concentre sur

le pronostic en tant que prédiction de la durée de vie utile résiduelle (RUL), i.e. temps restant

avant que le système ne soit pas en mesure d’assurer ses fonctions correctement, indispensable à

la maintenance prédictive, permettant ainsi de prévenir les défaillances et d’anticiper les besoins

du système.

Les méthodes de prédiction de la durée de vie utile résiduelle (RUL) peuvent être classifiées en

trois grandes catégories : les approches basées sur des modèles physiques, les méthodes fondées

sur les données, et les techniques hybrides. Notre recherche se concentre sur les méthodes basées

sur les données, et plus spécifiquement sur les techniques d’apprentissage profond, qui ont montré

un potentiel significatif pour cette tâche. Cependant, leur mise en œuvre effective dans des

environnements industriels réels reste limitée par plusieurs défis.

Alors que nous approfondissons l’application de cette technologie, certaines limitations de-

viennent apparentes. Une gamme d’architectures avancées a été proposée dans la littérature

pour la prédiction de la durée de vie utile résiduelle. Cependant, ces architectures sont sou-

vent moins performantes en cas de fonctionnement sous différentes conditions opérationnelles.

Une condition opérationnelle (OC) peut être définie comme les circonstances dans lesquelles un

équipement fonctionne, et dans de nombreuses applications d’ingénierie, les OC changent avec

l’environnement ou les modes de fonctionnement, entraînant souvent des divergences dans les

données, ce qui nuit aux performances des approches de la littérature. Pour relever ce défi, notre

question de recherche pour ce challenge est la suivante : "Quelle architecture d’apprentissage

profond est capable de gérer une telle variabilité des données et de fournir des prédictions précises

de la durée de vie restante ?"

Un autre problème important se pose lorsqu’on essaie d’utiliser des modèles d’apprentissage

profond pour estimer la durée de vie résiduelle : la nature "boîte noire" de ces modèles, car les

résultats de ces modèles seront utilisés pour prendre des décisions critiques et il est nécessaire de

comprendre comment ils fonctionnent. Les chercheurs ont introduit plusieurs approches pour les

interpréter, mais des recherches supplémentaires sont nécessaires. En conséquence, notre question

de recherche est : "Comment les modèles d’apprentissage profond peuvent-ils être conçus pour

être plus interprétables ?"

De plus, les modèles d’apprentissage profond sont généralement entraînés à l’aide de grandes

quantités de données étiquetées et peuvent obtenir des résultats impressionnants sur un large

éventail de tâches. Cependant, la construction de tels modèles pour la pronostic peut être difficile,

notamment lorsque les données sont limitées à un cas d’utilisation spécifique. En effet, dans de

nombreux cas, les données pour un équipement ou un système spécifique peuvent être rares pour
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plusieurs raisons. Les équipements industriels sont souvent entretenus de manière préventive, ce

qui réduit l’occurrence des pannes. De plus, bien qu’il puisse y avoir une grande quantité de

données disponibles provenant de la surveillance du système, la plupart des données représentent

le fonctionnement normal. Les états de dégradation et de pannes du système industriel, car ils

conduisent à des produits indésirables, sont la plupart du temps largement sous-représentés.

En outre, malgré l’abondance de données connexes provenant de machines similaires ou dif-

férentes dans les usines, leur potentiel reste inexploité principalement parce qu’elles ne sont pas

étiquetées, manquent de trajectoires complètes du cycle de vie ou ne sont pas directement ap-

plicables au développement de modèles, souvent en raison des pratiques de maintenance et des

coûts élevés de l’étiquetage. Enfin, il est souvent impossible d’obtenir des données de "fonction-

nement jusqu’à la panne" d’un processus "réel", où le système est autorisé à fonctionner jusqu’à

ce qu’il tombe en panne, car cela est coûteux et prend du temps (Eker et al., 2012). Contraire-

ment à des domaines tels que la vision par ordinateur ou le traitement du langage naturel où

des modèles pré-entraînés sur de grands ensembles de données servent de base à de nouvelles

applications, le pronostic manque de ces ressources fondamentales. Les ensembles de données

disponibles sont fragmentés, provenant de divers types d’équipements avec des caractéristiques

d’entrée différentes, avec des durées de vie différentes, et souvent orientés vers la recherche. Cette

dispersion crée un obstacle à l’avancement des applications de l’apprentissage profond dans le

domaine du pronostic.

Étant donné ces paramètres, lorsqu’on doit développer un modèle pour un cas particulier,

le processus doit souvent recommencer à zéro. Néanmoins, nous pouvons disposer de jeux de

données externes étiquetés ou non étiquetés (publics ou privés) qui pourraient être exploités.

Cette opportunité nous amène à cette question de recherche : "Comment mieux exploiter les

données externes pour développer des modèles de prédiction de la RUL ?"

Pour répondre à ces questions de recherche et contribuer à l’adoption de cette technologie

par les industriels, quatre contributions principales sont fournies dans cette thèse :

• Proposition d’un modèle d’apprentissage profond de bout en bout pour améliorer la pré-

diction de la durée de vie utile résiduelle.

• Proposition d’une méthode qui aide à l’interprétation des modèles avec un système de

mélange d’experts.

• Proposition d’une approche de pronostic de la durée de vie restante par entraînement

auxiliaire avec des données externes).
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• Proposition d’une approche basée sur le méta-apprentissage auxiliaire, dont l’objectif est de

créer des objectifs auxiliaires à partir d’ensembles de données hétérogènes non supervisés.

Cette thèse est organisée comme suit, autour des quatre contributions principales :

• Le chapitre 1 présente une introduction à l’industrie 4.0, au pronostic et à la gestion de

la santé, ainsi qu’à l’apprentissage profond. En outre, les principaux problèmes liés à

l’application de telles technologies pour la prédiction de la durée de vie résiduelle sont

également discutés, ce qui permet d’identifier les questions de recherche abordées dans

cette thèse.

• Le chapitre 2 présente la revue de la littérature relative aux questions de recherche iden-

tifiées dans l’application de l’apprentissage profond pour la prédiction de la durée de vie

résiduelle. En particulier, les architectures utilisées pour cette tâche, l’interprétabilité de

tels modèles, et leur utilisation dans des environnements avec des données limitées. L’état

de l’art sur ces aspects permet de mettre en évidence les questions scientifiques.

• Le chapitre 3 propose une architecture MLP-LSTM-MLP (Figure 1 (a)) qui intègre un

simple réseau de neurones multicouche (MLP) à l’étape initiale pour normaliser la vari-

abilité des données d’entrée causée par les conditions opérationnelles. Il est suivi d’une

couche avec des cellules à mémoire à long terme et à court terme (LSTM) pour capturer

les dépendances temporelles et, enfin, d’un autre ensemble de couches MLP pour prédire

la durée de vie résiduelle. Cette approche s’est révélée plus performante que les modèles

proposés dans la littérature pour gérer les multiples conditions opérationnelles.

• Le chapitre 4 propose une approche active pour améliorer l’interprétabilité du modèle

proposé dans le chapitre précédent. Les couches MLP initiales ont été remplacées par un

système de mélange d’experts (GMoE) (Figure 1 (b)). Ce système décompose les données

d’entrée en fonction des conditions opérationnelles, pour avoir un ensemble de paramètres

spécifiques à chaque condition opérationnelle.

• Le chapitre 5 propose une approche d’entraînement auxiliaire qui exploite des données éti-

quetées externes grâce à l’utilisation d’adaptateurs - des couches spécifiques à une tâche,

conçues pour gérer diverses structures d’entrée/sortie (Figure 1 (c)). Cette méthode a sur-

passé les techniques traditionnelles proposées dans la littérature en tirant des connaissances

issues d’ensembles de données connexes.
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Figure 1: les approches proposées dans le cadre de cette thèse.(a) MLP-LSTM-MLP, (b) GMoE-
LSTM-MLP, (c) Apprentissage auxiliaire, (d) Méta-apprentissage auxiliaire

• Le chapitre 6 traite le problème des données externes non étiquetées en proposant une ap-

proche basée sur le méta-apprentissage et l’entraînement auxiliaire. L’objectif est d’étiqueter

les bases de données externes non étiquetées de manière à améliorer les performances sur

cette tâche principale (Figure 1 (d)).

En réfléchissant à ce travail, certaines limites et pistes de recherche futures méritent d’être

soulignées. L’architecture MLP-LSTM-MLP proposée, bien qu’efficace pour gérer la variabilité

des données, rencontre des difficultés avec les séquences longues en raison des limitations in-

hérentes aux couches LSTM. Les recherches futures pourraient explorer des modèles de séquences

plus avancés capables de gérer les dépendances à long terme. De plus, le domaine béné-

ficierait du développement de jeux de données plus étendus couvrant une gamme plus large

de types d’équipements et de conditions opérationnelles. L’intégration de l’apprentissage fédéré

et des grands modèles de langage dans les applications industrielles présente également une piste
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prometteuse pour les recherches futures.
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Chapter 1

Introduction

1.1 Industry 4.0 and Key Technologies

The trajectory of industrial development is characterized by significant revolutions that signifi-
cantly transform manufacturing and production processes. This evolution (Figure 1.1) has been
driven by global competition and the need for fast adaptation of production to the ever-changing
market requests, i.e. mass customization. As outlined by (Schwab, 2017), the first industrial
revolution spanned from about 1760 to around 1840. Triggered by the construction of railroads
and the invention of the steam engine, it ushered in mechanical production. The second indus-
trial revolution, which started in the late 19 th century and into the early 20th century, made
mass production possible, fostered by the advent of electricity and the assembly line. The third
industrial revolution began in the 1960s. It is usually called the computer or digital revolution
because it was catalysed by the development of semiconductors, mainframe computing (1960s),
personal computing (1970s and 80s) and the internet (1990s).

Figure 1.1: the four industrial revolutions

Currently, we are navigating the Fourth Industrial Revolution, colloquially known as Industry
4.0, a transformation ignited by advancements in Information and Communications Technologies
(ICT) (Rojko, 2017). The definition of I4.0 depends on the application context and the research
domain. The German digital association Bitkom reports that there are more than 100 relevant
explanations for the term Industry 4.0 (Bauer et al., 2014). A more encompassing definition is
offered by (Lu, 2017), which regards this concept as "the integration of complex physical machin-
ery and devices with networked sensors and software, deployed to predict, control, and strategize
for enhanced business and societal outcomes." Industry 4.0 has garnered considerable interest
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among various stakeholders, primarily due to the multitude of benefits it offers. These advan-
tages include facilitating time-to-market for new products, enhancing customer responsiveness,
enabling custom mass production without a significant rise in overall production costs, fostering
a more flexible and friendly working environment, and promoting more efficient usage of natu-
ral resources and energy (Rojko, 2017). Additionally, it has the potential to curtail production
costs, logistic costs, and quality management costs by 10-30%, 10-30%, and 10-20%, respectively
(Bauernhansl et al., 2016).

Industry 4.0 emerges not as a single, standalone entity, but as a complex network of intercon-
nected technologies. It integrates a combination of established and emerging technologies within
a complex architectural framework (Martinelli et al., 2021), such as:

• Internet of Things (IoT): This is a key component of smart factories, facilitating the
interconnection of machines on the factory floor through IP-enabled sensors. The connec-
tion among these web-enabled devices allows for the collection, analysis, and exchange of
large volumes of valuable data.

• Cloud Computing: A vital pillar of Industry 4.0, cloud computing enables the inte-
gration of diverse aspects of smart manufacturing, ranging from engineering and supply
chain to sales, distribution, and service. Cloud computing accommodates the storage and
efficient processing of vast quantities of data, potentially reducing startup costs for small
and medium manufacturers by allowing them to scale their needs as they grow.

• Artificial Intelligence (AI) and Machine Learning: These technologies allow manu-
facturing companies to capitalize on the information generated across their business units,
partners, and third-party sources. AI and machine learning can generate insights for im-
proved visibility, predictability, and automation of operations and business processes. For
example, predictive maintenance based on machine learning algorithms can enhance uptime
and efficiency by using data collected from industrial machines.

• Edge Computing: For real-time production operations, data analysis needs to be per-
formed at the "edge"—where data is created—to minimize latency. This is crucial when
immediate response to equipment conditions is necessary.

• Cybersecurity: In the age of Industry 4.0, the interconnectedness that enables efficient
manufacturing processes also creates new avenues for cyber threats. Therefore, a robust cy-
bersecurity approach encompassing both IT and operational technology (OT) is imperative
during digital transformation.

• Digital Twins: Enabled by Industry 4.0’s digital transformation, digital twins are virtual
replicas of processes, production lines, factories, and supply chains. Created by pulling
data from IoT sensors, devices, and other internet-connected objects, digital twins can be
used to enhance productivity, improve workflows, and develop new products.

While the principal components of I4.0 may vary depending on the research perspectives (Ro-
jko, 2017; Dalmarco et al., 2019; B. Chen et al., 2017), there is a prevalent agreement centering
around these foundational technologies. However, the significant progress made in these techno-
logical areas doesn’t translate into an effortless implementation within industrial environments.
The unique characteristics and inherent complexities of these settings underscore the necessity
for ongoing research and innovation. The ability to effectively leverage these technologies hinges
on the development of practical, tailored solutions that address the specific demands of industrial
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applications, ensuring robustness and trustworthiness in their deployment. Existing models and
algorithms, for instance, may not adequately account for the dynamics and variability within
industrial settings, complicating the effective application of these technologies. This empha-
sizes the need for systems that are not only technically proficient but also resilient and reliable,
fostering confidence among stakeholders in their adoption and use.

1.2 Prognostics and health management

Within the broader framework of Industry 4.0, the strategies for maintenance and system reliabil-
ity have continually evolved (Ran et al., 2019; Achouch et al., 2022), responding to the increasing
demands of profitability, specialization, and mass customization. This evolution towards more
specialized maintenance strategies, such as predictive maintenance, is a paradigm of Industry
4.0 and serves as a key enabler for its realization. These demands often emerge from technical
necessities such as minimizing machine downtime and maximizing the lifespan of components.
The cascading effect of these requirements stretches into economic considerations, including re-
ducing production and maintenance costs, ensuring the quality and reliability of products, and
safeguarding assets and services.

Figure 1.2: Diagnostics and Prognostics.(Jay Lee, F. Wu, et al., 2014)

PHM emerges as a pivotal discipline and is one of the key enabler of Industry 4.0 that aims
to deliver an integrated perspective on the health status of machinery or an entire system.

At its core, PHM is a cyclical process, encapsulating the continuous nature of monitoring,
analysis, and intervention to maintain system health at optimal levels. Illustrated in Figure 1.3,
the PHM cycle typically involves three critical steps: observe, analyze, and act (Javed et al.,
2013; Atamuradov et al., 2017).

• Observe: This phase includes data acquisition and data processing. During the data
acquisition stage, an array of sensors collects a wealth of information about system con-
ditions, including temperature, vibration, pressure, and more. Following this is the data
processing stage. Depending on the complexity of the system and the subsequent analysis
or modelling methods employed, data processing can be challenging and may require a
significant amount of manual work and time. This stage involves organizing, cleaning, and
preparing the collected data for the ensuing analysis which could include features selection
and features engineering. The observe stage is critical for setting the foundation for effec-
tive PHM, as the accuracy and comprehensiveness of the data collected directly impact the
subsequent analysis and decision-making processes.
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Figure 1.3: Prognostics and health management cycle (Javed et al., 2013)

• Analyze: This step involves condition assessment, diagnostics, and prognostics. Condition
assessment is where the current status of the system or equipment is determined. Diagnos-
tics (Figure 1.2), a component of PHM, can be summarized as the process of identifying
and determining the relationship between cause and effect in that its function is to isolate
faults and identify failure root causes. Prognostics (Figure 1.2), another key component,
can be interpreted as the process of health prediction, which includes detecting incipient
failure and predicting the Remaining useful life (RUL). The RUL, refers to the length of
time a machine or system is expected to perform its intended function before it requires
maintenance or replacement (Si et al., 2011; Youdao Wang et al., 2020). The RUL predic-
tion is especially vital for strategic maintenance planning, allowing for the anticipation of
system needs and the prevention of unexpected failures.

• Act: This stage integrates decision support systems and Human-Machine Interfaces (HMI),
facilitating the execution of health management strategies. Health management represents
a fundamental objective of PHM, defined as the process of implementing timely and appro-
priate maintenance actions. These actions are informed by the careful analysis of outputs
from diagnostics and prognostics, consideration of available resources, and operational de-
mands, with the goal of mitigating the impact of potential failures and minimizing associ-
ated losses (Jay Lee, F. Wu, et al., 2014). This process is enabled by decision support tools
that analyse the outputs of previous PHM phases and by the integration of an intuitive
HMI that further enhances this stage by providing a user-friendly interface for operators
that simplify interactions with the PHM system.

Transitioning from the foundational aspects of Prognostics and Health Management (PHM)
to the practicalities of its implementation within Industry 4.0, it becomes imperative to address
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the evolution of industrial systems into more complex entities, often referred to as Cyber-Physical
Systems (CPS). In these advanced systems, the integration of a vast array of sensors becomes
crucial for gathering real-time data across multiple operational points, a development that signifi-
cantly enhances the observability and controllability of industrial processes. Sensors, strategically
embedded within these complex systems, are pivotal in acquiring a multidimensional understand-
ing of a system’s condition, covering aspects such as temperature, pressure, flow rate, vibration
levels, and more. This approach to multi-sensor monitoring marks a considerable advancement
in industrial operations, allowing for the creation of a highly comprehensive representation of
the system’s conditions. Such depth in monitoring is fundamental to the further development
and effective application of PHM strategies (S. Cheng et al., 2010). The comprehensive data col-
lected by these sensors provides the input for diagnosing current system states, prognosticating
future conditions, and informing the management actions required to maintain system health.
The ability to leverage data from various sensors ensures that PHM applications can offer more
precise predictions and informed decisions, ultimately facilitating the proactive management of
complex industrial systems.

However, this revolution in industrial monitoring is not without its challenges. The generated
data from various types of sensors is profoundly heterogeneous and is captured at different time
scales, which raises new issues concerning data management and interpretation. Furthermore, the
relevance of each sensor’s data varies across different types of faults, and the correlation between
them is rarely straightforward, as pointed out by (Fink et al., 2020). In addition, as industries
continue to grow and become more interconnected, we are faced with an expanding diversity of
equipment, each with its unique operational dynamics and failure modes. This diversity adds
a new layer of complexity in the application of Prognostics and Health Management solutions.
Therefore, there is a pronounced need for dynamic, robust, and adaptive solutions that can
maintain its applicability and adaptability across a wide array of cases, equipment or machinery.

1.3 Deep learning for RUL prediction

1.3.1 Deep learning

Deep Learning (DL), a specialized branch of machine learning, leverages artificial neural networks
to analyze and learn from vast amounts of data. Comprising multiple layers of interconnected
nodes, these neural networks are designed to process complex, high-dimensional information,
making them exceptionally good at uncovering intricate, non-linear relationships hidden within
data (Goodfellow et al., 2016). These capabilities are particularly advantageous in the context
of Industry 4.0, where systems generate vast amounts of varied data that reflect the operational
state of machinery. By automatically extracting meaningful features from raw data, DL offers
a more adaptable and swiftly implementable solution across various types of machinery and
equipment (Fink et al., 2020).

The evolution of DL has been primarily driven by several key factors: the availability of large
data sets, advancements in computational power, the development of innovative network archi-
tectures, and the success of multiple research in this field. A notable catalyst in this evolution
was the ImageNet dataset (J. Deng et al., 2009), introduced in 2009 and rapidly evolving into the
ImageNet Large Scale Visual Recognition Challenge (Russakovsky et al., 2015). This challenge
was instrumental in demonstrating the effectiveness of deep learning, in 2012 (Krizhevsky et al.,
2012) proposed a deep convolutional neural networks that performed 41% better than the next
best competitor, highlighting that deep learning was a viable strategy for machine learning and
arguably triggering the explosion of deep learning in ML research. It also allowed a breakthrough
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Figure 1.4: Examples of open source data sets for RUL prediction with a rough estimate of the
number of papers having DL and RUL prediction in their abstract (numbers sourced from Web
of Science (Clarivate, 2023)).

of similar importance in transfer learning: researchers soon realized that the weights learned in
state of the art models for ImageNet could be used to initialize models for completely other
datasets and improve performance significantly (Donahue et al., 2014). Similarly, 2018 marked
the "ImageNet moment" for Natural language processing (NLP), as attention-based networks
appeared (Vaswani et al., 2017) and the pre-training of large models (Devlin et al., 2018; Rad-
ford et al., 2018) began successfully achieving new state-of-the-art results on multiple natural
language processing tasks. The collective impact of these research efforts cannot be overstated;
by showcasing the success of DL and demonstrating the reduced need for large datasets for
downstream tasks, they have significantly contributed to its widespread adoption.

1.3.2 The rise of DL for RUL prediction

The realm of RUL prediction is broadly split into two categories: physics model-based methods
and data-driven methods (Sheppard et al., 2008; Jay Lee, F. Wu, et al., 2014; Lei et al., 2018).
The former relies on understanding the core principles of the equipment, including failure mech-
anisms, and is notably accurate at the component level. However, it struggles with complex
systems due to the intricate interactions within these systems that are challenging to capture
with physical models. Furthermore, these methods must be tailored for each specific system
and degradation, limiting their applicability. On the other hand, DL methods are focused on
extracting insights from empirical data. DL has proven to be highly effective for tasks like RUL
prediction while having a lower technical barrier compared to former approaches (Liangwei Zhang
et al., 2019).

Figure (1.4) presents an estimate of the annual number of publications featuring both DL
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Figure 1.5: Example of a Run to failure trajectory of a Turbofan engine. This figure shows
readings from 24 sensors throughout the engine’s life, from the beginning (cycle = 0) to the end
of its useful life. Each cycle represents a single flight data, providing a visual representation
of the engine’s usage over time. The variability in sensor readings highlights the complexity of
predicting the engine’s Remaining Useful Life visually.

and RUL in their abstracts, indicating a growing trend in this research domain. This surge
is attributed to the increasing availability of public data sets essential for training DL models
(Fink et al., 2020). Comprehensive literature reviews underscore DL’s transformative role in
prognostics, introducing diverse RUL prediction models and catering to various equipment types
(Liangwei Zhang et al., 2019; Lei et al., 2018; Rezaeianjouybari and Shang, 2020).

1.3.3 Data for RUL prediction

As mentioned before, one of the key factors of success of DL is the availability of large data sets.
In the context of RUL prediction, the collection of Run to Failure (RTF) trajectories is essential.
These trajectories are detailed records that capture the operational data of equipment, spanning
from the point of a maintenance operation to the system’s failure. Alternatively, RTF trajec-
tories can also be understood as a set of time series of Condition Monitoring data, each paired
with corresponding time-to-failure labels (Arias Chao et al., 2021). These trajectories typically
includes readings from various sensors (Figure 1.5), such as temperatures, vibration levels, and
others. And it can be very heterogeneous, gathered at different time scales, representing different
operating conditions and noisy due to measurements and transmission (Fink et al., 2020).

In this context, the labels, referred to as RUL values, are expressed as a linear countdown

33



Chapter 1. Introduction

of cycles or time remaining until failure (Lei et al., 2018). However, it’s important to note that
often equipment operates under normal conditions for a significant period before any signs of
degradation begin. To accurately reflect such scenarios, the linear countdown can be adjusted
or ’cropped’ (G. Hou et al., 2020; H. Li et al., 2020; C. Zhao et al., 2022) to only account for
the period when the equipment begins to show measurable signs of wear or decline, aligning the
values RUL more closely with the actual onset of deterioration. The role of the DL models is to
map input data to the remaining time until failure by leveraging historical data to make these
predictions as accurate as possible.

To provide additional context on the extent of data available for analysis, it’s important to
highlight that the scope often extends beyond individual pieces of equipment or units, it’s com-
mon to have a network of various systems and machines, each equipped with their corresponding
sensors that continuously gather operational data. This creates a scenario where, alongside the
targeted data from a specific equipment, we also have the opportunity to access other ones.

1.3.4 Challenges

DL as shown is a promising approach in the realm of RUL prediction, however, its widespread
adoption and application in real industrial settings have been limited. This can be attributed to
various constraints and challenges inherent to the industrial environment, for example:

Size of data sets: in many use cases, RTF data for specific equipment or systems may be
scarce for several reasons. Most of industrial system are quite reliable by design. Furthermore,
these system are often maintained in a preventive manner which reduces the occurrence of failures
(Fink et al., 2020; Gay et al., 2022; Jiaxian Chen et al., 2023). Additionally, even though there
may be a large amount of data available from monitoring of the system, most of the data
represents normal operation and doesn’t include features representative of the degradation. The
degraded and failure states of the industrial system, as they lead to unwanted product are most
of the time largely under represented. Also, the labeling of the data, or identifying which data
corresponds to failures, is a time-consuming manual process that requires reviewing maintenance
reports and expert knowledge (Liangwei Zhang et al., 2019). Finally, it is often not possible to
obtain "run-to-failure" data from a "real" process, where the system is allowed to run until it
fails, because it’s costly and time-consuming (Eker et al., 2012).

Heterogeneity of available data sets: As mentioned before, we could have access to data
sets from other equipment from the same factory or others. However, these data sets can be very
heterogeneous in terms of operating conditions, inputs features, output values, which represent
a bottleneck for leveraging this knowledge, for instance, both the CMAPSS (Saxena et al., 2008)
and the N-CMAPSS data set (Arias Chao et al., 2021) represent RUN-to-failure trajectories of
turbofan engines, but the input features, operating conditions and fault modes are different.

Absence of Pre-trained models: One of the possible solutions that is exploited in other
fields such as NLP and computer vision is to fine tune large pre-trained models on the target task
in hand. This reduces the need for large data sets in new application contexts. However in the
industrial context, there is no large pre-trained model, and this can be attributed to companies
not sharing their data, and to the fact that the open source data sets suffer from heterogeneity
and are tremendously smaller compared to the ones used in other fields. While Several studies
have employed transfer learning (Moradi and Groth, 2020; F. Yang et al., 2020), pre-training
often relies on smaller datasets compared to those in other domains. Alternatively, some studies
leverage pre-trained models from different fields, provided their data adhere to the required
domain. An example of this approach is seen in the work by (El Hachem et al., 2021), where
pre-trained Convolutional Neural Network (CNN) was applied for industrial quality control.
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Interpretability of DL models: While developing performing models is still a major
challenge in real world RUL prediction cases, interpretability of such models adds another layer
of complexity and constrains the adoption and investment for these approach. Acting based on
black-box models can raise a lot of concerns for users and domain experts about transparency
and trust (Fink et al., 2020), also, about ethical questions towards users responsibilities.

1.4 Objectives and research questions

The majority of recent research on DL for RUL prediction has focused on the development of
advanced DL architectures. Yet, the current research landscape (performances on benchmarks)
and the practical demands indicates that the enhancements from intricate architectural designs
are minimal compared to the impacts of data quality and algorithmic learning strategies. Rec-
ognizing the practical challenges identified and current trends in the literature, we choose in this
thesis to focus on training algorithms, utilizing straightforward DL architectures.

1.4.1 Objectives

In this thesis, we focus on proposing approaches that could facilitate and accelerate the adoption
of deep learning for RUL prediction. Our work is structured under two distinct scenarios:

• Deep learning models development in data-rich environments:

aim: .

– Develop an end-to-end deep learning model (cf. Chapter 3) for accurate RUL predic-
tion across various operating conditions (a challenge highlighted in chapter 2, section
2.2).

– Propose a strategy for improving interpretability of deep learning models for RUL
prediction. (cf. Chapter 4).

• Overcoming Data Scarcity using auxiliary data-sets:

aim: .

– Propose an approach to leverage, integrate external data sources into deep learning
models, which may include heterogeneous (cf. Chapter 5), unlabeled data from diverse
industrial machines (cf. Chapter 6).

1.4.2 Research questions

This thesis addresses the following Research question (RQ):

(A) Deep learning approaches for RUL prediction: State of the Art

• What are the DL models applied to RUL prediction? what are their documented
performances and limitations ?

• How are deep learning models for RUL prediction currently interpreted or explained?
Are traditional Explainable AI (XAI)/interpretability methods used in industrial con-
texts? Are they adapted and useful in these contexts?
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• What strategies are employed to address data scarcity in RUL prediction using deep
learning? What are the primary challenges and issues identified in applying these
approaches to real-world scenarios?

(B) End-to-End deep learning models and more interpretability for RUL prediction
in data rich environment.

In the current literature, common practice in deep learning applications for RUL predic-
tion involves pre-processing steps such as feature selection or engineering prior to model
input. While this can improve model performance, it can also limit the model’s ability
to learn complex patterns autonomously. In addition, this pre-processing often requires
domain-specific expertise. Deep learning models are also often perceived as "black boxes",
their decision-making processes lacking clarity. This lack of transparency can hinder their
practical application in real-life scenarios, raising ethical and trust issues. To address these
challenges, we propose an end-to-end deep learning model capable of handling data variabil-
ity and producing reliable results without extensive pre-processing. In addition, we aim to
improve the interpretability of this model, particularly with regard to its decision-making
process, by aligning it with key industrial concepts such as operating conditions.

• Which deep learning architectures are best suited for end-to-end training, can handle
data variability, and still deliver accurate RUL predictions?

• How can deep learning models be designed to provide interpretability that aligns with
industrial concepts that are present in the data?

(C) External data to improve generalization and to help solve the problem of data
scarcity

In real-world industrial settings, acquiring run-to-failure trajectories for specific equipment
can be challenging due to the rarity of failures and operational constraints. A potential
solution is utilizing data sets from different equipment or machines. However, common
approaches in literature often face issues like over-fitting and struggle with integrating het-
erogeneous and unlabeled data sets, common in industrial contexts. This part addresses the
challenge of effectively incorporating diverse data sets, including those that are unlabeled.

• How can external data be leveraged to develop RUL prediction models in a way that
minimizes the risk of over fitting?

• How to leverage unlabeled and heterogeneous data sets to develop DL models for RUL
prediction?

1.5 Organization of the manuscript

The organization of this thesis is presented in figure (1.6) After the general introduction (see
chapter 1), we will answer the research questions of this study. Thus, Chapter 2 carries out an
in-depth literature review to frame deep learning in the context of remaining useful life (RUL)
prediction. The document is then divided into two parts. Part 1, comprising Chapters 3 and
4, investigates deep learning applications in data-rich environments. Chapter 3 presents a new
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Figure 1.6: General diagram of the organization of the manuscript
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deep learning architecture designed for RUL prediction, which is trained end-to-end to address
data variability. Chapter 4 proposes the development of deep learning models that are inherently
interpretable. Part 2, comprising Chapters 5 and 6, addresses the issue of data sparsity. Chapter
5 presents auxiliary training methods for enhancing RUL prediction, while Chapter 6 explores
a methodology for deriving auxiliary objectives from unlabeled and heterogeneous data sets,
with the aim of improving RUL predictive capability. Finally, chapter 5 synthesizes the research
contributions, reviews the proposed methodologies and defines future work directions.

1.6 Publications

This section presents the scientific articles published or under review.

• Chaoub, A., Voisin, A., Cerisara, C., & Iung, B. (2021). Learning Representations with
End-to-End Models for Improved Remaining Useful Life Prognostic. PHM Society Euro-
pean Conference, 6(1), 8. https://doi.org/10.36001/phme.2021.v6i1.2785

• A. Chaoub, C. Cerisara, A. Voisin and B. Iung, "Towards interpreting deep learning models
for industry 4.0 with gated mixture of experts," 2022 30th European Signal Processing
Conference (EUSIPCO), Belgrade, Serbia, 2022, pp. 1412-1416,
doi: 10.23919/EUSIPCO55093.2022.9909884.

• Chaoub, A., Cerisara, C., Voisin, A., & Iung, B. (2022). Deep Learning Representa-
tion Pre-training for Industry 4.0. PHM Society European Conference, 7(1), 571–573.
https://doi.org/10.36001/phme.2022.v7i1.2784

• Chaoub, A., Cerisara, C., Voisin, A., & Iung, B. (2024). Few-shot remaining useful life
prognostics through auxiliary training with related data-set. Neural Computing and Ap-
plications, (under review)

• Chaoub, A., Cerisara, C., Voisin, A., & Iung, B. (2024). Enhancing RUL prediction with
meta-learning: Deriving auxiliary objectives from unsupervised heterogeneous data sets.
IEEE Transactions on Industrial Informatics, (under review)
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Chapter 2

Literature Review

Contribution
This chapter focuses on examining recent advances in deep learning techniques in the
context of prognostics, particularly in their application to RUL prediction. It critically
assesses the contribution of these methods to the field, and highlights the challenges and
basic research directions emerging from current advances.
Emphasizing the specificity of our work, the chapter refrains from general discussions of
deep learning applications in other fields. Instead, it maintains a focused perspective, re-
serving broader comparative discussions for later chapters where our unique contributions
are detailed. This approach ensures a focused review on RUL prediction, establishing a
solid foundation for our methodologies introduced subsequently.

2.1 Introduction

The fast-growing field of PHM has seen a significant resurgence of interest in deep learning
models, largely attributed to their power in handling complex, high-dimensional data. This
chapter explores the complex?? relationship between deep learning and RUL prediction, a crucial
aspect of PHM. To structure our talk, let us thus recall the three research questions proposed at
the end of Chapter 1:

• RQ1 : What are the DL models applied to RUL prediction? what are their documented
performances and limitations ?

• RQ2 : How are deep learning models for RUL prediction currently interpreted or ex-
plained? Are traditional XAI/interpretability methods used in industrial contexts? Are
they adapted and useful in these contexts?

• RQ3 : What strategies are employed to address data scarcity in RUL prediction using
deep learning? What are the primary challenges and issues identified in applying these
approaches to real-world scenarios?

Recently, several review related to DL application in PHM have been published (Fink et al.,
2020; Youdao Wang et al., 2020; Yangyang Zhang et al., 2023; Liangwei Zhang et al., 2019).
These works provided a summary of the main prognostics approaches, the current trends in
prognostics and diagnostics, and also discussed the challenges faced in this field. This chapter seek
to enrich the material presented in the previous papers, by presenting the latest DL techniques
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Figure 2.1: State-of-the-art neural network models used for RUL prediction: It displays the archi-
tectures of Feed Forward Neural Networks (FFNN), Recurrent Neural Networks (RNN) (Williams
and Zipser, 1989), Long Short-Term Memory networks (LSTM) (Hochreiter and Schmidhuber,
1997), Gated Recurrent Units (GRU) (Cho et al., 2014), Convolutional Neural Netowrks and the
Transformer Network (Encoder) (Vaswani et al., 2017).

and approaches used exclusively in RUL, offering fresh perspectives and insights to answer these
research questions.

In pursuit of this goal, the chapter is structured as follows: Section 2.2 presents a compre-
hensive overview of the current architectures utilized for RUL prediction. Section 2.3 explores
the interpretability of prognostic DL models in the industrial context. Section 2.4 examines the
strategies employed to confront the challenge of data scarcity in this field. Section 2.5 introduces
the datasets employed in this thesis for model development and evaluation. Finally, Section 2.6
synthesizes the key findings and insights from the chapter, setting the stage for the subsequent
chapters of this thesis.

2.2 Deep Learning Architectures for RUL Prediction

In the evolving landscape of predictive maintenance, deep learning architectures have emerged as
pivotal tools for RUL prediction, offering sophisticated approaches to deciphering the complex-
ities of equipment health and usage data. This section critically analyzes various deep learning
models that have been effectively employed for RUL prediction (Figure 2.1). The discussion
encompasses an overview of the architectures used in the literature (Table 2.1), their empirical
performance on established benchmark data-sets, and their limitations.

In the initial exploration of neural network applications for RUL prediction, (Heimes, 2008)
developed an Recurrent Neural Network (RNN) based approach, followed by a foundational
study by (Sateesh Babu et al., 2016) in 2016 undertook a detailed examination of various neural
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Table 2.1: Examples of papers from the literature.

Base Architecture Papers

MLP (Sateesh Babu et al., 2016)

CNN/CapsNets/TCN

(D. Huang et al., 2022)(Sateesh Babu et al., 2016)(C. Cheng et al., 2020)
(Ruiz-Tagle Palazuelos et al., 2020)(R. Jin, M. Wu, et al., 2022)
(D. Zhou et al., 2020) (Jungan Chen et al., 2021)
(Wenqiang et al., 2019)

RNN/LSTM/GRU

(Heimes, 2008)(Sateesh Babu et al., 2016)(Zheng et al., 2017)
(Z. Liu et al., 2023) (C.-G. Huang et al., 2019)
(Jinglong Chen et al., 2019) (Yuchen Song et al., 2018)(J. Zhou et al., 2022)
(J. Wang et al., 2019)(Sayah et al., 2020)(R. Jin, Z. Chen, et al., 2022)

Attention mechanism (Y. Chen et al., 2020)(D. Chen et al., 2022)(D. Xiao et al., 2022)
(Zhizheng Zhang et al., 2022)

hybrid

(Yi’An et al., 2023)(Al-Dulaimi et al., 2019)(K. Zhao et al., 2023)(C. Zhao et al., 2021)
(C. Zhao et al., 2022)(Z. Chen et al., 2020)(H. Liu et al., 2020)(Yan Song et al., 2020)
(Ragab, Z. Chen, M. Wu, C.-K. Kwoh, et al., 2021)(Zeng et al., 2021)(X. Su et al., 2021)
(L. Liu et al., 2022)

network architectures, encompassing MLP, RNN, and CNN. This work was instrumental in illus-
trating the efficacy of CNNs for RUL forecasting. By employing convolution and pooling layers
over temporal sequences of multi-channel sensor data, which enabled the automatic learning of
features from raw signals, marking CNNs as a powerful approach for the application.

Expanding upon these findings, (Zheng et al., 2017) implemented LSTM layers followed by
MLP layers, which empirically demonstrated superior performance over the models scrutinized
by (Sateesh Babu et al., 2016). The LSTM networks’ ability to capture and process long-term
dependencies in time series data significantly refined the accuracy of RUL predictions, thereby
establishing a new benchmark for the quality of predictive models in the domain. Subsequent
research by (Sayah et al., 2020) and (Z. Liu et al., 2023) adopted similar architectures, incor-
porating additional feature engineering techniques or applying them to diverse data sets, while
(C.-G. Huang et al., 2019) and (R. Jin, Z. Chen, et al., 2022) adapted the architecture by inte-
grating Bidirectional LSTM cells, aiming to assimilate temporal information from both directions
over time. Further contributions in the realm of RUL prediction have been made through the
application of Gated Recurrent Unit (GRU)-based models, as presented in works such as (Jing-
long Chen et al., 2019), (Yuchen Song et al., 2018), (J. Zhou et al., 2022), and (J. Wang et al.,
2019). GRUs are posited as an alternative to LSTMs, offering a reduction in parameter count
without compromising the model’s capacity to manage sequential data.

In an effort to address the computational demands and complexity associated with training
LSTM networks, as well as to tackle the limitations of local feature representations inherent in
CNNs, recent studies have turned to attention-based architectures. Works by (D. Xiao et al.,
2022) and (Zhizheng Zhang et al., 2022) have proposed models leveraging the attention mecha-
nism, renowned for its parallelization and adeptness in handling long sequences more efficiently
than traditional LSTMs. Drawing inspiration from their success in NLP, attention mechanisms
and Transformer architectures have gained traction for their capacity to capture global inter-
dependencies between input and output sequences, thereby enhancing the model’s ability to
emphasize degradation patterns critical for RUL estimation. Additionally, the investigation into
Temporal convulotional network (TCN)-based architectures, as delineated in (Jungan Chen et
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al., 2021), presents an alternative methodology characterized by an extended receptive field. This
feature is particularly advantageous for RUL prediction, as it allows for the model to integrate
information over longer time spans, which can be crucial in capturing the progressive deteriora-
tion patterns of machinery. Furthermore, research such as that conducted by (C. Zhao et al.,
2022) and (Ruiz-Tagle Palazuelos et al., 2020) has introduced capsule network-based approaches
for RUL prediction. Capsule networks offer a solution to the challenge of spatial information
loss that can occur with the pooling layers in CNNs. By preserving hierarchical relationships
between different types of features, capsule networks have shown potential in enhancing model
performance for RUL prediction.

As the field of neural network applications in RUL prediction continues to evolve, a notable
trend is the development of hybrid architectures, designed to surmount the limitations inherent in
single architecture systems. These innovative approaches capitalize on the synergy of combining
different neural network layers, harnessing their collective strengths to create more effective
predictive models.

A prime example of this approach is the work by (Al-Dulaimi et al., 2019), which employs
a dual-path structure. This model features parallel paths, one utilizing LSTM and the other
CNN, which then converge into a singular MLP that acts as the prediction head. The rationale
behind this design is to simultaneously enhance the extraction of temporal and spatial features,
thereby providing a more comprehensive analysis of equipment health data. Further emphasizing
the benefits of hybrid models, (K. Zhao et al., 2023) demonstrated an architecture where a
CNN first extracts deep features from the input data, which are subsequently processed by an
LSTM network. This sequential processing enables the model to more effectively learn and
represent potential degradation patterns. Empirical results from this study indicate a significant
performance improvement over architectures that feed input data directly into an LSTM layer.
Similarly, (Yi’An et al., 2023) introduced a TCN-Transformer architecture, leveraging the local
feature extraction ability of convolutional neural network and the superiority of Transformer
network in long time series information processing.

After outlining some of the various deep learning architectures, it is crucial to evaluate their
performance in RUL prediction. To gain a thorough, fair and representative overview, we choose
to use the widely used NASA Commercial Modular Aero-Propulsion System Simulation (C-
MAPSS) turbofan engine data set (Saxena et al., 2008). There is a number of reasons for the
choice of the C-MAPSS data set: C-MAPSS is recognized as the benchmark data set for RUL
prognostics (Ramasso and Saxena, 2014b; Ramasso and Saxena, 2014a; Zschech et al., 2019;
Vollert and Theissler, 2021). Furthermore, its properties allow to relate the findings to a variety
of other use cases in research and industry: (a) the data set contains multivariate time series
complemented by metadata with operational settings, (b) there are multiple fault modes and
operating conditions, and (c) different lifespans and natural failures are considered. We argue
that by using the C-MAPSS data set as an example domain, we derive general challenges that
apply to RUL prediction.

While several other datasets exist for testing RUL prediction models (Hagmeyer et al., 2021),
such as the bearings dataset (Nectoux et al., 2012) and the Batteries dataset (Severson et al.,
2019), the C-MAPSS dataset has been more widely used as a benchmark in DL-oriented research,
as it contains sufficient run-to-failure samples and was one of the first public data sets in this
field (Eker et al., 2012).

Thus, our main focus is not on the data set, but on its properties and their implications for
DL approaches.

Table 2.2 presents a comparative analysis of results from multiple papers, highlighting a no-
table trend: a performance decline is observed in models when confronted with multiple operating
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Table 2.2: Performance of multiple research work on the C-MAPSS benchmark. The table show
the RMSE on the 4 sub-data sets.

Models
DATA SETS

FD001 FD002 FD003 FD004

DCNN (Xiang Li et al., 2018) 13.86 18.91 13.55 23.32

DAG-CL (Jialin Li et al., 2019) 11.96 20.34 12.46 22.43

GA-RBM-LSTM (Ellefsen et al., 2019) 12.56 22.73 12.10 22.66

HDNN (Al-Dulaimi et al., 2019) 13.02 15.24 12.22 18.15

LSTM (Pasa et al., 2019) 16.5 18.1 15.9 17.2

DA-CNN (Yan Song et al., 2020) 11.78 16.95 11.56 18.23

DCGAN (G. Hou et al., 2020) 10.71 19.49 11.48 19.71

MS-DCNN (H. Li et al., 2020) 11.44 19.35 11.67 22.22

SM-BILSTM-ED (Yu et al., 2020) 13.58 19.59 19.16 22.15

N-LSTM-CA (L. Xiao et al., 2021) 12.51 17.72 11.84 20.43

DARNN (Zeng et al., 2021) 12.04 19.24 10.18 18.02

WR-IMT (Xing et al., 2021) 12.17 14.01 11.95 15.99

DEEP & ATTENTION (Yuanjun Liu and X. Wang, 2021) 12.98 17.04 11.88 19.54

BI-LSTM based attention (Yuefeng Liu et al., 2021) 13.78 15.94 14.36 16.96

ADLDNN (Xiang et al., 2022) 13.05 17.33 12.59 16.95

Attention based (L. Liu et al., 2022) 12.25 17.08 13.39 19.86

BiGRU-TSAM (J. Zhang et al., 2022) 12.56 18.94 12.45 20.47

Res-HSA (J. Zhu et al., 2023) 11.91 17.27 11.88 17.43

SARN (W. Xu et al., 2023) 13.84 18.92 11.68 17.74

MSTformer (D. Xu et al., 2023) - 14.48 - 15.03

CNN-LSTM (K. Zhao et al., 2023) 12.69 14.15 13.04 15.78

conditions, specifically in the FD002 and FD004 scenarios. This draws attention to a persistent
challenge in RUL prediction – the models’ struggle to maintain accuracy across varying operating
conditions. Attempts have been made to mitigate this issue through feature engineering tech-
niques, such as normalization adjusted to these conditions, as discussed in (Pasa et al., 2019).
However, these adjustments have not yielded significant improvements in performance, indicat-
ing a need for more robust solutions. Furthermore, a common practice in many of these models
is the application of feature selection methods. While this approach can streamline the model
and focus on the most salient features, it also carries the risk of discarding potentially valuable
information. This selective process could inadvertently eliminate subtle but crucial indicators of
equipment health, thereby impacting the model’s overall predictive capability.

In response to the highlighted challenges, we proposed a model architecture capable of end-to-
end training. This approach obviates the requirement for manual feature engineering or selection,
while handling the variability associated with various operating conditions, demonstrating strong
performance in these complex scenarios.

43



Chapter 2. Literature Review

Figure 2.2: Interpretability approaches can be classified according to these three dimensions, the
taxonomy being proposed by (Yu Zhang et al., 2021).

2.3 Interpretability of Deep Learning Models for RUL Prediction

As shown in the previous section, DL is getting more attention and is used more. however DL
models are subject to an inherent drawback: they frequently operate in a black-box fashion.
This opacity becomes a critical concern in industrial settings, where safety and reliability are
paramount, and understanding the reasoning behind model predictions is not just beneficial, but
can be a regulatory necessity (Hamon et al., 2022; Malgieri, 2019) if used for automated deci-
sion making. The intricate architecture of deep learning models, while powerful, often operates
without offering clear insights into their decision-making processes. This lack of transparency
can hinder their acceptance and trustworthiness, especially in scenarios involving critical systems
where every decision can have far-reaching consequences. This section delves into the approaches
used to interpret deep learning models for RUL prediction, exploring various approaches and their
limitations.

(Yu Zhang et al., 2021) conducted a comprehensive review, providing a three-dimensional
taxonomy for a better understanding of the distribution of research in this area (see Figure 2.2):
(a) Dimension 1 divides approaches into two categories. The first, Passive approaches, also
known as post-hoc interpretation (Madsen et al., 2022), begins with a fully trained network
and attempts to extract understandable patterns from the learned weights. Passive methods are
widely applied due to their straightforward application to most existing networks. However, their
generality can be a limitation, particularly in integrating specific domain knowledge or priors.
The second category, Active approaches, also referred to as ad-hoc, involves actively altering
the network architecture or training process to enhance interpretability. These active methods
propose optimization strategies for networks to improve their interpretability. (b) Dimension 2
classifies approaches based on the type of explanations they provide. This classification includes
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methods like attribution, where credit is assigned to input features, and hidden semantics, where
the focus is on interpreting specific hidden neurons, layers, or modules. (c) Dimension 3
categorizes methods based on the scope of interpretability: Global (interpreting decision logic
for all samples), Semi-local (for a group of samples), or Local (for individual samples).

To illustrate these dimensions in practice, let’s explore some notable examples. In the cate-
gory of Passive attribution approaches, commonly utilized techniques include Shapley Additive
exPlanations (SHAP) (Lundberg and S.-I. Lee, 2017), Layer-Wise Relevance Propagation (LRP)
(Bach et al., 2015), Integrated gradients (Sundararajan et al., 2017),and Local interpretable
model-agnostic explanations (LIME) (Ribeiro et al., 2016). These methods are acclaimed for
effectively assigning significance to input features in the predictive process of a model, enhanc-
ing understanding of how each feature influences the output. Moving to active by example ap-
proaches, we find methods that involves computing the distance between new samples and known
ones, as seen in the works of (O. Li et al., 2018) and (Koch et al., 2015). Such methods actively
leverages sample comparisons to enhance the interpretability of the model’s decision-making pro-
cess. In the category of Global Active hidden semantics approaches, we find approaches focused
on training models to learn disentangled and interpretable representations (X. Zhu et al., 2021).
such as the work by (Q. Zhang et al., 2018) where they assign each filter in a high convolutional
layer with one object (one filter, one concept).

After gaining insights into the various ways DL models can be interpreted, the focus shifts
to their application in PHM. This shift raises a critical consideration: determining the specific
requirements of interpretability that are most relevant and beneficial in industrial contexts,
especially for RUL prediction models. In industrial settings, the models need to align with the
operational knowledge and practical experience of industry professionals. To achieve this, several
key aspects of interpretability should be considered:

• Transparency in Decision Processes: It is crucial to demystify the decision-making
process of models. Understanding how and why certain outputs are reached enables experts
to trust and effectively use the model’s predictions.

– Concept-Specific Insights: the approach should be capable of handling different
concepts present in the data individually. Typically, models address various concepts
collectively, which can obscure specific insights. Individual handling of concepts would
allow experts to more effectively demystify and understand the model’s outputs in
relation to each specific condition.

– Reflect Domain-Specific Knowledge: The method should reflect domain-specific
knowledge, ensuring that the interpretations are relevant and actionable within the
specific industrial context.

• Interpretable Insights into Degradation Causes: The approach should provide in-
terpretable insights into the causes of degradation. This understanding is vital for making
informed decisions, such as altering operational parameters to optimize performance and
prolong equipment life.

These aspects are fundamental to ensuring that DL models for RUL prediction are not just
tools for prediction but also partners in decision-making, providing valuable, understandable,
and actionable insights for industrial practitioners.

Building upon these foundational principles of interpretability in industrial settings and the
dimensions discussed before, Table 2.3 provide examples of papers that proposed approaches for
interpreting DL models for PHM application.
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Table 2.3: Examples of RUL prediction DL models interpretability from the literature.

Passive Active

Rule as
explanation

Explaining
hidden

semantics

* Our Contribution *

VAE:
(Costa and Sánchez, 2022)

Attribution
as explanation

LRP (Bach et al., 2015):
(F. Wang et al., 2023)

SHAP (Lundberg and S.-I. Lee, 2017):
(Hong et al., 2020)

(Yilin Wang et al., 2021)
LIME (Ribeiro et al., 2016):
(Sanakkayala et al., 2022)

(F. Wang et al., 2023)

Explanation
by showing
examples

Siamese Network
(Jang and C. O. Kim, 2021)

For passive approaches, (Hong et al., 2020; Yilin Wang et al., 2021) employed Shapley values
to decompose the model’s output into quantifiable contributions from each input feature and
can also be expressed as a negative number (meaning negative impact on the expected output),
offering the possibility to locating fault state points, observing the declining trend of sensor data,
and evaluating the health status of subsystem, achieving partial white-boxing.

As for Active approaches, (F. Wang et al., 2023) proposed an approach based on LRP, the
idea is that the LRP technique is used to calculate relevance scores of the intermediate feature
map. Then, these relevance scores are embedded into optimization procedure to guide model
training. By emphasizing features with higher relevance scores and diminishing the impact of
less relevant ones, this approach guides the model to focus on more significant inputs, enhancing
interpretability. (Costa and Sánchez, 2022) adapted a Variational autoencoder (VAE) for RUL
prediction by replacing the traditional decoder with a regression model. This modification im-
poses an additional constraint on the VAE, resulting in a more structured and continuous latent
space. In this refined space, trajectories corresponding to different RUL values are distinctly
separated, facilitating clear differentiation. Such approach serves to project new samples near
known samples with similar degradation pattern, this proximity in the latent space offers an
explainable diagnosis, as it reveals how new samples relate to known degradation trajectories.
Similarly, (Jang and C. O. Kim, 2021) employed a Siamese network architecture for predicting
the RUL based on sample proximity in a representation space. By focusing on the similarities
and differences between new and existing samples, the network can provide a more accurate and
more interpretable predictions.

From these papers, it’s evident that researchers have been actively proposing approaches
that would help with several aspects of interpretability within industrial context discussed be-
fore, papers are looking to improve transparency in decision processes (Jang and C. O. Kim,
2021; Costa and Sánchez, 2022) and to provide interpretable insights into degradation causes
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(Sanakkayala et al., 2022; Yilin Wang et al., 2021). However, much like in other fields of DL,
there remains a need for continued research in various areas and directions. In line with this,
our focus shifts towards an active approach that enhances the interpretability of DL models in
relation to operating conditions. Our work involves transitioning from monolithic architecture
to modular architectures, where each module in this proposed framework would specialize in a
specific operating condition.

2.4 Strategies for Addressing Data Scarcity

f0 f0

fn

fn

f ∗F f ∗F

f ∗ f ∗

εest

εest

εapp εapp

F F

(a) Large n. (b) Small n.

Figure 2.3: Comparison of learning with sufficient and few training samples. Small n can lead
to high estimation error εest.

In the introduction, we emphasized the constraints posed by the limited availability of RTF
trajectories in industrial settings. This scarcity of data is a critical bottleneck in developing
reliable DL models. To contextualize this challenge, we adopt an assumption for our discussion:
a specific system or equipment might only provide access to 20 or fewer RTF samples. While
this assumption is not universally applicable, it mirrors a plausible scenario in various indus-
trial environments. The reasoning for this assumption is rooted in factors such as preventive
maintenance and the cost associated with letting equipment run to failure (Lv et al., 2020; Fink
et al., 2020). This hypothetical yet realistic scenario offers a pertinent framework to explore the
effects of data scarcity on the development and efficacy of DL models in industrial contexts. To
better understand the implications of this limitation, we illustrate the issue based on the error
decomposition framework in supervised machine learning. This framework allows us to dissect
how the scarcity of data fundamentally impacts the model’s learning.

For illustration, given a number of samples n in the training data, a hypothesis f , a specific
model with a fixed form and is parameterized by a real vector over which the optimization is
to be performed, F the family of prediction functions. Let f∗ be the function that minimizes
the expected risk (the true function or the target hypothesis that we are trying to approximate),
f∗F be the function in F that minimizes the expected risk, and fn be the function in F that
minimizes the empirical risk approximated over the training samples n.
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Table 2.4: Approaches to deep learning with small datasets in the PHM domain.

Approach Selected References

Similarity-Based (M. Hou et al., 2020; CEYLAN and Yakup, 2021)
(Aydemir et al., 2022)

Multi-task learning
(Yan et al., 2023; Yong Zhang et al., 2022)

(T. Wu and T. Chen, 2023; Behera, Misra, and Sillitti, 2023)
(Huaqing Wang et al., 2022; Miao et al., 2019)

Data augmentation
(Gay et al., 2022; S. Kim et al., 2020)

(J. Sun and Q. Sun, 2021; Zhiyao Zhang et al., 2023)
(Kwak and Jongsoo Lee, 2023; Behera and Misra, 2021)

Leveraging external data
(Ansi Zhang et al., 2018; F. Yang et al., 2020)

(P. Ding and Jia, 2020; Mo et al., 2023)
(Ellefsen et al., 2019; Yoon et al., 2017)

As f∗ is unknown, we try to approximate it by an f ∈ F . f∗F is the best approximation for
f∗ in F , while fn is the best in F obtained by empirical risk minimization. if we assume that
f∗, f∗F and fn are unique, the total error can be decomposed as (Bottou, Curtis, et al., 2018;
Yaqing Wang et al., 2020):

E[R(fn)−R(f∗)] = E[R(f∗F )−R(f∗)]︸ ︷︷ ︸
εapp(H)

+E[R(fn)−R(f∗F )]︸ ︷︷ ︸
εest(H,S)

(2.1)

Where the expectation is with respect to the choice of training set (Bottou and Bousquet,
2007). The approximation error εapp measures how close the functions in F can approximate
the true function f , and the estimation error εest measures the effect of minimizing the empirical
risk instead of the expected risk with F . The total error is as shown affected by the hypothesis
space F and n which is the number of samples. In general, εest can be minimized by having a
larger number of samples (Bottou and Bousquet, 2007; Bottou, Curtis, et al., 2018), thus, when
having a small number of samples, the empirical risk minimizer hn is no longer reliable because
the empirical risk may be far from being a good approximation of the expected risk (due to
over-fitting). Figure 2.3 shows a comparison of learning with sufficient and few training samples.

To address the inherent challenge of data scarcity in the PHM field, a diverse array of method-
ologies has been explored and documented in the literature. These strategies encompass a broad
spectrum (Table 2.4), including data augmentation and meta-learning, among others. In the fol-
lowing, we will delve into a selection of these approaches, examining their principles, applications,
and effectiveness in the context of prognostics.

First, we begin our exploration with an in-depth look at metric learning approaches. Cen-
tral to these techniques is their ability to estimate RUL by comparing new samples with existing,
labeled samples. What distinguishes metric learning is that it relies solely on information inher-
ent in the data, thus avoiding the need for external data sources or additional annotations. This
is achieved by discerning and highlighting relative distances or similarities between data points
within a feature space.

Among the examples showcasing the potential of Metric Learning, the study by (M. Hou et
al., 2020) demonstrates the utilization of Euclidean distance on Health index (HI) to measure the
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similarity between new samples and reference ones for RUL prediction. Another example of met-
ric learning approaches is the Siamese neural network, originally proposed to learn an embedding
space based on the class labels of given samples (Koch et al., 2015). In this embedding space,
pairs of samples from the same class are positioned closely, while those from different classes are
separated by a discernible distance. The Siamese network accomplishes this through its archi-
tecture, which consists of twin embedding networks sharing the same weights. This structure is
depicted in Figure 2.4. The network is trained using a contrastive loss function, which effectively
pulls together similar samples while pushing apart dissimilar ones. The Siamese network method-
ology has been embraced for RUL prediction in various studies, (CEYLAN and Yakup, 2021)
focused on broader applications without evaluating performance on smaller datasets, whereas
(Aydemir et al., 2022) provided empirical evidence of its efficacy with limited RTF trajectory
data. Although the principle of sample similarity has been investigated within the realm of RUL
prediction by other researchers (Khelif et al., 2014; Yingchao Liu et al., 2019), they do not fall
within the scope of deep learning-based methodologies and, thus, are not the primary focus of
our discussion.

Despite the considerable successes achieved by these Metric Learning approaches across var-
ious tasks (Kaya and Bilge, 2019), their performance is highly dependent on the data. This
dependency may lead to a poor understanding of the similarity relationship among samples. To
overcome the challenges related to this, other domains, most notably Computer Vision (CV),
have leveraged pre-trained models which help achieve more discriminative learning in embedding
space (Sohn, 2016).

Figure 2.4: Siamese Network (Koch et al., 2015).

We now shift our attention to an alternative approach that also utilizes primary data only,
but this time it incorporates an inductive bias by learning from multiple tasks simultaneously.
Multi-task learning (MTL) represents a paradigm that extends beyond the sole objective of RUL
prediction by undertaking multiple related tasks simultaneously. This shift enriches the model’s
learning process, as it leverages the inter-task relationships and concurrent task processing that
encourages models to draw deeper insights and to improve generalizability and robustness (Ruder,
2017). Several studies have explored the application of MTL in RUL prediction, with research
efforts focusing on various task combinations to improve predictive performance. (Yan et al.,
2023; Yong Zhang et al., 2022; T. Wu and T. Chen, 2023; Behera, Misra, and Sillitti, 2023)
have concentrated on jointly learning RUL prediction and Health state (HS) estimation. This
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concurrent learning approach allows the model to draw parallels between the overall health
state of a system and its remaining useful life, enriching the predictive accuracy. Similarly, the
research presented by (Huaqing Wang et al., 2022; Miao et al., 2019; Fu et al., 2024) have applied
MTL to couple RUL prediction and fault detection, degradation stages and first prediction time,
respectively. (Y.-H. Lin et al., 2023) proposed to construct the added tasks in an unsupervised
manner, by reconstructing the current and future inputs, they created two additional tasks to
help with RUL prediction.

However, it is important to note that these MTL approaches proposed in the literature
depend on the information already present in the main dataset. The additional tasks created
within these models require expert knowledge for task selection and possibly manual labeling.
This dependency highlights a crucial consideration: the effectiveness of MTL in RUL prediction
is closely tied to the quality and comprehensiveness of the underlying data, as well as the depth
of domain expertise available for task formulation and annotation.

After discussing approaches that leverage limited data directly, we now shift our focus to
strategies that expand upon the existing dataset. This brings us to the concept of Data aug-
mentation. The core idea of this approach is to artificially expand the size of the training dataset
by creating modified versions of the existing data. Data augmentation consists in generating new
samples from existing ones. It is widely used in image processing to improve performances and
resilience of machine learning algorithms, see for instance (Shorten and Khoshgoftaar, 2019).
Techniques to augment data range from basic manipulations such as adding noise, scaling, and
rotating, as noted by (Iglesias et al., 2022), to more sophisticated approaches, such as the methods
discussed by (Wen et al., 2020). A diversity of data augmentation transformations are defined in
the literature, with some surveys proposing to group them in families. Following the taxonomy
provided by (Iwana and Uchida, 2021), data augmentation transformations are classified in four
families: (a) Random transformations which consist in altering time samples of the time series
based on factors randomly picked. (b) Pattern mixing which consist in generating new trajecto-
ries as combinations of multiple original ones. (c) Generative models which consist in training
deep neural networks to generate new samples. Finally, (d) Decomposition based approaches
which consist in decomposing the signals in sub-signals and applying data transformations to
one or more of the decomposed signals.

In the domain of RUL prediction, (Gay et al., 2022) showed empirically that some generic
data augmentation techniques that do not require prior knowledge can improve performance
when having small datasets, however, they highlighted the challenges related to the difficulty
of choosing the adequate transformation techniques. (S. Kim et al., 2020) proposed to leverage
Dynamic time warping (DTW) alongside reference data to generate virtual RTF trajectories.
Similarly, (J. Sun and Q. Sun, 2021) used the segment scaling method to generate a set of syn-
thetic sequences. Advancing into deep learning-based augmentation techniques, (Zhiyao Zhang
et al., 2023) utilized informer architecture (an Auto-encoder) to generate the synthetic time se-
ries for increasing the amount of data in initial degradation stage. In a similar vein, (Kwak and
Jongsoo Lee, 2023) employed a VAE to approximate the original data distribution appropriately
to generate virtual data. Beyond these methods, Generative adversarial networks (GAN) have
also been a focal point in data augmentation for RUL prediction. (Behera and Misra, 2021), uti-
lized conditional GAN depending on RUL values (labels) to generate new sequences. Expanding
on the versatility of GANs (Y. Ding et al., 2023) leveraged this architecture to do out-domain
augmentation. Their approach focuses on developing a robust predictor capable of resisting out-
of-distribution perturbations, a crucial aspect for models expected to perform under diverse and
unseen operating conditions.

While the aforementioned data augmentation approaches demonstrate considerable promise,
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Table 2.5: Data augmentation approaches used for RUL predicion

Family Transformation Selected References

Magnitude Transformation
Jittering
Rotation
Scaling

(Gay et al., 2022)

Time Transformation Slicing
Time Warping

(Gay et al., 2022)
(S. Kim et al., 2020)

Pattern Mixing Interpolation
Extrapolation (Gay et al., 2022)

Generative Models
GAN
AE
VAE

(Zhiyao Zhang et al., 2023)
(Kwak and Jongsoo Lee, 2023)

(Behera and Misra, 2021)
(Y. Ding et al., 2023)

their practical application in RUL prediction is contingent upon specific prerequisites that can
be challenging to meet in industrial contexts. Primarily, these methods often depend heavily on
expert knowledge or the representativeness of the available data. For instance, developing models
such as GANs and VAEs necessitates a dataset that is sufficiently representative of the equipment
in question. This requirement becomes particularly problematic in scenarios characterized by
extremely limited data availability. Furthermore, the reliance on expert knowledge to guide the
data augmentation process introduces another layer of complexity. While domain expertise is
invaluable, it also presupposes the availability of such expertise, which might not always be the
case. Additionally, the subjective nature of expert-driven decisions could introduce biases or
overlook nuances in the data, potentially impacting the model’s accuracy and reliability.

While the discussed approaches, such as metric learning and multi-task learning, represent
powerful methods to leverage existing datasets, there is also significant value in exploring strate-
gies that incorporate external data sources. This integration is crucial, as relying solely on the
primary dataset may lead to under-utilization of available information. Particularly in scenar-
ios where access to data from similar or related equipment is feasible, the incorporation of this
external data can enrich our predictive models.

In this thesis, we assume that in an industrial use case, we could work under these settings:

• We would have access to a limited number of labeled RTF trajectories

• We would have access to open or private source datasets

• These datasets may originate from diverse types of equipment, which could lead to
varying sensor types and numbers and trajectory lengths, presenting a unique set
of challenges and opportunities. A notable example is the disparity between the CMAPSS
dataset (Saxena et al., 2008) and the N-CMAPSS dataset (Arias Chao et al., 2021), both
representing RTF trajectories of turbofan engines but with differing sensor configurations.
This scenario is typical in industrial settings due to varied task requirements and cost
considerations.
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Figure 2.5: Transfer learning framework proposed by (Ansi Zhang et al., 2018).

• These datasets could be unlabeled, do not have complete life cycle trajectories,
often due to maintenance practices and the high cost of labeling. Labeling such data
is complex, time-consuming and requires considerable expertise. Furthermore, even when
labeled, these labels may not be fully compatible with the main objective, as they generally
represent a one-time effort that is not always relevant to the main tasks.

Historically, the Pre-Training of deep learning networks has addressed these challenges (Han
et al., 2021). Pre-Training as a method, involves learning representations by training a model
on a comprehensive dataset, typically of a general nature. The primary goal of this is to enable
the model to assimilate a wide spectrum of features and patterns, extract generic information
transferable to various applications tasks. This approach has been successful in domains like
image recognition, as seen in (Krizhevsky et al., 2012), and natural language processing, demon-
strated by (Vaswani et al., 2017). Representations have already been successfully explored in the
fields of image recognition since 2012 (Krizhevsky et al., 2012), with convolutional architectures
trained on ImageNet (J. Deng et al., 2009), and automatic natural language processing in 2018
(Vaswani et al., 2017), with attention models trained in particular on word prediction tasks on
the internet. However, the industrial field has yet to see widespread adoption of such pre-trained
models, due to multiple reasons such as companies not sharing their data, and to the fact that
the open source data sets suffer from heterogeneity and are very small compared to the ones
used in other fields, which probably explains at least in part why ’the ImageNet moment’ of the
industry of the future has not yet taken place. Pre-Training serves as an excellent foundation in
various approaches, for instance, they can be used as backbones in metric learning frameworks
such as Siamese networks (Figure 2.4), as discussed in (Kumar et al., 2023).

In the context of RUL prediction, the adoption of pre-trained models is yet to reach its
full potential. Several studies have embarked on this path using the PreTraining + FineTuning
(PT-FT) approach, where Fine-Tuning is employed to adapt the pre-trained model to specific
tasks. This approach has been recognized for its capacity to enhance model performance, as
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Figure 2.6: Model-agnostic meta-learning algorithm (MAML) (Finn et al., 2017).

seen in the PHM field (S. Yao et al., 2023). For instance, the studies by (Ansi Zhang et al.,
2018) and (F. Yang et al., 2020) pre-trained deep learning models on related source datasets
encompassing varied operating conditions and fault modes. These models are then fine-tuned
on smaller, more focused datasets , as depicted in figure 2.5. Their findings indicate a marked
improvement over models trained exclusively on target data. Similarly, (Ellefsen et al., 2019)
propose a pre-training phase with the same data but in an unsupervised manner, follower by fine
tuning for RUL prediction task.

Despite its advantages, the PT-FT approach is not without its challenges. One significant
issue is the rapid over-fitting during the fine-tuning process, especially when training data for
the target task is scarce. Additionally, as highlighted by (Dery, Michel, Talwalkar, et al., 2021),
there is a risk that the learned representations might not be optimally aligned with the primary
task. To mitigate these challenges, (W. Chen et al., 2022) proposed a novel approach of pre-
training a model on both target and source data based on domain adaptation. Furthermore,
a common yet unaddressed challenge in literature is the integration of multiple heterogeneous
datasets, particularly when these datasets comprise varying types of sensors or have differing
trajectory lengths. Such disparities lead to datasets with diverse numbers of input features and
sequence lengths, complicating the process of model training and adaptation. Although works
like (Ansi Zhang et al., 2018), (F. Yang et al., 2020), and (Ellefsen et al., 2019) used PT-FT, they
primarily employed similar datasets during their pre-training phases. Therefore, the challenge
remains significant and could lead to the under-utilization of available knowledge.

Apart from the aforementioned strategies, other approaches that are related have been pro-
posed in the literature for scarce data problem under the umbrella name of meta-learning,
or Learning-to-Learn, which is an innovative approach in tackling the scarce data problem in
machine learning (Hospedales et al., 2021). This paradigm involves a bi-level optimization, where
feedback from an inner-learner is utilized to optimize a meta-learner. Notably, in standard Few-
shot learning (FSL) contexts, meta-learning models have demonstrated capabilities surpassing
those of conventional PT-FT strategies (Yisheng Song et al., 2023). A pivotal strategy within
meta-learning is episodic training. This method structures data into numerous small tasks or
’episodes,’ each representing a distinct scenario. The model is trained to accomplish specific
tasks within these episodes, fostering its ability to generalize from a limited set of examples.
This generalization is achieved by exposing the model to a diverse array of challenges during
training. An exemplary work in this sub-field is the Model-Agnostic Meta-Learning (MAML)
algorithm by (Finn et al., 2017), which strives to meta-learn model parameters θs that can be
effectively adjusted for task-specific optimization through a few gradient descent steps (Figure
2.6). Inspired by MAML, various studies have adapted meta-learning for RUL prediction. For
instance, (P. Ding and Jia, 2020) extracted time-frequency images from rolling bearing vibration
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signals using sliding windows. They then employed two-dimensional domain adaptation for la-
tent subspace construction, followed by meta-learning a CNN with MAML for RUL prediction.
Similarly, (Mo et al., 2023) applied MAML in turbofan RUL prediction, proposing the use of
time sequence similarities to construct training tasks.

Contrasting with pre-training approaches that require extensive datasets to learn a gener-
alized model initialization, meta-learning techniques aim for rapid adaptability with minimal
data requirements. This allows models to quickly acclimate to new tasks, a fundamental differ-
ence from the extensive dataset needs of pre-training methods. However, these episodic training
strategies come with inherent challenges. A primary limitation is the assumption of uniform
input and output structures across different tasks, given the shared model architecture used in
the optimization process (Finn et al., 2017). This assumption of data uniformity, while suit-
able for controlled experimental settings, is often not reflective of the diverse and varied data
structures encountered in industrial settings, posing a significant limitation to the applicability
of such approaches in real-world scenarios.

The Semi-supervised learning (SSL) paradigm represents another approach explored
in the literature to address the issue of data scarcity. This paradigm offers a partial solution
by incorporating unsupervised data to enhance learning, as discussed in (Duarte and Berton,
2023; Ouali et al., 2020). It has been applied in Remaining Useful Life (RUL) prediction,
as seen in multiple studies (Ellefsen et al., 2019; Yoon et al., 2017). However, a significant
limitation of many SSL methodologies is their reliance on the assumption that both supervised
and unsupervised data sets are drawn from identical distributions. This assumption often does
not hold true in various scenarios, as highlighted in (Banitalebi-Dehkordi et al., 2022), especially
under the conditions we assume.

Considering the limitations of existing approaches, the unique characteristics of industrial
datasets and use cases, and the absence of a large pre-trained model tailored to these types of
problems, there is a definitive need for a new methodology. Such methodology should be capable
of integrating multiple data sources and flexibly utilizing unlabeled data (if available) without
the necessity for costly manual labeling. Our approach meets these challenges and enables
the effective use of datasets to enhance the performance of prognostic models. We propose
a method based on the auxiliary training paradigm, which, as demonstrated empirically, can
provide improved performance and generalization capabilities for RUL prediction. Our proposed
architecture is modular, allowing for efficient use of heterogeneous datasets in either pre-training
or auxiliary learning contexts. Furthermore, we have developed this approach to automatically
construct auxiliary objectives from unlabeled data using meta-learning.

2.5 Datasets

This section introduces the datasets that will be utilized to evaluate the prognostic models devel-
oped in this thesis. We have selected three distinct datasets (Table 2.6), each with characteristics
that align with the challenges and scenarios pertinent to our research objectives. Although not
an exhaustive list of all datasets available for RUL prediction, the focus here is on those that
are particularly relevant to the methodologies proposed within our work. For a comprehensive
survey of datasets suitable for PHM applications, (Hagmeyer et al., 2021) provides a detailed
review of public datasets available in the field.

The chosen datasets for this thesis share common features that make them highly suitable
for developing and testing prognostic algorithms. Below is a general overview of these shared
characteristics:
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Table 2.6: Data-sets

Dataset FD001 FD002 FD003 FD004 N-CMAPSS Batteries

Nb Train
trajectories 100 260 100 249 66 100

Nb Test
trajectories 100 259 100 249 43 34

Nb Operating
conditions 1 6 1 6 - -

Nb Fault
modes 1 1 2 2 7 -

Trajectories
length

distribution

Max 360 378 525 543 100 2237

Mean 206 206 247 245 75 817

Min 128 128 145 128 48 149

• They capture multi-dimensional responses from complex non-linear systems, encompassing
a range of behaviors of the systems under study.

• They include realistic levels of noise, reflecting the variability typically encountered in
practical scenarios.

• They introduce the challenge of operational conditions that may conceal fault indications.

• They provide numerous trajectories RTF from many units, providing a rich source for DL
models to learn system behaviors and effectively predict the RUL.

• Two of the three datasets include predefined independent test sets, which allows us to
evaluate our results against existing literature.

The following subsections provide detailed descriptions of each dataset, describe their respec-
tive processing techniques and explain the methodologies employed for model evaluation using
these datasets.

2.5.1 The C-MAPSS Dataset

The commercial modular aero-propulsion system simulation (C-MAPSS) is a turbofan engine
simulation environment from NASA that provides access to health, control, and engine param-
eters through a graphical user interface (GUI). The C-MAPSS dataset (Saxena et al., 2008)
is generated using the simulation program by monitoring the degradation of multiple Turbo-
fan engines. Comprising four sub-datasets (FD001 to FD004), the C-MAPSS dataset offers a
diverse array of operating conditions and fault modes. These datasets are extensively utilized
by researchers to benchmark and validate prognostic algorithms due to their complexity and
real-world relevance.
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Figure 2.7: True RUL vs Gold RUL of one trajectory with a length = 250 (Piece-wise maximum
RUL is 130 time cycles).

These sub-data sets were geared towards data-driven approaches where very little or no
system information was made available to developers. Each sub-data set is divided into training
and test subsets. The training set is composed of input time series (multivariate time series,
which correspond to 24 inputs (21 sensors and 3 control signals) taken at each operating cycle
(flight) of a particular simulated turbofan engine) which are assumed to go on until failure. In
the test set, time series are truncated arbitrarily and the objective is to estimate the number of
remaining operational cycles before the system failure occurs.

A ’gold’ RUL value is established for each cycle (or equivalently, time frame) in the training
set by assuming a linear decrease in RUL over time. However, engine degradation is typically
negligible in the early stages and accelerates as failure approaches. To account for this non-
linearity, a piece-wise linear function is adopted (illustrated in Figure 2.7), capping the maximum
RUL and initiating linear degradation after a predefined threshold. This strategy, common in the
literature (Heimes, 2008), allows for a more realistic modeling of RUL. We opt for a maximum
RUL of 130 cycles, in line with common practice (Al-Dulaimi et al., 2019; Zheng et al., 2017).

The ’gold’ RUL value for each cycle is defined by Equation 2.2:

Gold RUL =

{
130 if True RUL ≥ 130

True RUL if True RUL < 130
(2.2)

Setting this maximum value aims to facilitate model training by constraining the range of
target values. Although this may limit the model’s ability to predict very long RUL values, such
scenarios are anticipated to be infrequent in the test set.

Deep learning models typically benefit from normalized input and output data. To facilitate
this, we normalize all sensor readings and control signals to the [0, 1] range (as depicted in
Figure 2.8), using Equation 2.3 for inputs, and similarly for RUL values:

xjt,i =
vjt,i −min(vtraini )

max(vtraini )−min(vtraini )
(2.3)
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Figure 2.8: Input values with and without normalization.

Where vjt,i is the value of the ith sensor at time t from engine j and xjt,i is the corresponding
normalized value. The terms max(vtraini ) and min(vtraini ) represent the maximum and minimum
values of the ith sensor, calculated across all training dataset readings. These normalization
parameters derived from the training dataset are applied consistently to the validation and
test datasets, preventing any leakage of information from the validation and test datasets and
ensuring that the model learning process does not acquire indirect knowledge of these datasets.
Normalization helps to stabilize training of the network parameters, speeds up convergence of
gradient descent, and reduces the risk of getting stuck in local optima.

2.5.2 The N-CMAPSS Dataset

The new Commercial Modular Aero-Propulsion System Simulation (N-CMAPSS) dataset (Arias
Chao et al., 2021) represents further improvements and developments of the original CMAPSS
data-set. This data was also synthetically generated using the CMAPSS engine simulator by
using more models that simulate other important factors such as the atmosphere and the power
management system. In addition, actual flight conditions recorded on board a commercial aircraft
were used as input to the simulation model, providing a more realistic data-set with greater
fidelity of the degradation and operating conditions.

Encompassing multivariate time series data, the N-CMAPSS dataset provides a detailed
record of multiple sensor measurements throughout entire flights until engine failure. This dataset
is divided by default into development and test subsets, providing a structured framework for
algorithm evaluation. Each trajectory within the dataset simulates one of seven distinct failure
modes, each affecting different engine sub-components, as detailed in (Arias Chao et al., 2021).
Given the variability in initial conditions and operation until failure, the dataset presents a varied
number of flights for each of the 109 units, with each data file containing essential information
such as scenario descriptors, sensor measurements, RUL labels, and auxiliary data.

In terms of data processing, each flight’s data is summarized by calculating its mean, standard
deviation, minimum, and maximum values. This uniform approach is applied across all our work
for fair comparison, and is performed to facilitate the training of models by transforming data
into a more manageable form. In addition, we adhere to the min-max normalization method, as
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Figure 2.9: Comparison between the scoring function and RMSE with respect to different error
values.

described in the previous subsection.

2.5.3 The Batteries Dataset

The batteries data-set (Severson et al., 2019) dataset provides comprehensive insights into the
behavior of 134 commercial lithium-ion batteries under rapid charging conditions that pushed
them to the edge of failure. This dataset originally doesn’t categorize the batteries into develop-
ment and test groups. However, for our analysis, we have partitioned it into two distinct subsets:
75% of the data is allocated for development, while the remaining 25% is reserved for testing.

The dataset includes two types of data: Summary and Cycle data. The Summary data,
which is the focus of our analysis, provides per-cycle information such as cycle number, discharge
capacity, charge capacity, internal resistance, and temperature metrics (maximum, average, and
minimum), along with charge time. On the other hand, the Cycle data offers detailed within-
cycle information, including time, charge capacity, current, voltage, temperature, and discharge
capacity. In this thesis, we exclusively use the summary data from this dataset to build the model,
as they are less complex and manageable, and as before, we use to the min-max normalization
method.

2.5.4 Performance metrics

For the task of predicting the Remaining Useful Life (RUL) (regression task), we commonly
employ the Root Mean Square Error (RMSE) as the primary performance metric, as it allows
for easy comparison with other research results. The RMSE is calculated using the following
equation (Eq. (2.4)):

RMSE =

√√√√√ 1

N

N∑
j=1

1

Tj

Tj∑
t=1

(ŷjt − y
j
t )

2 (2.4)

Where N ,Tj are respectively the number, length of the trajectories, and ŷjt , y
j
t represent respec-

tively the predicted RUL and the True RUL.
In the maintenance context context, it is generally desirable to predict failures as early as

possible to take preventive actions. Therefore, it’s equally important to assess the models based
on a scoring function that penalizes late predictions of RUL more than early predictions. This

58



2.6. Conclusion

scoring function, outlined in Eq. 2.5, was introduced in the original in the original C-MAPSS
evaluation campaign by (Saxena et al., 2008):

S =
∑N

j=1

∑Tj

t=1 s
j
t , Where: sjt =

e
− ŷ

j
t−y

j
t

13 − 1 for (ŷjt − y
j
t ) < 0

e
ŷ
j
t−y

j
t

10 − 1 for (ŷjt − y
j
t ) ≥ 0

(2.5)

Where N ,Tj are respectively the number, length of the trajectories, and ŷjt ,y
j
t represent

respectively the predicted RUL and the True RUL.
Figure (2.9) shows how both metrics penalize errors in detail. The main objective is to

achieve the smallest value possible for both.

2.6 Conclusion

This chapter has offered an overview and comparative analysis of current State Of The Art
(S-O-T-A) DL methodologies in the realm of RUL prediction. By critically reviewing existing
challenges and highlighting potential directions for future research, we aimed to forge a valuable
resource for researchers navigating this rapidly evolving field. This literature analysis, particu-
larly focused on the application of DL in RUL prognostics, is designed to serve as a guide for
further exploration and innovation in the field.

Throughout this chapter, we have identified three main challenges crucial to the field of
prognostics. Firstly, our review of the various DL architectures applied to prediction RUL,
their performance and limitations, directly addressed our initial research question (RQ1). This
analysis highlighted the need for architectures capable of maintaining consistent performance,
even under multiple varying operating conditions. Next, we explored the proposed approaches
to explain/interpret DL models in this field (RQ2), identifying the need for ongoing research
and new approaches for industrial applications. Finally, our review of strategies to address data
scarcity for RUL prediction led us to recognize their limitations (RQ3), calling for further research
to exploit DL in real-world scenarios.

In subsequent chapters, we will outline our proposed approaches aimed at the challenges
identified. Our methodology in addressing RQ1 and 2 will concentrate on environments with
sufficient RTF data, where we aim to develop approaches that address the identified challenges.
For RQ3, attention shifts to settings with limited data availability, where we propose methods to
improve deep learning model development under such constraints. As we proceed, the insights
gained from this review will guide our methodologies. Our goal is to ensure that our contributions
meet the practical needs of the PHM field.
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Chapter 3

End-to-End Deep Learning Model for
Improved Remaining Useful Life

Prognostic

Contribution
As mentioned in the previous chapter, Deep Learning has become a major and rapidly
growing research direction, redefining S-O-T-A performances in Prognostics in recent
years. However, the architectures and approaches proposed in the literature suffer from
a drop in performance of these models when dealing with multiple operating conditions,
and often rely on feature selection/engineering.
In order to address this limitation, we propose an end-to-end deep learning model based
on MLP and LSTM to predict the RUL. After normalization of all data, inputs are fed
directly to an MLP layers for feature learning, then to an LSTM layer to capture temporal
dependencies, and finally to other MLP layers for RUL prognostic. Despite its simplicity
with respect to other recently proposed models, the model developed outperforms them
with a significant decrease in errors value between the predicted and the gold value of the
RUL.

3.1 Introduction

As we advance further into the exploration of DL in the field of prognostics, it becomes increas-
ingly clear that DL is not just an emerging technology, but a transformative force redefining
the S-O-T-A performances. The previous chapter highlighted the impressive strides made in ap-
plying DL to prognostics, showcasing its potential to revolutionize how we predict and manage
system life cycles. Yet, this journey is not without its challenges. As we delve deeper into the
application of these technologies, certain limitations become apparent, particularly when these
models are subjected to complex, real-world conditions. In this chapter, we address a critical
research question : Which deep learning architectures are best suited for end-to-end
training, can handle data variability, and still deliver accurate RUL predictions?

The answer to this question lies in understanding and overcoming the hurdles posed by
varying operational conditions—a common scenario in many industrial settings. An Operating
condition (OC) can be defined as the circumstances under which an equipment functions, and in
many engineering applications, the OCs change with the environment or operation modes (Long
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Figure 3.1: Sensor readings from run to failure trajectories under distinct operational scenarios:
(left) single operating condition from the FD001 subset, (right) six operating conditions from
the FD002 subset of the C-MAPSS dataset (Saxena et al., 2008).

et al., 2022) and often results in discrepancies in the data characteristics (W. Zhang et al., 2021).
Figure 3.1 illustrates the sensor readings under varying OCs from the C-MAPSS datasets (Saxena
et al., 2008). When examining a single OC, as depicted in the first scenario, the degradation
patterns are evident, with the signals demonstrating either an increasing or decreasing trend
over time. However, in the second scenario, where six OCs are present, degradation patterns
become obscured. Due to the frequent changes in OCs from cycle to cycle, the data points
form multiple clusters. These clusters mask the underlying degradation trend, complicating the
pattern recognition that is critical for accurate RUL estimation.

For RUL prediction, a range of advanced architectures have been proposed (see section 2.2).
However, as outlined in Chapter 2, these architectures often exhibit inconsistent performance
across diverse operating conditions. This challenge arises from a focus on developing temporal
layers such as RNNs, TCNs, attention modules, hybrids ones, or others, without adequately
addressing the variations introduced by different OCs. The assumption that complex layers can
simultaneously learn temporal or spatial dependencies and negate variations from OCs has proven
to be overly optimistic, especially when models face multiple OCs. While some studies, such as
(Pasa et al., 2019), have proposed feature engineering to mitigate these variations, these solutions
often require manual intervention and domain expertise. In response to these challenges, our
work introduces adding an initial MLP stage, which does not have temporal/spatial complexity,
designed to perform feature selection and engineering automatically, aiming to standardize inputs
across varying OCs before they are processed by layers that learn degradation patterns.
We propose an end-to-end deep learning model that employs an MLP-LSTM-MLP architecture.
This model utilizes LSTM cells, chosen for their proven capability in processing sequential data
and learning temporal dynamics. This choice reflects our commitment to leveraging established
methods while innovating in areas where current models fall short. This architecture, while
simple, aligns with the perspective that well-designed, straightforward neural networks can often
rival the performance of their more intricate counterparts.
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xjt0,1

ŷjt0 ŷjt1 ŷjt2 ŷjTj

xjt0,2 xjt0,n xjt1,1 xjt1,2 xjt1,n xjt2,1 xjt2,2 xjt2,n xjTj ,1
xjTj ,2

xjTj ,n

Figure 3.2: Architecture of the proposed model: it takes as input a complete sequence j of raw
sensor values, encoded as a tensor xj composed of Tj time frames with n-dimensional observations
each. At training time, this sequence ranges from the first observed time frame t0 to the last Tj
just before the Turbofan j halts. At test time, a single forward pass is performed and the RUL
ŷt is predicted at every time step given the previous observations. To simplify the diagram, only
one layer has been drawn for the MLPs.

In terms of related works, The literature showcases a variety of applications for LSTM-based
architectures. For instance, (Zheng et al., 2017) proposed a model that combines multiple LSTM
layers with a feed-forward neural network to predict RUL. (C.-G. Huang et al., 2019) introduced
a bidirectional LSTM to harness temporal information from both past and future contexts. This
cell has been further explored in studies such as (D. Huang et al., 2022), (Sateesh Babu et al.,
2016), (C. Cheng et al., 2020), and (R. Jin, Z. Chen, et al., 2022). However, to the best of
our knowledge, the approaches from the literature do incorporate a stage of preliminary feature
selection/engineering or directly feed the raw signals into complex temporal, spatial, or attention
layers, which presents fundamental differences compared to our approach.

The structure of this chapter is as follows: Section 2 describes in detail the proposed RUL
prognostic architecture. Section 3 assesses the effectiveness of our model by comparing it with
other prevalent methods in the field. The chapter concludes with Section 4, summarizing the
key findings and implications of our research.

3.2 Proposed model architecture

The proposed model has an MLP-LSTM-MLP architecture trained in an end-to-end manner for
RUL prediction. This architecture leverages the strengths of both MLP and LSTM networks,
creating an approach that captures the intricate patterns in sequential data typically encountered
in RUL prognostics.

LSTM networks are a variant of recurrent neural networks that are designed to overcome
their limitation in capturing long-term dependencies in sequential data. LSTM address the
gradient vanishing problems in Vanilla recurrent networks by introducing new gates that allow
for better control of gradient flow, and better preservation of long-term dependencies, which is
needed in applications like RUL prognostic. However, LSTM cells are designed to capture time
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Table 3.1: Hyper-parameters of the proposed model

Hyper-parameter Value

Learning Rate 0.0001

Number of MLP layers before LSTM 3

Number of neurons in MLP layers 100/50/50

Number of LSTM layers 1

Number of LSTM cells 60

Number of MLP layers after LSTM 3

Number of neurons in MLP layers 60/30/1

Activation function for MLP layers Tanh()

Batch size 5

Dropout percentage 0%

dependencies but they do not have the capacity to handle complex feature processing, which has
led some works in the literature to perform this task manually before the learning phase.

This limitation is where the integration of MLPs becomes crucial, as MLP are well fitted
to perform such a task. We thus propose to feed all of the raw inputs into an MLP before the
LSTM layers. The MLP will be in charge of processing the raw inputs and learning a good
representation of each time frame, while the LSTM shall capture the dependencies through time
of frame sequences. Then, a final regression head, composed of another MLP, predicts the RUL
from these temporally smoothed representations.

Figure 3.2 shows the proposed architecture: each input vector xt is processed by a first MLP
layers, and the resulting sequence of feature vectors is processed by an LSTM layer. The output
of each LSTM cell is finally passed to another MLP layers that outputs a scalar yt that represents
the predicted RUL. The weights of the features-MLPs are shared across all time steps, which is
convenient when working with variable length sequences.

3.3 Experimental setup

To evaluate our approach, we use the C-MAPSS data sets described in chapter 2 section 2.5.
The normalized data is directly fed to the network, without any feature engineering or selection.
Therefore, no prior expertise on the equipment or signal processing is required for the proposed
method. In order to choose the hyper-parameters of the model, we split the development set
into a training subset and a validation subset, based on the ID of the equipment. The original
test set is reserved for final evaluation (see 2.5).

Our model does not use neither fixed length sequences nor truncation nor window processing,
each training sample is a full time series of one turbofan engine from its first cycle until failure.
Henceforth, different samples have variable sequence length. We used 75% of the turbofans run
to failure trajectories as training subset, and 25% as validation subset.

The Root mean square error (RMSE) and Score (section 2.5) may be used as loss functions
for training. Preliminary experiments on the CMAPSS datasets show that both the score and
the RMSE give similar results. So we decided to work with the RMSE because the training
process is faster. Hyper-parameters have been tuned manually with a few trials and errors on
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Figure 3.3: RUL Prediction on Test Sets (sorted with decreasing RUL): the figures display the
predictions for test sets FD001, FD002, FD003, and FD004

the validation set. The hyper-parameters to be optimized are the learning rate, the number of
layers in the input and output MLPs, the number of LSTM layers, the number of neurons/cells
in each layer, the activation functions, the dropout percentages and the optimizer. The best
hyper-parameters found for the proposed model are listed in Table (3.1).

Because of random initialization, the optimized model parameters values may vary across
different training runs. We thus evaluate the model’s performances across 10 runs, and the mean
values and standard deviations are reported in results tables in the following sections.

3.4 Results and Discussion

In Figure 3.3, the performance of our model is examined across the four test sets, corresponding
to FD001 to FD004. Each subplot within the figure shows the estimated and actual RUL for each
engine from the test sets, arranged in a descending order based on their true RUL to improve
visual clarity.

Across all four subplots, it is notable that the predicted values closely follow the actual
values, particularly at the extremes of the engines’ life cycles. Specifically, when the RUL is
either at a higher threshold (around 120) or below a lower threshold (approximately 55 or 60),
the predictions tend to be more accurate. This could potentially be attributed to the patterns of
degradation being subtle or very pronounced in the sensor readings at these stages, respectively.
However, during the intermediate phase of degradation, typically between a RUL of 110 and
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Figure 3.4: Normalized input signals that are fed directly into the model; n = 24 sensor
measurements of the turbofan unit #13 from the beginning of its life until its failure; this
engine data was taken from the 4th data set (FD004) that contains 6 operating conditions and
2 fault modes; we clearly see that these normalized signals do not directly provide visible and
interpretable clues for RUL estimation.

Figure 3.5: This plot presents the 50 features learned by the MLP for unit #13; we can observe
trending degradation representations that have been learned from the normalized input signals.
Since the first MLP is not time dependent, the learned features exhibit a relatively large variance
across time cycles.

Figure 3.6: The outputs of the LSTM for unit #13 present much smother signals, due to the
LSTM’s ability to leverage recurrent connection from prior time steps.

68



3.5. Comparison with related works

Table 3.2: prognostic performance of the proposed model.

DATASET FD001 FD002 FD003 FD004

RMSE 13.26
± 0.57

12.49
± 0.28

13.11
± 1.28

13.97
± 0.48

SCORE 284.88
± 42.32

571.4
± 37.45

352.39
± 179.96

1252.32
± 104.97

60, we observe an increase in prediction errors. This period represents the phase during which
degradation patterns start to appear in certain sensors, introducing complexity into the prediction
process.

For datasets FD001 and FD003, the frequency and magnitude of large prediction errors are
comparatively subdued. Conversely, in FD002 and FD004, the errors are more clear, this is
because they encompass larger number of test units (250) in contrast to the 100 units in FD001
and FD003. This increased sample size could contribute to the heightened variability observed in
the figure for FD002 and FD004 datasets. Despite the visual differences in prediction accuracy
among the datasets, the RMSE values presented in Table 3.2 suggest that our model maintains
consistent performance across all datasets, regardless of the variety of operational conditions and
failure modes they include.

Thanks to our end-to-end learning approach, the MLP that precedes the LSTM automati-
cally learns a representation of the input data that is relevant to the task of RUL prediction.
Figure (3.4) shows the normalized raw input signals of unit #13 from the FD004 data set, where
no clear trend can be seen because of the high variance in the data, which is partly due to
the operating conditions that vary from cycle to cycle. Figure (3.5) shows the output signals
of the first MLP, where noticeable degradation pattern have been learned from the normalized
inputs and can be observed. Feeding this learned representation to the rest of the model is more
efficient than handcrafting features that require expertise and time. This first representation
learning stage is particularly useful when dealing with complex data sets where no clear trend is
seen, and also when inputs have a large number of dimensions. After this first MLP, the role of
the LSTM layer is to capture temporal patterns and dependencies in the time series. Figure (3.6)
shows the signal at the output of the LSTM. We can see that this part of the model minimizes
the variance of the learned features across time cycles giving a smoother signals that can be used
by the final MLP for RUL estimation.

3.5 Comparison with related works

We evaluate in Table (3.3) our proposed model by comparing its performances with the most
recent methods published in the literature that give the best results on the C-MAPSS data set
to the best of our knowledge. Although the previously published models are performing well on
the first and third data sets (FD001, FD003), with only one operating condition, they perform
poorly on the other subsets that have up to 6 operating conditions.

The proposed end-to-end architecture outperforms all other models in complex data sets
(FD002 and FD004) as well as on the global results averaged over all datasets. It improves by
more than 18% for the RMSE and 39% for the Score on FD002, and 18% for the RMSE and 15
% for the Score on the FD004 data set, as compared to literature results.
Indeed, we can see from the last two rows of Table (3.3) that the results improved significantly
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Table 3.3: Performance comparison of related methods with our proposed model on the C-
MAPSS benchmark. Methods marked with an asterisk (*) are those published subsequent to
our research.

Models

DATASETS

FD001 FD002 FD003 FD004 Average

RMSE Score RMSE Score RMSE Score RMSE Score RMSE Score

DA-CNN
(Yan Song et al., 2020) 11.78 229.48 16.95 1842.38 11.56 257.11 18.23 2317.32 14.63 1161.57

DCGAN
(G. Hou et al., 2020) 10.71 174 19.49 2982 11.48 273 19.71 3874 15.34 1825.75

MS-DCNN
(H. Li et al., 2020) 11.44 196.22 19.35 3747 11.67 241.89 22.22 4844 16.17 2257.27

HDNN
(Al-Dulaimi et al., 2019) 13.017 245 15.24 1282.42 12.22 287.72 18.15 1527.42 14.65 835.64

LSTM
(Pasa et al., 2019) 16.5 444 18.1 942 15.9 718 17.2 1487 16.92 897.75

ADLDNN *
(Xiang et al., 2022) 13.05 - 17.33 - 12.59 - 16.95 - 14.98 -

Attention based *
(L. Liu et al., 2022) 12.25 - 17.08 - 13.39 - 19.86 - 15.64 -

BiGRU-TSAM *
(J. Zhang et al., 2022) 12.56 - 18.94 - 12.45 - 20.47 - 16.10 -

Res-HSA *
(J. Zhu et al., 2023) 11.91 - 17.27 - 11.88 - 17.43 - 14.62 -

SARN *
(W. Xu et al., 2023) 13.84 - 18.92 - 11.68 - 17.74 - 15.54 -

MSTformer *
(D. Xu et al., 2023) - - 14.48 - - - 15.03 - - -

CNN-LSTM *
(K. Zhao et al., 2023) 12.69 - 14.15 - 13.04 - 15.78 - 13.91 -

Proposed LSTM
without the first MLP 14.31 337.86 17.44 1716.11 15.53 1356.36 18.86 2111.05 16.53 1380.34

Proposed LSTM
with the first MLP 13.26 284.88 12.49 571.4 13.11 352.39 13.97 1252.32 13.20 615.24

after adding the first MLP to the architecture. The outputs of the first MLP shows that this part
is removing a large part of the variability of the sensor signals that is due to varying operating
conditions (Figure (3.5)). This greatly facilitates the work of the LSTM that can focus on
temporal smoothing, and then of the final MLP, which role is to achieve prediction. This idea
of facilitating the work of the LSTM can also be achieved by feature engineering, as proposed in
(Pasa et al., 2019), where they did Operating Condition-specific Standardization, or as proposed
in (K. Zhao et al., 2023), where they did Operating Condition-specific normalization plus having
a CNN stage before the LSTM. Their results are relatively good, especially for (Pasa et al.,
2019), but their approach cannot be performed when details about the operating conditions are
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not known, unlike the proposed approach in this work.
The clear decomposition in our model of these three roles is the key to the increased robustness

to variable input signals and better final performances. This can be also observed in Table (3.3),
where all competing models suffer from a large variability of their performance between the
FD001 and FD003 subsets on the one hand, and the FD002 and FD004 subsets on the other
hand, while a significantly lower difference in the results between the 4 subsets can be observed
with our proposed model.

3.6 Conclusion

In this chapter, we have presented an end-to-end deep learning approach for estimating the Re-
maining Useful Life (RUL) from multivariate time-series signals. Our method was rigorously
tested on the publicly available C-MAPSS dataset, which focuses on predicting the RUL of
commercial aero-engine units. Through comprehensive comparisons with several S-O-T-A ap-
proaches, our proposed architecture demonstrated superior performance, particularly in complex
scenarios involving various operating conditions (RQ1). Notably, it exhibited consistent perfor-
mance across all four subsets of the dataset.

We also discussed the crucial role played by the first MLP in managing the variability and
clustering effects of differing operating conditions. This aspect is particularly significant from
an interpretability perspective. While the MLP layers effectively mitigate variability, the poten-
tial for enhancing interpretability through operating condition-specific parameters is an exciting
prospect. In the following chapter, we aim to explore this possibility by developing a modular
network, thereby advancing the interpretability of our RUL prediction model.
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Chapter 4

Towards interpreting deep learning
models for industry 4.0 with gated

mixture of experts

Contribution
In this chapter, we propose to use the GMoE to interpret RUL prediction models. Unlike
monolithic deep learning models, gated modular neural networks enable to decompose
parts of the models in a way that may potentially be interpreted by domain experts or
users. We first propose to transform the proposed model in chapter 3 that gives S-O-T-A
performances on a standard industrial benchmark according to this paradigm. Then, we
experimentally validate that the performances of the transformed model are not degraded
and that the resulting model segments and clusters the data streams according to an
emerging concept that reflects previously published analyses by experts on the C-MAPSS
dataset, even though such a concept has never been introduced at training time.

4.1 Introduction

Deep Learning (DL) models have significantly advanced the field of prognostics, yet their inter-
pretability, particularly in industrial contexts, remains a challenge. This chapter aims to address
the research question: How can DL models be designed to provide interpretability that
aligns with industrial concepts present in the data? Addressing this question is essen-
tial for bridging the gap between advanced DL techniques and their practical, understandable
application in industrial settings leading to more trustworthiness.

One system that shows promise in this regard is the Gated mixture of experts (GMoE). This
architecture comprises of a set of individual neural network modules without shared parameters
and a gated neural network that acts as a soft switch to determine which module will be used
for each data sample. This approach has demonstrated multiple potential advantages such as
enabling transfer learning (Dobre and Lascarides, 2017), leveraging domain knowledge (Pradier
et al., 2021), and facilitating parallelization and distributed computing (Ryabinin and Gusev,
2020).

Most research on GMoE have mainly focused on its overall performance and rarely on its
interpretability potential. Unlike monolithic neural networks, this approach is potentially inher-
ently interpretable since the gating networks may select modules in a way that domain experts
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or users could understand. Following the taxonomy ( Figure 2.2) provided by the review (Yu
Zhang et al., 2021) (Discussed in chapter 2, section 2.3), GMoE can be viewed as an active
approach where we try to explain what the model learns and its predictions by unveiling part of
the hidden semantics. The GMoE may also be viewed as enabling global interpretability when
the task decomposition is perfect, but so far, according to literature results, it can be considered
as semi-local only as it often fails to decompose the task perfectly. A few papers investigate these
capabilities but their studies focus on classification problems or on cases where the modular gated
neural network is used as a whole model.

This chapter contributes to this area of research by investigating the potential of GMoE’s
inherent interpretability in the context of a regression task (RUL prediction) and when the GMoE
is applied to a sub part of the model. We explore whether the vanilla GMoE architecture can
decompose the task in an interpretable way, and we introduce and investigate a way to incorporate
human knowledge (i.e. through a prior distribution) into the approach. In both cases, we provide
a detailed analysis of what the gating network learns, showing that this approach can indeed
produce an interpretable but not perfect decomposition, and also, we show that the proposed
way of integrating human knowledge into the approach could significantly improve the quality
of the task decomposition.

The rest of this paper is structured as follows. Section 2 introduces related works on inter-
pretability with GMoE. Section 3 describes the GMoE approaches for interpretability. Section
4 highlights the results of the proposed approaches in terms of interpretability and predictive
performance. Finally, conclusions and discussion are provided in section 5.

4.2 Related work

Gated modular neural network (GMNN) or GMoE is an approach that has been around for
three decades (Jacobs et al., 1991) that is based on the fact that dividing a task into appropriate
sub-tasks seems to make it easier for users/humans to understand and debug.

GMoE systems have gained a lot of attention in the last few years, particularly in the field of
NLP, where architectures like GShard (Lepikhin et al., 2020) and Switch Transformers (Fedus
et al., 2022) have demonstrated significant improvements in model scalability and efficiency.
These advancements have positioned this system as the preferred architecture for large-scale
NLP models, not primarily for their interpretability, but for their ability to scaling models while
maintaining a constant number of computational operations (Jiamin Li et al., 2023).

To the best of our knowledge, few articles investigate the interpretability potential of the
GMoE approach. (Eigen et al., 2013) stacked two GMNNs into a single architecture to predict
the class label on a randomly translated version of the MNIST dataset (LeCun and Cortes,
2010); their results show that this approach can learn to develop location-dependent experts at
the first layer, and class-specific experts at the second layer. Using a toy example with a 2D
6-classes Gaussian mixture, (Krishnamurthy and Watkins, 2021) show that this approach may
in some cases produce an interpretable task decomposition; to confirm these results, they did
further experiments on a modified version of the MNIST and FMNIST datasets (LeCun and
Cortes, 2010; H. Xiao et al., 2017), and to some extent, the model learns to allocate tasks among
experts in an interpretable way, but this allocation remains unpredictable as it varies from one
experiment to another.

Interpreting the model might be particularly important for more complex and realistic tasks.
Hence, (Z. Huo et al., 2021) used a GMoE model with a sparse gating mechanism in a medical
use case; by embedding and visually analysing the output of this gating network, they were
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Figure 4.1: GMoE-LSTM-MLP architecture with m experts.

able to aid interpretation of patient sub-type separation. In another use case, by checking the
agreement or disagreement between individual experts outputs, (Pavlitskaya et al., 2020) used
the GMoE approach to gain insights into decision making process for semantic segmentation.

4.3 GMoE approaches for task decomposition

The GMoE is a system of m experts oi(·) with i ∈ {1, ....,m} and a Gating network (GN)
g(·). Every expert processes the same input vector x but returns a different output vector
oi(x). Typically, the gating network computes the posterior p(i|x) from the same input x with
a softmax:

g(x) = [p(1|x), . . . , p(m|x)] (4.1)

The final output of the system is computed as:

f(x) =
m∑
i=1

p( i |x )× oi(x ) (4.2)

The GMoE can serve as a standalone model or be integrated as a sub-layer within a larger
neural network (Kirsch et al., 2018). In this work, we incorporate it into the MLP-LSTM-MLP
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architecture proposed in the previous chapter 3. We substitute the initial MLP with the GMoE,
where the original MLP stage addresses the variability caused by different OCs in the context
of remaining useful life prediction. Consequently, the architecture is modified to GMoE-LSTM-
MLP as presented in figure 4.1. This modification aims to organize the data by OCs, with each
expert in the GMoE system is dedicated to processing data from a specific OC.

4.3.1 Simple GMoE

In our context, the simple GMoE involves only a change in architecture, aiming to explore how the
gating network decomposes data with just an architectural adjustment. Let x1, . . . , xn ∈ Rp be a
training dataset consisting of n observations with p features, and y1, . . . , yn ∈ R the corresponding
gold values to predict (e.g., the remaining life time). The simple GMoE model f̂ is trained with
empirical risk minimization to maximize its performances with regard to the prediction objective:

f̂ = argmin
f∈F

1

n

n∑
j=1

ℓ(f(xj), yj) (4.3)

where F is some model family and ℓ a loss function.

4.3.2 GMoE with constraints based on domain experts knowledge

In our context, the GMoE with constraint refers to both an architectural adjustment and the
incorporation of an additional term into the loss function during training. In related works
(Krishnamurthy and Watkins, 2021; Shazeer et al., 2017; Kirsch et al., 2018), and as also shown
in the results section below, relying on the gated network alone often leads to the problem of low
diversity in experts usage, as the gating network tends to converge to a state where it always
produces large weights for the same few experts. This imbalance is self reinforcing: when favored
experts are trained rapidly in the beginning of training, they will be more and more selected by
the gating network, and thus the gap will increase resulting in poor data decomposition.

Multiple approaches have been introduced to solve this imbalance (Shazeer et al., 2017;
Bengio et al., 2015). In this work, we choose to address this issue by integrating basic knowledge
(frequency distribution of concepts present in the data) as a form of constraint to force diversity
in the use of experts, this relates to the field of weakly supervised clustering where the goal is
pick out the “right” way of clustering the data (Wager et al., 2015). Our idea involves adding
a posterior constraint to the loss function that encourages the frequency distribution of Experts
{p(·|xj)}1≤j≤n to match a prior. Inspired by (T. Kim et al., 2021), we use a Mean square error
(MSE) loss for this additional term. The new loss function L′ is defined by (4.4):

L′ = ℓ(f(x), y) + λ′ ∗ L2(Ω̂,Ω) (4.4)

Where Ω̂ represent the frequency distribution of experts, Ω represents the prior distribution,
and λ′ is a scalar hyper-parameter controlling the strength of the constraint.

We compute an end-to-end differentiable frequency distribution Ω̂ of experts in two steps:
first, normalizing the gated network logits with a soft-max with low temperature approximates
a one-hot vector where the dominant expert (with the highest probability) has a value close to
1 and the others have values close to 0. Second, we sum these approximated one-hot vectors
across the batch to obtain Ω̂. The soft-max operation with temperature T is defined as:

σ(zi) =
exp(zi/T )∑m
j=1 exp(z

j/T )
(4.5)
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Where zi are the logits corresponding to each expert for a given input, and the temperature T
has been arbitrarily set to 0.001. Ω̂ can be defined as:

Ω̂ =

{
N∑
k=1

σ(z1k), . . . ,
N∑
k=1

σ(zmk )

}
(4.6)

Where N is the batch size, and m is the number of experts. Each component of Ω̂ represents the
aggregated activation (or usage frequency) of each expert across the batch, creating a histogram
of expert utilization.

4.4 Experimental setup

Building upon the work presented in Chapter 3, our experimental approach utilizes the MLP-
LSTM-MLP model architecture previously described. In this chapter, our focus shifts to in-
terpreting the model’s ability to handle varying operating conditions between cycles, a crucial
aspect of RUL prediction. To this end, we have selected the FD002 subset of the C-MAPSS
dataset (detailed in Section 2.5), which presents a scenario of six operating conditions and one
failure mode. This subset is particularly relevant to our study as it mirrors the complexity of
industrial settings we aim to analyze – multiple operating conditions and a singular fault mode.
This specific combination provides a clearer context for our interpretability analysis, avoiding
the potential confounding factors that multiple fault modes might introduce.

To enhance the interpretability of this stage of the model, we propose replacing the initial
MLP stage with a GMoE. This adaptation aims to shed light on the clusters created by the
gating network. The revised model architecture, as illustrated in Fig. 4.1, now follows a GMoE-
LSTM-MLP structure. In this setup, both the experts and the gating network within the GMoE
are MLPs. We maintain the same hyper-parameters as established in Chapter 3 to maintain
consistency in the experimental conditions. The architecture of the initial MLP is replicated for
the experts and the gating network of the GMoE.

The inclusion of GMoE in the first layers should play a key role in breaking down the various
operating conditions represented in the turbofan measurements. By segmenting the data into
distinct groups, GMoE will be able to find/discover that the turbofan measurements were made
under several operating conditions. This will lead to a better understanding of data processing
mechanisms, making model predictions more interpretable and in line with industrial concepts
(OCs).

The GN generates a distribution over experts at each time step. The chosen expert, i.e.,
the one with the highest probability determined by the argmax of this distribution, represents
the class for the input, thus creating a clustering of all the available data. For each input, we
also have the known OC, which is the real value associated with that input. Our objective is to
determine whether the clustering generated by the GN accurately represents the real OCs. Given
that the number of clusters identified by the GN may differ from the actual number of OCs, we
utilize the Normalized mutual information (NMI) for this comparison. The NMI is defined as
follows (Kvalseth, 1987):

NMI(Y,C) =
2× I(Y,C)

[H(Y ) +H(C)]
, With:

I(Y,C) = H(Y )−H(Y |C)

(4.7)
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where, Y represents the true class labels (the real OCs), C represents the cluster labels de-
termined by the GN, H is the entropy, and I is the mutual information between the true class
labels and the cluster labels. The NMI is an external measure between 0 (no mutual information/
independent clustering) and 1 (perfect correlation/ same clustering).

We know from (Saxena et al., 2008) that six distinct OCs occur in this dataset. However,
in practical applications, the exact number of OCs might not be known a priori. Often, the
determination of these conditions relies on expert judgement, which can introduce variability
and potential inaccuracies due to the subjective nature of human assessment. We experiment
next with 6 and 9 experts to assess the robustness of our approach to an erroneous prior about
the number of OCs. The choice of 9 experts, in particular, allows us to observe the model’s
behavior when it has a surplus of resources, thus testing its ability to decompose and interpret
the data according to the task at hand (RUL prediction). We recognize that due to the stochastic
elements of model training, such as random initialization of parameters, outcomes can vary across
different training iterations. To account for this and provide a robust estimate of performance,
each experimental configuration is replicated 20 times, enabling us to calculate statistical variance
and gain insights into the consistency of the model. We employ an early stopping criterion to
mitigate over-fitting, with training ceasing at 2000 epochs. This approach ensures that the model
selected for testing is the one that has demonstrated the lowest validation loss.

In the following plots that present the results of our experiments„ the X-axis represents the
number of experts actually used by the gated network, or in other words, the number of clusters
predicted by our gated network g(·). Indeed, the gated network computes a posterior over the
experts gi(x) = p(i|x) with 1 ≤ i ≤ m, and we can thus associate to every input x a dominant
expert via argmaxi gi(x). The number of clusters Nc is thus the total number of experts that
are dominant over the whole corpus:

Nc = |{argmax
i
gi(xj)}1≤j≤n|

Every plot is structured in 3 rows and 2 columns:

• A maximum of m = 6 (resp. m = 9) experts is set in the left (resp. right) column.

• The top row shows the histograms of the number of predicted clusters Nc over the 20
experimental runs realized.

• The middle row shows the mean and standard deviation of the NMI between the predicted
clusters and the operating conditions.

• The bottom row shows the root mean square prediction error values (RMSE) on the test
data; for comparison, a green rectangle presenting the mean and standard deviation of the
state-of-the-art RMSE from chapter 3 is also shown.

4.5 Results and discussion

4.5.1 Simple GMoE results

Figure 4.2 presents an evaluation of the clustering capability of the simple GMoE-LSTM-MLP
architecture. The results indicate a tendency for the gating network to predominantly rely on
one or two experts during most runs, accounting for more than 80% of all cases. With six experts
available (left column), a single expert is used 40% of the time and two experts 40% of the time,
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Figure 4.2: Clustering evaluation with the simple GMoE-LSTM-MLP; left column (a): m = 6;
right column (b): m = 9

while three experts are utilized in 15% of the cases and four experts in 5%. The NMI score peaks
at a moderate 0.5, exhibiting an ascending trend from one to three experts used, followed by a
small decline when four experts are engaged. The performance of the model, as indicated by the
RMSE values, shows a slight decrease in performance when compared to the S-O-T-A results.
However, with three experts used, the RMSE values are competitive with those achieved without
the GMoE system. When the GMoE has access to nine experts (right column), it may utilize up
to Nc = 5, although such instances are infrequent (5% of runs). One expert is used 50% of the
time and two experts 35% of the time, while three to five experts are used in 5% of cases. The
NMI score approaches 0.8, showing an ascending trend from one to three experts used, with a
subsequent descending trend when more than three experts are employed. The RMSE values are
close to those obtained without the GMoE system, except for a small decrease in performance
when five experts are used.

These observations suggest that the model can identify distinct operational regimes within
the data, but it may not fully capture the complex interplay of conditions that characterize
the dataset. Despite the model’s ability to employ multiple experts, the finer nuances that
distinguish between six unique operating conditions are not as sharply defined by the clustering
performed by the gating network. The results demonstrate that while the GMoE can partially
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Figure 4.3: GMoE-LSTM-MLP with knowledge based constraint results, the constraint is not
used for best model selection; left column (a): m = 6; right column (b): m = 9

retrieve the concepts present in the data, it still suffers from a low diversity in expert usage.
When a significant number of experts are used, the NMI does not reach high values, leading to a
problem of poor interpretability. Therefore, the model might benefit from a more sophisticated
mechanism that encourages a more balanced and diverse expert utilization to improve both
performance and interpretability.

4.5.2 GMoE with knowledge-based constraint results

We assume a uniform prior frequency distribution Ω for the constrained loss in Equation (4.4).
This choice is informed by the empirical distribution of the OCs, which is approximately uniform
for the majority of categories, with all OCs showing similar frequencies, except for a particular
OC that exhibits a frequency double that of its counterparts. While our prior does not perfectly
mirror the observed distribution, it can offer a partial solution to the low diversity in experts
usage.

This loss is utilized to train the model parameters to optimize the main objective, RUL
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Figure 4.4: GMoE-LSTM-MLP with knowledge based constraint results, the constraint is used
for best model selection; left column (a): m = 6; right column (b): m = 9

prediction, while also inciting the model to decompose the process into independent experts
according to the prior Ω. The prior Ω is dependent on the number of experts m utilized within
the architecture. Specifically, for m = 6 experts, the model is encouraged to use all experts
equally due to the uniform distribution assumption. A similar encouragement is applied when
m = 9 experts are present.

Results when using unconstrained loss for best model selection

Fig. 4.3 illustrates the clustering quality and performance of the models when we employ the
unconstrained loss in Equation (4.3) (the primary supervised task objective) for selecting the best
model. We observe from figure 4.3 that three clusters are predominantly predicted, regardless of
the number of experts incorporated into the architecture. These clusters align more accurately
with the OCs, achieving an NMI of 0.7. Notably, as the number of experts increases, the NMI also
rises in a logarithmic fashion, diverging from our initial experiments without constraints. Thus,
training with this constraint appears to further encourage the model to decompose the data into
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an interpretable format, particularly when a higher number of experts is employed. Moreover,
the number of predicted clusters does not exceed the number of OCs, even when the model
is encouraged to utilize all nine experts, as shown in Fig. 4.3(b). This suggests a harmonious
scaling of the model’s complexity with the increasing expert count without over-complicating
the clustering beyond the actual number of OCs.

In terms of model predictive performance, we note a consistency across different conditions,
with RMSE values that are in close proximity to the S-O-T-A benchmarks denoted by the green
rectangle. Additionally, alterations in the strength of the constraint seem to have a negligible
effect on the model’s interpretability or performance. This stability indicates that the model’s
predictive capabilities are robust to changes in constraint strength, maintaining efficacy in its
primary task of RUL prediction while accommodating the interpretability aspect via clustering.

Results when using constrained loss for best model selection

Experimental results derived from employing the knowledge-based constraint, as defined in Equa-
tion 4.4, for the selection of the best model are discussed herein. This process involves analyzing
models that are chosen based on their capability to predict the RUL while adhering to the con-
straints imposed by prior knowledge encapsulated in the loss function. Fig. 4.4 presents the
outcomes of this experimental approach, highlighting the implications for model interpretabil-
ity. A noteworthy observation is that the utilization of the knowledge-based constraint yields
a model that predominantly predicts four clusters, which corresponds to a heightened NMI of
approximately 0.8. Additionally, the prevalent issue of a low diversity in expert usage observed
in previous experiments is ameliorated. The frequency of utilizing two or less is low, while the
frequency of using three to five experts is high, and notably, the NMI score exhibits a logarithmic
increase, underscoring a superior correlation between the model’s clusters and the actual OCs.
However, we remark that in some cases, specifically, when the model is trained with m = 9 ex-
perts and best model selection is guided by a loss that motivates the use of all experts, the model
may use more than six experts. This phenomenon suggests that the model is over-complicating
the clustering beyond the actual number of OCs.

This enhanced interpretability, however, comes at the expense of predictive performance.
A significant decline is observed across most conditions evaluated, with the RMSE on the test
set considerably exceeding the S-O-T-A benchmarks. This trade-off indicates that while the
integration of the knowledge-based constraint enhances the model’s ability to dissect the data
into meaningful clusters, it may simultaneously limit the model’s predictive performance.

Effect of the constraint on best model selection

We examine the impact of applying the constraint loss on model selection. Figure 4.5 presents
the RMSE scores and the epochs at which the optimal model is identified, with and without
the constraint loss. The results clearly demonstrate that the inclusion of the constraint loss
significantly influences both the performance of the selected model and the timing of its selection.
When using only the primary objective for model selection, defined by Equation (4.3), we observe
that the best models are typically identified around epoch 500. In this scenario, the RMSE
performance is competitive, falling within the range of 11.0 < RMSE < 15.0. Conversely, when
incorporating the constraint into the criteria for best model selection, the epoch at which the
optimal model is determined becomes considerably more irregular, ranging from the very first
epoch to the maximum allowed training duration of 2000 epochs,regardless of the weight of the
constraint. This variation implies that the convergence during training is highly sensitive to
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Figure 4.5: Performances of the GMoE with the knowledge based constraint based on the epoch
where the best model is found, the constraint strength and the number of predicted clusters, the
constraint value is either part (left) or not (right) of the validation loss.

the initial conditions set by the random initialization. The inclusion of the constraint term not
only affects the stability of the convergence but also introduces significant variability in the RUL
prediction performance, with RMSE values spanning a broad spectrum from 11.0 to 50.0.

Based on these observations, we recommend using the constraint term strictly for learning
model parameters. It should not be used for selecting the best model, where the focus should
be on optimising the main prediction task. This approach mitigates the risk of the constraint
dominating the main loss, which could otherwise lead to sub-optimal predictive performance, as
indicated by the increased variability of the RMSE values.

4.5.3 RUL prediction Performance comparison with related works

Table 4.1 illustrates the prediction performance of our model, which has been trained using
the knowledge-based constraint defined in Equation (4.4). Notably, for the selection of the best
model, only the primary loss is considered. Despite the incorporation of the constraint within the
GMoE framework, we observe a marginal performance decrement; specifically, the mean RMSE
experiences a slight increase of 0.10 and 0.23 when utilizing 6 and 9 experts, respectively. Also in
terms of standard deviation, we remark an important increase, this can be attributed to working
with GMoE system, which can lead to more variability due to the number of experts used and
the number of parameters added. This performance is juxtaposed with the results presented in
Chapter 3, thereby establishing a benchmark for comparison.

Moreover, when positioned against findings from other research contributions considered to
be S-O-T-A, our constrained GMoE model maintains a superior performance on the C-MAPSS
FD002 Dataset. This is evidenced by lower RMSE values compared to HDNN (Ruiz-Tagle
Palazuelos et al., 2020) and CapsNet (Al-Dulaimi et al., 2019) papers, which represent the
leading performances in the current literature to the best of our knowledge.

The slight differences in performance observed when integrating the interpretability constraint
are instructive. They suggest that the constraint’s impact on the model’s ability to predict RUL
is minimal, thereby allowing the model to retain a high level of accuracy while also gaining the
benefits of increased interpretability.
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Table 4.1: Performance comparison with related methods: RMSE on the C-MAPSS FD002 test
data. Standard deviations are given when available. (Methods marked with an asterisk (*) are
those published subsequent to our research.)

Approach RMSE

HDNN (Al-Dulaimi et al., 2019) 15.24

CapsNet (Ruiz-Tagle Palazuelos et al., 2020) 16.30 ± 0.23

MSTformer *(D. Xu et al., 2023) 14.48

CNN-LSTM *(K. Zhao et al., 2023) 14.15

MLP-LSTM-MLP (Chapter 3) 12.49 ± 0.28

GMoE-LSTM-MLP (m = 6) with constraint 12.59 ± 0.54

GMoE-LSTM-MLP (m = 9) with constraint 12.72 ± 0.62

4.6 Conclusion

In this study, we implemented the Gated mixture of experts (GMoE) system to enhance the
interpretability of our DL model for RUL prediction. This approach directly contributes to the
research question posed earlier. Through comprehensive evaluations of various GMoE configu-
rations, we gained insights into the effect of different initial conditions on the training process’s
convergence and the clarity of the resulting clusters. Our proposed methodology has proven ca-
pable of achieving more interpretability, which importantly does not compromise the predictive
performances. On the contrary, our approach have succeeded in forming interpretable clusters
that are aligned with the core predictive task. However, it is crucial to acknowledge that achiev-
ing perfect alignment consistently between the clustering made by the GN and the real operating
conditions is still not achieved and further research is needed.

While interpretability remains a major challenge, the difficulty of developing models with
limited data is equally critical, posing a significant barrier to the wider application of these
techniques in industry. The next section of the thesis will focus on tackling this issue. Building
on the concept of modular networks discussed in this chapter, we plan to design models that can
effectively utilize datasets with variable input and output structures.
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Chapter 5

Auxiliary training for prognostics

Contribution
In this chapter, we propose an auxiliary training approach that integrates auxiliary ob-
jectives from related but distinct data sets. This approach enriches the learning process,
utilizing knowledge from a broader data range and acting as a regularization mechanism
to improve generalization from limited data. Our methodology introduces task-specific
projection layers designed to handle the complexities of diverse industrial data-sets.
The effectiveness of the proposed method is demonstrated by experiments on two well-
known public data sets, CMAPSS and N-CMAPSS, across eight distinct settings, and
is shown to outperform state-of-the-art approaches such as single-task learning and pre-
training followed by fine-tuning.

5.1 Introduction

DL models are typically trained using large amounts of labeled data and can achieve impressive
results on a wide range of tasks. However, building such models for prognostics can be challeng-
ing, particularly when data is limited on a specific use case. Indeed, in many use cases, data for
specific equipment or systems may be scarce for several reasons. Industrial equipment are often
maintained in a preventive manner which reduces the occurrence of failures. Additionally, even
though there may be a large amount of data available from monitoring of the system, most of
the data represents normal operation. The degraded and failures states of the industrial system,
as they lead to unwanted product are most of the time largely under represented. Finally, it
is often not possible to obtain "run-to-failure" data from a "real" process, where the system is
allowed to run until it fails, because it’s costly and time-consuming (Eker et al., 2012). Unlike
fields such as computer vision or natural language processing where pre-trained models on large
datasets lay the groundwork for new applications, PHM lacks these foundational resources. The
available datasets are fragmented, emanating from various equipment types with different input
features, lengths of RTF trajectories, and often tailored more for research than practical field
use. This fragmentation leads to a bottleneck in advancing DL applications within the PHM
domain.

Given these settings, when faced with developing a DL model for a particular case, the
process often must begin anew. Nevertheless, we may have at our disposal external labeled
datasets (public or private) that could be harnessed. This opportunity leads us to this research
question: How to better leverage external data to develop RUL prediction models?
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Addressing this question, we propose an approach based on Auxiliary training (AT). Auxiliary
training (AT) is a learning paradigm focused on improving the generalization of a single primary
task through the use of additional objectives. The role of auxiliary tasks is to assist the primary
task, and at the time of testing, only the primary task is considered. we perform AT by adding
auxiliary objectives that are based on related data sets, the goal is to allow the model to learn
broader patterns from all tasks and apply this enriched knowledge on the primary one.

This chapter is structured as follows: section 5.2 provides a summary of related work, Section
5.3 introduces the proposed method of utilizing an auxiliary data-set for learning, Section 5.4
showcases the experimental setup and performance evaluation results for the proposed approach,
and finally, Section 5.6 concludes the article.

5.2 Related work

Multi-task learning (MTL) is a technique that aims to extract shared feature representations
or modules for related tasks. Unlike learning separate networks for each task independently,
MTL allows for the extraction of correlated information from multiple tasks, leading to sub-
stantial enhancement in network performance for each individual task. One such approach is
the multi-task deep neural network proposed by (Xiaodong Liu et al., 2019), which combines
MTL and language model pre-training to achieve S-O-T-A results in various natural language
understanding tasks compared to the original single-task deep neural network setting. In terms
of RUL prediction, (Yan et al., 2023) proposed a method for learning RUL prediction alongside
health state estimation, while (Huaqing Wang et al., 2022) focused on the joint learning of RUL
prediction and fault detection. In the context of few-shot learning, (Weller et al., 2022) demon-
strated that MTL can outperform intermediate fine-tuning in natural language processing tasks
when the main task is smaller than the supporting task. Furthermore, (Haoxiang Wang et al.,
2021) provided theoretical and empirical evidence to support the claim that, under certain con-
ditions, MTL can compete with S-O-T-A gradient-based meta-learning algorithms in few-shot
image classification benchmarks.

In contrast to MTL, Auxiliary training is focused on improving the generalization of a
single primary task by utilizing additional tasks. The role of the auxiliary tasks is to assist
the primary task, and at test time, only the primary task is considered. Auxiliary training
methods can use simple auxiliary tasks that are based on the primary task data, or entirely
different ones. For example, (L. Xu et al., 2021) trained a primary task of semantic segmentation
alongside two auxiliary tasks, multi-label image classification, and saliency detection, using only
the main task image-level ground-truth labels. In a similar use of primary task data, (Linfeng
Zhang et al., 2020) employed augmented data as auxiliary tasks to enhance the accuracy and
robustness of image classifiers, (T. Lin et al., 2021) proposed a fault classification-assisted RUL
prediction network based on multi-task learning and auxiliary training, (S. Liu et al., 2019)
proposed a self-supervised approach based on meta-learning and auxiliary training to enhance
the performances on multiple image classification benchmarks. Their approach involves training
a multi-task network that performs the primary task and the auxiliary task in parallel, along
with a label generation network that generates labels for the auxiliary task to improve primary
task performance. In another approach to auxiliary training, (Watanabe et al., 2022) proposed
using multiple data-sets as auxiliary training tasks for named entity recognition.

Pre-training followed by fine-tuning has been shown to be effective in a variety of
applications. It involves copying the weights from a pre-trained network and tuning all/part of
them on a downstream task. In the Prognostics and health management field, several studies (Y.
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Deng et al., 2021; Ansi Zhang et al., 2018; S. Yao et al., 2023) have demonstrated the usefulness
of this approach, using it to improve the performance of a DL model on the prognosis and
diagnosis of multiple industrial equipment. For instance, (Couture and X. Lin, 2022) employed
a pre-trained Convolutional Neural Network (CNN) for feature extraction, opting to retrain just
the final layer to align with their target outputs. In a similar vein, (Behera and Misra, 2023)
utilized three different pre-trained CNNs in a multi-modal fashion to enhance the performance
of RUL prediction. This is related to our work in terms of information transfer between support
(auxiliary) data-set and the target (main) one. However, the features learned during pre-training
are not always tailored to the target task. Furthermore, tasks with insufficient training data often
encounter rapid over-fitting during the fine-tuning process.

The characteristics of industrial data-sets and use cases, as well as the lack of a large pre-
trained model for this kind of problems, motivated us to propose a solution under the auxiliary
training paradigm. Our approach is described next.

5.3 Proposed approach

This chapter presents a method that leverages auxiliary training to augment model performance,
i.e. the use of related data as auxiliary task, alongside the limited number of samples from the
main task. The aim is to achieve improved performances on the main task by leveraging the
insights and patterns captured from the auxiliary data.

For simplicity and also to compare the approach with others, we consider that there is one
single related auxiliary data-set. Let DA=(xAi , y

A
i )

I
i=1 and DM=(xMi , y

M
i )

I′

i=1 be the auxiliary
and main sets, containing I and I ′ data samples respectively, where I ′ < 20. The choice of having
less than 20 samples in the main set, aligns with the common practice in Few-Shot Learning (Z.
Li et al., 2017; Qi et al., 2018). Furthermore, this choice is designed to simulate the conditions
often encountered in many real-world scenarios for RUL prediction. Let f be a neural network
model parameterized by θ, capable of processing an input data sample x from either dataset and
producing a corresponding output y. The loss function L for auxiliary training can be defined
as (P. Wu and Dietterich, 2004):

L = ℓ(yA, f(xA)) + ℓ(yM , f(xM )) (5.1)

where ℓ is the task-specific loss. The first term in the loss function corresponds to the auxiliary
task, and the second term corresponds to the main task. In the process of jointly optimizing this
loss function for both tasks, our primary concern is not the performance on the auxiliary task.
Instead, we are interested on the outcomes of the main task. This focus guides our best model
selection process, aiming to identify the optimal model parameters θ∗ for the main task during
training.

When developing a model for auxiliary learning with distinct data sets, several problems can
arise. One is that the auxiliary task may have different input characteristics to the main task,
making it difficult to use the same model/parameters for both tasks. In addition, the operating
conditions of different manufacturing processes or machines may change, leading to variations
in data set distributions. These variations can hamper the development of a model capable of
learning efficiently from both data sets, particularly if the differences are large. In addition,
inconsistency in the length of RTF or outputs between data sets adds complexity to the creation
of a model capable of exploiting the available knowledge.

One way to exploit them is through task-specific parts of the model that act as adapters to
project the features or representations of different data-sets into a common space. These modules
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Figure 5.1: Illustration of the proposed auxiliary training approach. (a) Training period: The
data involved in the training include run to failure trajectories from the main set Dtrain

M and the
trajectories from the auxiliary data-set Dtrain

A . (i) the samples from each task are fed to their
respective input adapter f in to obtain similar dimensions and related features that can be used
by the shared layers after. (ii) The features of both tasks are fed into the same layers hsh where
knowledge from both data-sets is learned. (iii) The output of the shared network for each task
are fed into their main output adapter fout. (vi) losses from both tasks are combined using a
weighting parameter, α, to get a total loss L which is used for back-propagation. (b) Testing
period: Prediction of the RUL of a new sample from main task is done by the main adapters,
and the auxiliary adapters can be dropped to reduce model parameters.

can be used for the input, projecting different features from different tasks into the same space,
thus solving the problem of varying input sizes and/or operating conditions between data-sets.
In addition, they can also be used as task-specific prediction heads to address the issue of varying
lengths of trajectories i.e., useful lifetimes of equipment.

Mathematically, we can represent the model with multiple branches as follows (Eq. 5.2):

ŷk = foutk (hsh(f ink (xk))) (5.2)

where k ∈ {M,A} represents the task index. For each task k: (xk, ŷk) stand for the input
and output values, f ink and foutk represent the input and output adapters parameterized by ϕ
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and ψ, respectively. Furthermore, hsh denotes the shared backbone parameterized by θ used for
both tasks. A schematic illustration of this structure is depicted in Figure 5.1.

To help solve the few shot learning problem, our approach consists in weighting the two losses
of auxiliary and main tasks during training in a way that aims to prevent over-fitting on the
few samples from main task. To do so, we propose a linear combination of the two losses that
significantly reduces the weight of the main one; we add a main loss weight parameter α << 1
to the joint loss L as shown in Equation 5.3 :

L = L = ℓ(yA, ŷA) + α ∗ ℓ(yM , ŷM ) (5.3)

This approach might initially seem counter intuitive to our primary objective; nevertheless,
empirical evidence from our experiments substantiates its validity. Specifically, by empirically
demonstrating the advantages through our results, we show that reducing the weight of the main
loss, denoted by a smaller alpha, the model becomes less prone to over-fitting to the samples of the
main task. This allows the auxiliary task to serve effectively as a regularization mechanism during
training. Our empirical findings contrast this method with the conventional two-step approach of
pre-training and fine-tuning, which tends to make the model more susceptible to over-fitting on
the main task samples, leading to potential loss of auxiliary information. Furthermore, our joint
learning approach allows the shared network to learn and generalize mainly from the auxiliary
task while the representations learned are biased/tailored towards the main task without over-
fitting. Consequently, the main task adapters benefit by utilizing this shared knowledge, which
guides the optimization process and improves overall performance.

Algorithm 1 Algorithm of the proposed auxiliary training approach
1: Input: main training data-set DM, auxiliary training data-set DA

2: Model← initialize model
3: for i = 1 to EPOCH do
4: for j = 1 to ITERATION do
5: BatchM ← extract(DM, BatchSize)
6: BatchA ← extract(DA, BatchSize)
7: ℓM , ℓA ← . ComputeLoss(Model, [BatchM, BatchA])
8: L ← ℓA + α× ℓM
9: Model← update model parameters

10: end for
11: end for
12: select_best_modelM(Model)
13: Output: trained Model

The proposed auxiliary training Algorithm 1 begins by initializing the model parameters, and
the main and auxiliary data-sets are iterated over for a specified number of epochs. Within each
epoch, the data is partitioned into batches and fed into the model. Next, the algorithm computes
the main loss and auxiliary loss for each batch. The two losses are then combined into a total loss
using the hyper-parameter α, and the model’s parameters are updated via back-propagation.

Once all the epochs have been completed, the select_best_modelt function selects the model
with the lowest error on the main task validation set, which represent 20% of the data available
for model development. To accomplish this, the function evaluates the model’s performance on
the validation set after each epoch and saves the model’s parameters if its performance is better
than the previous best model.
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5.4 Experimental setup

5.4.1 Model architecture

In the present study, we utilize a modified version of the MLP-LSTM-MLP architecture described
in chapter 3 as the foundation of our approach. The modification involves the addition of
supplementary branches into the base architecture (Figure 5.1) as discussed in section 5.3.

5.4.2 Baselines

We consider the following baselines to assess the proposed approach (See Figure 5.2).

• Single task training (Single) simply train the network on the few samples from the
main data-set independently (Figure 5.2 (a)).

• PreTraining + FineTuning (PT-FT). The second baseline is derived from the popular
pre-training fine-tuning paradigm. It involves pre-training the model on the auxiliary data-
set, and then copying all the model parameters to the fine-tuning stage on the main task,
except the first MLP layers (adapter input) which will be initialized from scratch. This
is done because the input features between the auxiliary and main data-sets could be
different. During fine-tuning, the pre-trained model is re-trained on the small number of
samples from the target set (Figure 5.2 (b)). This is one of the standard approaches in the
literature used for transfer learning for RUL prediction (Ansi Zhang et al., 2018; S. Yao
et al., 2023).

• Pre-training + retraining input and output layers (PT-R-in-out). It involves pre-
training the model on the auxiliary data-set, freezing the hidden layers parameters, then
re-initializing the parameters of the first and last layers (the adapters), and finally training
them on the main set (Figure 5.2 (c)).

All approaches except single task learning use the same quantity of samples (see Table 5.1),
we study how different ways of leveraging this knowledge affects the performance on the main
task.

Table 5.1: Comparison of approaches in terms of their use of information from primary and
auxiliary data sources. The quantity of primary data samples is variable and depends on the
specific experiment conducted.

Approach Number of primary
samples

Number of auxiliary
samples

Single Task learning {3, 5, 10, 20} 0

PT-FT {3, 5, 10, 20} 100

PT-R-in_out {3, 5, 10, 20} 100

Our approach (AT) {3, 5, 10, 20} 100
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Figure 5.2: baseline approaches used for comparison. Single task training (a), Pre-training
followed by Fine-tuning (b), and Pre-training followed by Retraining Input and Output Layers
(c). Random icon indicate layers initialized from scratch. In (b) and (c), input adapters are also
initialized from scratch to accommodate different input structure.

5.4.3 Settings

To verify the performance of the proposed approach, we conduct a series of experiments on the
data-sets presented in Table 5.2. The auxiliary data-set used is a CMAPSS data-set (FD001)
and the main task data can be either sub-sampling of FD004 or N-CMAPSS. To be in an FSL
configuration, we randomly select a limited number (3,5,10,20) of Run-to-Failure trajectories
from the selected main data-set. We chose these configurations for the auxiliary and main sets
because FD001 data-set is the simplest, thus evaluating the approach on the most challenging
configurations possible using these data-sets (Table 5.2).

Due to the random selection of Run-to-Failure trajectories from the main set and also due to
random initialization, the performance may vary across different training runs and sub-sampled
DM ’s. In order to assess the variability in our results, we first conduct random sub-sampling
five separate times. Each instance of sub-sampling (selection) is treated as a unique experiment.
Within each experiment, we train using the four different approaches (AT, Single, PT-FT and
PT-R-in-out), repeating the process five times to provide an array of results that reflects the
performance variability from both the auxiliary training and baseline approaches. To quantify
our findings, we report two statistical measures: the average (mean), which indicates the central
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Table 5.2: experimental configurations

Configuration Auxiliary
set

Main
set

Operating
conditions

Fault
modes

CFD004
FD001

FD004 1→6 1→2

CN−CMAPSS N-CMAPSS 1→ - 1→7

Table 5.3: Hyper-parameters used in grid search for each approach

Hyper-parameter
Approaches

Single/PT-FT/PT-R-in-out AT

learning rate { 5× 10−4, 1× 10−4, 1× 10−5 } { 5× 10−4, 1× 10−4, 1× 10−5 }

number of epochs { 30, 100, 300 } { 100, 300, 500 }

dropout { 0.0, 0.4, 0.6 } { 0.0 }

α - { 1× 10−3, 1× 10−5, 1× 10−7 }

tendency of each approach, and the standard deviation, which shows result variability.

5.4.4 Training details

We chose the best hyper-parameters based on the lowest RMSE obtained on the validation set,
which was 20% of our development subset. The rest, 80%, was used for training. We ensured
the train-validation split was the same for all tests to keep our results consistent. We used a
grid search to fine-tune hyper-parameters, which essentially performs a brute force testing of
different combinations. These hyper-parameters include the learning rates, dropouts, epochs,
and main loss weight, and evaluated their impact on the model’s performance. Refer to Table
5.3 for specifics on each approach.

We maintained a consistent model architecture throughout our testing, consisting of input
adapters projecting features to a 10-dimensional space, a 3-layer MLP with 50 neurons per layer,
a single-layer LSTM with 50 cells, two additional MLP layers with 50 and 10 neurons, and output
adapters consisting of a one-layer MLP with one neuron. This consistent architecture allowed
us to isolate the impact of hyper-parameters on performance, helping identify the best settings
for each selection. In our study, comparing hyper-parameters might not be useful because their
effectiveness depends on the training run and data subset. The choice of hyper-parameters is
closely linked to each experiment’s specific conditions, making general comparisons less valuable.

5.5 Results and discussion

This section presents the results of the four different approaches: Single task training (Single),
Pre-training + Fine-tuning (PT-FT), Pre-training + retraining input and output layers (PT-R-
in-out), and Auxiliary Training (AT). The performance evaluation was carried out as follows: we
selected various amounts of samples, ranging from 3 to 20, from the development sets of the main
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Table 5.4: Few-Shot Remaining Useful Life (RUL) Prediction on FD004 (top) and on N-CMAPSS
( bottom): RMSE on Test Data shows that Auxiliary Training (AT) predominantly outperforms
Single task training (Single), Pre-Training + Fine-Tuning (PT-FT), and Pre-Training + Retrain-
ing Input/Output Layers (PT-R-in-out). The standard deviation across multiple selections and
runs is represented by ±.

Approach
Number of samples

3 5 10 20

Single 46.11± 5.78 38.36± 7.37 44.41± 5.89 36.01± 8.19

PT-FT 49.40± 7.39 41.23± 7.68 46.48± 6.53 39.27± 7.49

PT-R-in-out 48.07± 7.64 38.37± 7.90 44.15± 7.25 39.95± 8.38

AT 36.58± 5.93 31.94± 4.93 27.92± 3.73 24.82± 2.93

Approach
Number of samples

3 5 10 20

Single 17.74± 2.71 17.12± 4.99 13.94± 2.44 14.20± 1.85

PT-FT 19.67± 5.42 16.29± 4.80 14.72± 3.93 15.46± 2.29

PT-R-in-out 18.54± 6.58 15.79± 4.80 13.85± 2.96 14.47± 1.75

AT 18.64± 5.17 16.14± 6.10 12.82± 1.91 12.80± 1.54
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Figure 5.3: Boxplots illustrating the RMSE distributions across the various approaches applied
to the FD004 data-set. Each plot corresponds to a different subset size—3, 5, 10, and 20 sam-
ples—across five selections. The approaches are color-coded allowing for an evaluative assessment
of each method’s predictive performances.

data. These selected samples were used to train the models using the approaches discussed. After
the training phase, the approaches were then tested using the test data from the corresponding
main data-set, and the results were collected.

Table 5.4 (top) and figure 5.3 shows the results on the FD004 test set, demonstrating that the
Auxiliary Training approach consistently outperforms the other methods across all shot settings.
AT achieved the lowest error values, with mean RMSE of 36.58 ± 5.93 for 3-shot, 31.94 ± 4.93
for 5-shot, 27.92 ± 3.73 for 10-shot, and 24.82 ± 2.93 for 20-shot. In contrast, the Single task
training approach consistently achieved the highest error values, with mean RMSE of 46.11 ±
5.78 for 3-shot, 38.36 ± 7.37 for 5-shot, 44.41 ± 5.89 for 10-shot, and 36.01 ± 8.19 for 20-shot.
The PT-FT and PT-R-in-out approaches showed intermediate results, with mean RMSE values
ranging from 39.27 ± 7.49 to 46.48 ± 6.53, but did not achieve significant improvements compared
to Single. These findings suggest that fine-tuning and retraining the input/output layers alone
may not be enough to enhance the model’s performance in few-shot learning scenarios. Auxiliary
Training, however, significantly enhances model generalization.
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Figure 5.4: Boxplots illustrating the RMSE distributions across the various approaches applied
to the N-CMAPSS data-set. Each plot corresponds to a different subset size—3, 5, 10, and
20 samples—across five selections. The approaches are color-coded allowing for an evaluative
assessment of each method’s predictive performances.

Direct comparisons with existing studies are challenging due to unique constraints and set-
tings of our research. Nonetheless, similar works using the same datasets provide reference
points. For instance, (Ansi Zhang et al., 2018) investigate transfer learning methodologies on
the same data (CMAPSS). One relevant result from this study employed the FD002 subset for
pre-training, which contains six operational conditions (OC), and select samples from FD004
for fine-tuning. Despite the fact that FD002 has a higher correlation with the main data, given
the greater number of OCs compared to FD001, the results yield an RMSE of 29.21 and 29.14
respectively when utilizing 10 and 20 samples. Another relevant study by (Ragab, Z. Chen, M.
Wu, C. K. Kwoh, et al., 2020) proposed an adversarial transfer learning method to deal with the
problem of unlabeled main data. Their work, despite being tangentially related to ours, demon-
strated an RMSE of 31.78, achieved by using the entirety of the unlabeled FD004 dataset and
FD001. These performances, though commendable, fall short when compared to our approach.

The results on the N-CMAPSS test set, as presented in Table 5.4 (bottom), show that AT
achieves the lowest RMSE values of 12.82 ± 1.91 and 12.80 ± 1.54 in the 10-shot and 20-
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shot settings, respectively. AT also delivers competitive performance in the 3-shot and 5-shot
scenarios, with RMSE values of 18.64 ± 5.17 and 16.14 ± 6.10, respectively. Further analysis
on the sub-optimal outcomes in the 3 and 5 shot scenarios, detailed in Table 5.5 and Figure 5.4,
shows the mean RMSE over five runs for each selection. For the 3-shot scenario, AT was superior
in three selections, while PT-FT had the lowest mean error in two. In the 5-shot scenario, AT
outperformed baseline methods in two selections, with other approaches leading in the rest.
These variances might be due to a few reasons. The N-CMAPSS (main) and FD001 (auxiliary)
datasets are not closely related, suggesting a need for more or similar run-to-failure trajectories
to better align the tasks. Alternatively, the simplicity of the auxiliary task’s adapters (one layer)
could lead to less relevant representations for the main task under these specific conditions.

Table 5.5: 3 and 5-shot RUL prediction over multiple selections of the few samples from N-
CMAPSS Data-set.

RMSE values

Selection 1 2 3 4 5

Approach 3 samples

Single 19.09 15.30 21.55 16.23 16.53

PT-FT 26.39 14.58 21.30 17.00 19.07

PT-R-in-out 20.47 16.77 21.33 15.70 18.40

AT 17.2 19.27 26.70 14.65 15.32

5 samples

Single 16.46 16.28 12.19 14.45 26.21

PT-FT 16.38 16.37 12.64 13.28 22.81

PT-R-in-out 15.63 16.46 12.20 13.95 20.72

AT 14.23 16.16 13.68 13.93 22.68

Let’s now delve into the impact of reducing the alpha parameter on predictive performance.
The results presented in Figure 5.5 underscores the efficacy of this adjustment across the two
configurations, FD004 (top) and N-CMAPSS (bottom). Lowering alpha, indicated by blue boxes,
generally results in lower or similar RMSE compared to when alpha is set to 1 (orange boxes),
with 80% of cases showing improved performance with the reduced alpha. This highlights the
benefit of a more regularized model. The consistent improvement across different sample sizes
and selections indicates that a smaller alpha helps prevent over-fitting, thereby improving the
model’s generalization capabilities and its performance.

While acknowledging the contributions of other works in transfer learning using the same
datasets, our study stands out by operating within a specific set of constraints and achieving
superior outcomes. Overall, these findings suggest that the proposed approach improves the
model’s generalization ability by utilizing related auxiliary data.

98



5.6. Conclusion

Figure 5.5: Boxplots illustrating the RMSE distributions on FD004 (top) and N-CMAPSS (bot-
tom). The results contrast using a main task loss weight of 1 with our proposed approach, where
the weight is significantly reduced to a value much less than 1.

5.6 Conclusion

This chapter presents a method that leverages auxiliary training to enhance the Remaining
Useful Life prediction. By utilizing related data-sets, while reducing the weight of the main
task loss, the proposed approach leverages knowledge from other data sets. The application of
task-specific layers is a notable contribution of this chapter, which projects inputs/outputs from
various tasks to relevant spaces, demonstrating its utility in dealing with dissimilar data-sets for
auxiliary training. This is also beneficial for other approaches such as pre-training using multiple
data sources. In comparison to existing methodologies, Auxiliary Training demonstrated lower
susceptibility to over-fitting under the few-shot learning paradigm. Empirical evidence in this
chapter shows that it outperforms other baseline approaches from existing literature, such as
Pre-Training followed by Fine-Tuning.

However, the assumption of accessible labeled data may not always hold true in industrial set-
tings. Often, large volumes of unlabeled data are generated, representing machines in unknown
operational states due to preventative maintenance practices. Labeling such data demands con-
siderable expertise and time, often impractical in many scenarios. This leads an important ques-
tion: How can external, unlabeled data be leveraged without necessitating manual
labeling? To address this question, the next chapter proposes an approach that automatically
derive auxiliary objectives from heterogeneous unlabeled data.
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Chapter 6

Deriving auxiliary objectives from
unsupervised heterogeneous data sets

Contribution
In the evolving landscape of Prognostics and Health Management, a significant amount
of heterogeneous, unsupervised data remains under-exploited, mainly due to preventive
maintenance operation arriving before the development of incipient degradation as well as
the high costs and labor involved in manual labeling. To address this challenge, our work
proposes an approach based on auxiliary learning that exploits these untapped heteroge-
neous data reserves through an automated pseudo-labeling process. This process involves
the automatic assignment of pseudo labels to the unsupervised data sets, transforming
them into a valuable resource for improving the performance of the primary task.
Our extensive validation across three different datasets and twelve experimental settings
confirms the effectiveness of our method. The results showcase that our approach outper-
forms traditional strategies while also delivering results comparable to auxiliary learning
with labeled data.

6.1 Introduction

The Auxiliary training approach can involve auxiliary tasks derived from the main task data,
extracting additional layers of complexity and relationships in the data to facilitate the learning
process, or exploit entirely separate data sets (Chapter 5), as illustrated in Table (6.1), which can
introduce a richer feature diversity and potentially improved generalization compared to relying
on the same primary input data. While using external data is potentially more promising, the
accessibility of such labeled data remains a significant challenge, especially in domains where
data labeling is inherently difficult or costly. This chapter is dedicated to tackling this crucial
challenge by addressing the question: "How can external, unlabeled data be leveraged
for auxiliary training without necessitating manual labeling?"

Semi-supervised learning (SSL) partially addresses this by integrating unsupervised data
to enhance learning (Duarte and Berton, 2023). Nonetheless, most SSL methods assume that
both supervised and unsupervised sets originate from the same distributions, an assumption
that often does not hold in all scenarios (Banitalebi-Dehkordi et al., 2022). A step forward
has been made by (Banitalebi-Dehkordi et al., 2022), which formalized the concept of Auxiliary
semi-supervised learning. This problem is predicated on leveraging unsupervised data from
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Table 6.1: This table categorizes state-of-the-art (SOTA) methods based on the source of auxil-
iary information and the nature of task labeling. Two main sources of auxiliary information are
proposed in the literature: the main input data, which may be augmented or contextualized, and
heterogeneous auxiliary data sets. Additionally, auxiliary tasks are differentiated by their label-
ing approach. Our work focuses on the pseudo-labeling of unsupervised heterogeneous datasets.

Auxiliary
tasks

derived
from

Auxiliary
objectives
based on

Pseudo labels True labels/Unsupervised

Main data (S. Liu et al., 2019)
(L. Xu et al., 2021)

(T. Lin et al., 2021)
(Dery, Michel, Khodak, et al., 2022)

(Liebel and Körner, 2018)
(Linfeng Zhang et al., 2020)

(Hwang et al., 2023)
Heterogeneous

Auxiliary
data sets

Our work
(Watanabe et al., 2022)

(Dery, Michel, Khodak, et al., 2022)
(S. Liu et al., 2019)

distributions that differ from the main task to improve the performance of the primary objective,
a broader assumption than traditional SSL. Their definition, however, is tailored to classification
tasks and hinges on the notion that the labeled and unlabeled data sets do not share the same
class distribution. Our research builds on this, dealing with varied unlabeled auxiliary data
sources that differ in distribution, feature spaces, and output values, extending to regression
tasks with heterogeneous data.

This problem manifests itself in a variety of applications, such as RUL prediction, which
necessitates leveraging different datasets rich in informative features yet underutilized due to lack
of labels. In industrial settings, despite the abundance of related data from similar or different
machinery across plants, its potential remains untapped primarily because it’s unlabeled, lacks
complete life-cycle trajectories, or isn’t directly applicable to model development, often due to
maintenance practices and the extensive costs of labeling. Furthermore, even when labeled, these
labels may not be fully compatible with the main objective, as they generally represent a one-
time effort that is not always relevant to the main task. For challenges like RUL prediction or
others within similar contexts, there is a need for an approach capable of incorporating multiple
data sources, flexible to automatically define the auxiliary objectives without the need for manual
expensive labeling.

In this study, we leverage primary data to inform the usage of additional unsupervised data
through a bidirectional interaction. Our method employs a label generation network and an
auxiliary learning network, both trained end-to-end by a meta-learning algorithm. The idea is
that the label generation model labels auxiliary tasks, which are then used to inform the auxiliary
learning model’s training. The label generation network is trained based on the auxiliary model’s
performance on the primary task’s validation set, aiming to optimize labeling of auxiliary data
sources in a way to enhance generalization on the main task. While a similar approach was
explored by (S. Liu et al., 2019) for image classification, where the goal is to find optimal

102



6.2. Related Work

auxiliary objectives from the same primary data set, our research as shown in Table 6.1 extends
this by incorporating multiple data sources and provide empirical evidence to demonstrate its
effectiveness.

This chapter is structured as follows: section 6.2 provides a summary of related work, Section
6.3 introduces the proposed method of utilizing an auxiliary data-set for learning, Section 6.4
showcases the experimental setup and performance evaluation results for the proposed approach,
and finally, Section 6.5 concludes the chapter.

6.2 Related Work

Meta Learning Also known as "Learning to Learn" is a learning paradigm that typically
involves a bi-level optimization process where the inner-learner provides feedback for optimization
of the meta-learner. Meta learning approaches have been applied in a variety of applications,
multiple works focused on learning good initialisation for few-shot learning (Finn et al., 2017) and
on learning optimizer/finding optimal hyper-parameters (Z. Li et al., 2017). For label generation,
(Pham et al., 2021) used meta learning to optimize a pseudo label generator for better semi-
supervised knowledge distillation, while (Ng and Q. Wang, 2022) proposed similar approach but
without the teacher model. For Auxiliary training, majority of works used meta learning for
adaptive weighting of tasks or even samples under this paradigm (Dery, Michel, Khodak, et al.,
2022; Hwang et al., 2023; Dery, Michel, Talwalkar, et al., 2021). As for auxiliary label generation,
there exists an approach that leverages multi-task framework to automatically generate auxiliary
labels to the same input data (S. Liu et al., 2019), which bears relevance to our research. However,
this method confines itself to the knowledge inherent in the main input data, which may be
insufficient for certain applications. Our work seeks to extend this boundary by proposing to learn
to generate labels for disparate unsupervised data-sets from multiple data sources. Additionally,
we propose a more general algorithm that avoids the meta-learner and inner-learner mismatch
inherent in (S. Liu et al., 2019) iterative optimization, ensuring a more effective learning process.

Semi supervised learning has seen great strides when labeled data is scarce but unlabeled
data is abundant, multiple works proposed algorithms to supplement small labeled data with a
larger unlabeled examples during training (Pham et al., 2021; Sohn et al., 2020), and showed it
can greatly improve generalization when properly used (Duarte and Berton, 2023). This relates to
our work in the idea of using unsupervised auxiliary data to boost performance. However, in SSL,
the majority of work assumes that the unlabeled data is drawn from the same distribution as the
labeled data; conversely, our work does not follow this assumption. Recent work from (Banitalebi-
Dehkordi et al., 2022) formalized a similar problem to ours as auxiliary semi-supervised learning,
where the unlabeled data can come from unconstrained distributions.

6.3 Labeling auxiliary data sources with meta learning

Previous approaches have successfully utilized auxiliary learning to boost neural network per-
formance by creating auxiliary objectives by leveraging domain-specific knowledge, further ex-
ploiting the main data, or by leveraging labeled data. However, these methods often overlook
the vast amounts of unsupervised heterogeneous datasets, particularly in areas where obtaining
labeled data is challenging and costly, like RUL prediction (Fink et al., 2020).

Intuitively, we assume that there exists a latent generic degradation process z that is common
to both the primary and auxiliary datasets: the primary observations xM ∼ p(x|z, CM ) as well as
the auxiliary observations xA ∼ p(x|z, CA) are sampled from this underlying process conditioned
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Figure 6.1: Illustration of the proposed approach. (a) Training period: The base model processes
the main and auxiliary input data to generate corresponding output values for each task. These
outputs are then used to calculate the loss, by comparing them with the true labels for the main
task and the pseudo-labels generated for the auxiliary tasks. Simultaneously, a label generation
model is trained to iteratively adjust the pseudo-labels for the unsupervised auxiliary tasks in
order to improve the learning process for the main task. (b) Test period: The main objective
is to predict the remaining useful life of the new samples for the main task. During this phase,
the framework uses only the main adapters and shared parameters of the base model. Auxiliary
adapters and the label generation model are eliminated, reducing the total number of parameters
and simplifying the model structure.

on their respective task specific contexts CM and CA. We do not aim at explicitly modeling
this latent process z, but we rather rely on the capacity of deep neural networks to selectively
"remove" the specific contexts and only capture z. Even though the auxiliary datasets are not
labeled with their respective tasks, their observations contain novel information with regard to
the degradation trajectories z that is not present in the primary dataset, because of its limited
size. Hence, we propose to automatically label the auxiliary datasets based on the primary task
corpus in order to guide the deep model towards extracting the most relevant information for
the target task.

6.3.1 problem Setting

Let DM =
{
(xMi , y

M
i )

}NM

i=1
be the main data-set consisting of NM labeled instances, where

xMi ∈ XM represents the input features and yMi ∈ YM corresponds to the associated true

labels. Additionally, we consider K auxiliary data-sets, expressed as DAk
=

{
xAj,k

}NAk

j=1
for

k = 1, 2, ...,K, each comprising NAK
instances, only represented by input features xAj,k ∈ XAk

due to the absence of labels. XAk represents the feature space for the k-th auxiliary dataset.
Here, each XAk could be different from XM and also from each other X (Ak′ ) for any k′ ̸= k,
highlighting the heterogeneous nature of auxiliary data.

Our methodology focuses on generating labels for these unlabeled auxiliary datasets to
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improve the primary task’s performance. This involves the training of two key networks: a
base model, which is trained on both primary and auxiliary tasks as part of a conventional
auxiliary learning framework, and a Label Generation Model, which goal is to generate la-
bels for the auxiliary tasks. We denote the label generation model G, parameterized by θG,
which generates the labels for the multiple auxiliary tasks DAk

. Given an auxiliary input
xAj,k, it outputs the pseudo labels ŷGj,k = G(xAj,k), thereby creating pseudo-labeled datasets

DGAk
= {(xAj,k, ŷGj,k)}

NAk
j=1 , k = 1, 2, ...,K.

For the base Model B, parameterized by θB to solve the issue of varying input/output hetero-
geneity between tasks, we apply hard parameter sharing approach (Ruder, 2017) with branches
at the input and outputs layers as discussed in the previous chapter and as shown in figure (6.1).

6.3.2 Model objectives

Our goal is to train the label generation model G, to generate pseudo-labels for auxiliary tasks
by adopting a "learn to label" strategy (Pham et al., 2021; Ng and Q. Wang, 2022), aiming to
enhance the performance on the primary task. This "learning to label" paradigm follows the
bi-level optimization framework recognized in meta learning literature (Hospedales et al., 2021),
where we have an inner-learner, the base model in our case, that provides feedback to optimize
the meta-learner which corresponds to the label generation network in our case.

Specifically, starting from the current θB and θG, we first start by pre-updating θB by optimiz-
ing the auxiliary training objective using training samples from all tasks, resulting in pre-updated
parameters θ′B:

θ′B = θB − η∇θB

[
ℓ(yM,train, ŷM,train(θB)) +

K∑
k=1

ℓ(ŷGk (θG), ŷ
A
k (θB))

]
(6.1)

where η is the step size, ℓ denotes the training loss (MSE in our case).
Then the label generation network undergoes an "end task aware" update (Dery, Michel,

Talwalkar, et al., 2021). This implies that this network is trained in such a manner that, when
the base model uses these labels for training, performance on the main task would be maximized
on the validation data. Thus, the meta learner parameters are updated as

θG ← θG − µ∇θGℓ(y
M,val, ŷM,val(θ′B)) (6.2)

Here, µ is the step size, θ′B represents the base model’ parameters after one epoch update, by
using a retained computational graph, we can compute the derivatives with respect to the meta
learner’s parameters θG. The choice of using validation data in the meta objective is to mitigate
over-fitting as shown in multiple works applying similar look a head approach (Dery, Michel,
Talwalkar, et al., 2021; Dery, Michel, Khodak, et al., 2022).

After that, we update the base model original parameters θB with the updated label gener-
ation network θG:

θB ← θB − η∇θB

[
ℓ(yM,train, ŷM,train(θB)) +

K∑
k=1

ℓ(ŷGk (θG), ŷ
A
k (θB))

]
(6.3)

This is the same equation as before (6.1), but we now use the updated parameters of the label
generation network to train the base model.
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Figure 6.2: Steps of the proposed training methodology, detailing the iterative optimization of
the base and label generation models across main and auxiliary datasets.

Algorithm 2 MetaAuxiLabeler Algorithm
Require: Base model θB, Label generation model, θG
Require: η, µ: learning rates for the two networks.
1: while not done do
2: for each training iteration i do

3: Update θ′B : θ′B = θB − η∇θB

[
ℓ(yM,train, ŷM,train(θB)) +

∑K
k=1 ℓ(ŷ

G
k (θG), ŷ

A
k (θB))

]
4: end for
5: Update θG : θG ← θG − µ∇θGℓ(y

M,val, ŷM,val(θ′B))
6: for each training iteration i do
7: Update the original θB with the updated labels: ......................................................

........... θB : θB ← θB − η∇θB

[
ℓ(yM,train, ŷM,train(θB)) +

∑K
k=1 ℓ(ŷ

G
k (θG), ŷ

A
k (θB))

]
8: end for
9: end while

The Algorithm 2 (Figure 6.2) represents a cooperative effort between the label generation
model and the base model. The first learns to generate better labels based on feedback from
the latter’s performance, while the latter benefits from the refined labels to improve its own
performance on the main task.

Our approach above is similar to that of (S. Liu et al., 2019) with two key differences: First,
we leverage entirely separate data sources instead of reusing input from the main task in a
multi-task setup. This allows us to leverage additional information, beyond what is available
in the main dataset. Second, the meta learner in their approach is optimized for the original
inner-learner and then applied to update the inner-learner in the next iteration, which may
be sub-optimal as there is a mismatch between the inner-learner and the meta-learner. In our
algorithm, we update the meta model after one step of training of the base model, which removes
this mismatch during learning.

106



6.4. Experiments

6.4 Experiments

6.4.1 Experimental setup

Models architecture

The base model and the label generation network follow a unified architecture consisting of TCN
(Bai et al., 2018) layers and linear layers with Tanh activation functions, with adapter modules as
needed. This architecture differs from the one discussed in previous chapters. The shift to TCN
was driven by the practical challenges associated with meta-training LSTM layers on Graphics
Processing Units (GPU), second derivative of LSTM layers is not supported on GPUs, but are
supported for TCN which makes the training much faster.

Settings

In our experiments, we aimed to test our approach in different conditions, simulating scenarios
with scarce labeled data for the main task but abundant unlabeled data for auxiliary tasks. We
chose a limited number of Run-to-Failure trajectories (3, 5, 10, or 20) from the target set to
reflect these conditions.

We utilized four distinct datasets: three Turbofan engine degradation datasets, FD001 and
FD004, from C-MAPSS dataset, and N-CMAPSS dataset and one Battery degradation dataset
(See section 2.5). We included the Battery dataset despite it focuses on a different type of
equipment because it shares key similarities with the others, particularly in having multiple
RTF trajectories and showing degradation through amplitude changes. This similarity allowed
us to use the same model architecture/adapters avoiding adjustments for different degradation
patterns, such as frequency changes seen in bearings data for instance. We designed three test
configurations to cover a wide range of scenarios, as detailed in Table 6.2. The primary task was
based on either the Turbofan (FD004 or N-CMAPSS) or the Battery data-set. Intentionally,
we excluded other C-MAPSS data-sets like FD001, FD002, and FD003 from being the main
task, given their relatively simpler nature compared to FD004. The aim was to challenge our
approach by focusing on the most complex configurations possible. The auxiliary data used are
based on the inputs of FD001 + Batteries or FD001 + N-CMAPSS datasets, depending on the
configuration. The RUL values, referred to as labels, have not been utilized, as the aim is to
generate them using the label generation model.

Table 6.2: Experimental configurations

Configuration Auxiliary
set

Main
set

Number of
samples

CFD004 FD001 + Batteries FD004 3,5,10,20

CN−CMAPSS FD001 + Batteries N-CMAPSS 3,5,10,20

CBatt FD001 + N-CMAPSS Batteries 3,5,10,20

Baselines

To assess our approach, we compared it against several baseline methods:
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Table 6.3: Comparison of baseline approaches in terms of their use of information from primary
and auxiliary data sources. The quantity of primary data samples is variable and depends on the
specific experiment conducted. Similarly, the number of samples from heterogeneous auxiliary
data is also subject to variation, depending on the configuration.

Approach
Number of primary

task samples
(labeled)

Number of auxiliary
tasks samples

(labeled)

Number of auxiliary
tasks samples
(unlabeled)

Label
generator
network

True labels {3, 5, 10, 20} {234, 166} 0 No

Single Task
learning {3, 5, 10, 20} 0 0 No

Our
approach {3, 5, 10, 20} 0 {234, 166} Yes

MAXL {3, 5, 10, 20} 0 0 Yes

Random
labels {3, 5, 10, 20} 0 {234, 166} No

• Single task learning : This baseline involves training the model solely on the main task.
The comparison helps determine if integrating auxiliary datasets improves performance or
not.

• True labels : Considering our method relies on unlabeled auxiliary datasets, It’s essential
to compare it to auxiliary training with actual labeled datasets, i.e. with RUL values. This
comparison aims to see if our meta labeling strategy can match or surpass the performances
achieved when actual labels are employed.

• Meta AuXiliary Learning (MAXL) : Described in (S. Liu et al., 2019), employs a gen-
erator to create auxiliary tasks based on the same main dataset in a multi-task framework.
We adapted this concept, tailoring it to the context of RUL prediction by introducing a
single auxiliary task through our algorithm 2 and our architecture. By contrasting our ap-
proach with MAXL, we compare using cross-dataset auxiliary training over intra-dataset
multitasking.

• Random : Evaluating our method against a scenario where auxiliary tasks are labeled
randomly helps gauge the effectiveness of our meta labeling strategy.

Training details

For our experiments, we maintained a consistent base model configuration, adding adapter
branches as necessary. We exclusively used Adam as the optimizer for the label generation
network model and kept the batch size constant at 16. A grid search was performed based on
the validation set performance to determine the optimal hyper-parameters. Specifically: base
model learning rates η were tested across {0.01, 0.001, 0.0005, 0.0001}, label generation network-
specific learning rates µ spanned the set {0.1, 0.01, 0.001}, base model optimizers were evalu-
ated between "Adam" and "SGD". The weighting for the main task loss was explored across
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{1, 0.001, 0.0001}. To ensure robustness in our results, each configuration underwent multiple
runs. For a given number of samples in the main task, we executed a random selection of that
number of samples five times. Each of these selections was then subjected to five individual ex-
periments. Training was consistently conducted over 1,000 epochs, employing the mean squared
error as the loss function.

6.4.2 Experimental Results

We present our findings through comparative analyses between the proposed method and estab-
lished benchmarks. These analyses are structured according to the configurations detailed in
Table 6.2. Performance metrics are provided in Table 6.4, 6.6, and 6.5, as well as in Figure 6.3.
1

Comparison with Single Task Learning

Our comparison with the single-task learning baseline (Table 6.4) shows that using meta-labeled
auxiliary training generally improves model performance. Our method produced superior results
in over 80% of tests across three experimental setups. Specifically, for CFD004 and CBatt, our
approach outperformed single-task learning in 15 out of 20 cases, and in 19 out of 20 cases for
CN−CMAPSS . The instances where our method under-performed, mostly occurring in 30% of
cases with 3 or 5 samples, coincided with the presence of a single trajectory in the validation
set. This suggests that, in some cases, a single validation trajectory may not be sufficiently rep-
resentative, leading to less accurate pseudo labels and reduced performance. When our method
showed improvement over Single, the average increase in performance was 18%, with some cases
showing enhancements up to 38% (more than 50% in one case). In scenarios where our approach
was worst than single-task learning (about 20% of the time) the average decrease in performance
was 12%, with decreases of up to 28%. Overall, incorporating meta-labeled auxiliary data tends
to yield better results in most cases, indicating that it improves model performance.

Comparison to labeled Auxiliary task learning (True Labels)

Following the initial evaluation, we contrasted our approach with a scenario wherein the aux-
iliary objectives are based on True labels of the auxiliary data sets (Table 6.6), we aimed to
measure performance differences between actual labels and those generated by our meta-labeling
technique.

In the cases of CFD004 and CBatt, auxiliary learning with true labels surpassed our meta-
labeling method in 65% of instances, with an average performance gap of 8%. Conversely, in the
scenarios where our approach did outperform true labels, the average improvement was 4.7%.
However, for the second configuration, CN−CMAPSS , our method exceeded the performance of
true labels in 80% of cases, achieving an average enhancement of 14%, while the performance
difference in the other 20% of cases was 4.8%.
These findings indicate that true labels provide better outcomes than pseudo labels in two out
of three configurations. Nevertheless, in the CN−CMAPSS configuration, our approach demon-
strated superior results, suggesting that the efficacy of each method could be influenced by the
specific characteristics of the main dataset at hand, such as the similarity between the data
among other potential factors.

1the results of this chapter are not comparable with those of the previous one because we have modified the
architecture of the model.
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Table 6.4: Comparative performance evaluation of our approach against Single task learning
method on the three experimental configurations. The values presented as RMSE mean over 5
runs. For ease of reading, CBatt values are scaled by 1/23.

CFD004 CN−CMAPSS CBatt (÷23)
Number

of
samples

Selection Single Our
approach Single Our

approach Single Our
approach

3

1 34.45 31.98 22.97 19.35 23.14 19.32
2 38.22 36.94 39.41 18.31 17.60 18.62
3 41.94 44.49 24.39 31.37 20.70 23.51
4 33.39 37.58 26.24 18.02 25.67 24.06
5 44.03 41.99 22.59 19.04 27.45 18.46

5

1 36.89 29.55 29.92 16.12 26.08 20.13
2 34.04 33.39 24.33 20.88 22.44 25.43
3 33.98 39.85 16.99 15.73 21.01 20.71
4 33.41 39.02 22.53 14.95 17.46 16.88
5 38.18 34.75 25.65 18.24 19.60 22.18

10

1 36.28 27.18 19.21 15.25 19.93 16.76
2 30.32 27.53 18.70 13.22 22.54 16.97
3 32.15 36.36 17.20 15.39 23.87 16.79
4 38.78 33.62 20.70 14.60 22.59 23.04
5 41.11 30.81 18.85 14.19 21.07 19.29

20

1 31.73 26.13 17.63 16.06 18.37 15.84
2 34.76 30.77 16.21 13.58 19.73 18.81
3 30.64 26.05 20.72 15.25 22.15 14.85
4 32.55 30.77 14.52 13.28 21.56 15.12
5 31.05 27.43 17.75 12.54 20.47 15.86

Overall, our methodology presents a viable alternative when access to labeled data is limited,
aiming to make use of unlabeled data. It shows an improvement over single-task learning and,
in certain cases, offers comparable performance with labeled auxiliary data. The variability in
performance across different configurations may point to underlying dataset-specific elements
that warrant further investigation, rather than reflecting limitations of our approach.

Comparison to intra-data-set Auxiliary label generation (MAXL)

Our study also investigated whether integrating unsupervised data from heterogeneous domains
into auxiliary objectives is beneficial. To this end, we compare our approach with adding aux-
iliary objectives based on the same primary input data in a multi-task framework, an approach
proposed by (S. Liu et al., 2019). we adapted the idea of intra-data set based objectives to the
context of RUL prediction, introducing a single auxiliary task based on our algorithm 2.

The comparative analysis (table 6.5) shows that our approach outperformed MAXL in over
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Table 6.5: Comparative performance evaluation of our approach against True labels method
on the three experimental configurations. The values presented as RMSE mean over 5 runs. For
ease of reading, CBatt values are scaled by 1/23.

CFD004 CN−CMAPSS CBatt (÷23)
Number

of
samples

Selection True
labels

Our
approach

True
labels

Our
approach

True
labels

Our
approach

3

1 33.71 31.98 29.84 19.35 20.07 19.32
2 35.32 36.94 24.89 18.31 20.95 18.62
3 44.16 44.49 30.38 31.37 23.52 23.51
4 33.67 37.58 25.56 18.02 23.55 24.06
5 41.13 41.99 19.10 19.04 20.26 18.46

5

1 26.68 29.55 15.55 16.12 19.20 20.13
2 31.23 33.39 19.04 20.88 24.16 25.43
3 33.66 39.85 19.24 15.73 20.49 20.71
4 37.18 39.02 18.15 14.95 17.62 16.88
5 34.06 34.75 21.39 18.24 19.59 22.18

10

1 25.01 27.18 18.98 15.25 16.31 16.76
2 27.98 27.53 12.87 13.22 17.57 16.97
3 26.91 36.36 18.18 15.39 17.90 16.79
4 30.38 33.62 18.46 14.60 21.07 23.04
5 30.05 30.81 16.23 14.19 18.28 19.29

20

1 27.15 26.13 16.94 16.06 14.74 15.84
2 26.30 30.77 15.09 13.58 18.80 18.81
3 27.12 26.05 15.67 15.25 15.37 14.85
4 25.01 30.77 13.67 13.28 16.21 15.12
5 26.75 27.43 12.99 12.54 15.26 15.86

80% of cases, where the average improvement was 15% (median 15%). Conversely, in the re-
maining cases where it under-performed, the average difference was 12% (median 9%). This
superiority suggests that even though both methods generate pseudo-labels from the main task’s
validation set, the incorporation of heterogeneous data sets can enhance generalization on the
primary task. We attribute this improvement to several factors: First, the diversity of hetero-
geneous data sets introduces a broader spectrum of features and examples, avoiding excessive
adaptation to the particularities of the training data for the main task. Second, the label genera-
tion network is able to generate labels that capture concepts and knowledge from heterogeneous
data sets, which can then be transferred to the main task, possibly discovering hidden patterns
in the main data set that were not initially captured. In addition, heterogeneous auxiliary tasks
can serve as a stronger form of regularization, encouraging the model to develop more generaliz-
able representations compared to what’s achievable through multi-task learning within a singular
dataset.
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Table 6.6: Comparative performance evaluation of our approach against MAXL method on the
three experimental configurations. The values presented as RMSE mean over 5 runs. For ease
of reading, CBatt values are scaled by 1/23.

CFD004 CN−CMAPSS CBatt (÷23)
Number

of
samples

Selection MAXL Our
approach MAXL Our

approach MAXL Our
approach

3

1 39.57 31.98 17.39 19.35 18.86 19.32
2 38.30 36.94 22.51 18.31 17.85 18.62
3 41.29 44.49 29.24 31.37 24.02 23.51
4 40.46 37.58 16.12 18.02 25.19 24.06
5 55.20 41.99 19.43 19.04 24.20 18.46

5

1 34.29 29.55 18.84 16.12 24.89 20.13
2 38.33 33.39 23.3 20.88 22.88 25.43
3 37.35 39.85 18.36 15.73 22.05 20.71
4 30.65 39.02 18.12 14.95 19.40 16.88
5 36.48 34.75 24.11 18.24 16.58 22.18

10

1 33.83 27.18 22.98 15.25 20.29 16.76
2 30.19 27.53 17.84 13.22 23.16 16.97
3 40.74 36.36 18.29 15.39 22.65 16.79
4 40.44 33.62 18.78 14.60 24.85 23.04
5 41.26 30.81 18.94 14.19 21.13 19.29

20

1 30.72 26.13 16.36 16.06 18.23 15.84
2 33.83 30.77 16.69 13.58 20.90 18.81
3 30.46 26.05 19.76 15.25 21.97 14.85
4 32.24 30.77 15.12 13.28 20.62 15.12
5 33.72 27.43 16.87 12.54 19.07 15.86

Essentially, although both approaches rely on the performance of the validation set for the
meta updates, leveraging heterogeneous data sets with pseudo-labels can improve generalization
by introducing a richer set of features, more patterns, and learning scenarios, making the model
more performing and robust to the conditions in the test set.

Comparison with Random Labeling

To assess our meta-learning loop’s effectiveness, we compared it against a random labeling ap-
proach, focusing on the validation set for a more direct analysis of pseudo label impact. Our
pseudo labels are optimized to minimize loss on the validation set, unlike random labeling, which
doesn’t account for primary task performance and is applied without iteration.

The comparison, illustrated through box-plots in Figure (6.3), clearly demonstrated our
method’s superior validation performance. Our approach resulted in tighter inter-quartile ranges,
lower medians, and a reduced spread in RMSE values, indicating that our meta-learning loop
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Figure 6.3: Boxplot comparison of RMSE on the validation set across different main data-sets,
sample sizes (denoted by nb samples), and selections, contrasting our method method with
Random labeling.

successfully y guides the model towards more optimal parameters, thereby enhancing its pre-
dictive accuracy. Moreover, random labeling displayed greater volatility, evident from a higher
occurrence of outliers, reflecting its unstructured nature. Conversely, our approach demonstrated
fewer outliers, indicating a more stable and reliable learning process that effectively utilizes the
data’s inherent structure.

Evaluating the Pseudo-Labeling Approach on Whole vs. Truncated Trajectories

In order to best represent real-life conditions in PHM, we study the application of our approach
to truncated trajectories. In practical industrial scenarios, letting equipment run until failure is
often avoided due to the associated high costs and risks. To reflect this reality, we implemented
a truncation process on the auxiliary data, which randomly shortens the input data lengths to
between 40%-80% of their original trajectory length.

The results, detailed in Table 6.7, shows the impact of utilizing either whole or truncated
trajectories on performance. The results indicate a preference for full trajectories, although by a
narrow margin. Each strategy outperforms the other in nearly the same number of cases (48%,
52%) , and the observed average performance difference between the two is around 6-7% (median
of 5%). Despite the reduction in data length and, by extension, in the information available for
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Table 6.7: Comparative performance evaluation of Pseudo-Labeling Whole vs. Truncated Tra-
jectories. The values presented as RMSE mean over 5 runs. For ease of reading, CBatt values
are scaled by 1/23.

CFD004 CN−CMAPSS CBatt (÷23)
Number

of
samples

Selection Truncated
Traj

Whole
Traj

Truncated
Traj

Whole
Traj

Truncated
Traj

Whole
Traj

3

1 32.09 31.98 17.35 19.35 20.63 19.32
2 36.81 36.94 18.45 18.31 22.08 18.62
3 41.03 44.49 21.64 31.37 23.54 23.51
4 40.00 37.58 18.10 18.02 23.98 24.06
5 46.16 41.99 20.95 19.04 20.35 18.46

5

1 28.89 29.55 16.33 16.12 18.98 20.13
2 34.35 33.39 18.73 20.88 23.83 25.43
3 36.04 39.85 16.99 15.73 21.57 20.71
4 39.09 39.02 18.72 14.95 16.18 16.88
5 35.54 34.75 24.33 18.24 20.19 22.18

10

1 26.05 27.18 15.33 15.25 16.38 16.76
2 31.02 27.53 13.60 13.22 18.43 16.97
3 39.31 36.36 16.99 15.39 15.94 16.79
4 30.22 33.62 13.79 14.60 21.30 23.04
5 35.95 30.81 14.26 14.19 18.22 19.29

20

1 25.22 26.13 15.79 16.06 14.83 15.84
2 31.22 30.77 14.76 13.58 19.74 18.81
3 24.90 26.05 15.19 15.25 15.73 14.85
4 28.51 30.77 12.74 13.28 15.07 15.12
5 25.84 27.43 12.97 12.54 14.31 15.86

learning, the RMSE values indicate only a minor degradation in model performance, and in some
instances, it even outperformed the performance obtained with complete RTF trajectories. This
demonstrates the robustness of our approach, highlighting its suitability for real-world PHM
applications where complete RTF data may not be readily available.

6.4.3 Discussion and Limitations

Unsupervised heterogeneous data are often utilized during pre-training phases to learn generic
representations. However, as noted by (Dery, Michel, Talwalkar, et al., 2021), the drawback of
this pre-training approach is that the learned representations may not be optimally tailored to
the primary task. Our approach addresses this by deriving auxiliary objectives through meta
pseudo labeling unsupervised external data, making the learning process ’end-task aware’ and
tailored to the primary task’s needs. This is particularly useful when labeled data for the primary
task is limited, as direct fine-tuning on such data often leads to over-fitting.
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6.5. Conclusion

Our empirical findings confirm that leveraging separate, unsupervised heterogeneous data
sets presents a promising solution when faced with a scarcity of labeled data in the primary task.
However, there are limitations to this method particularly concerning the use of the validation
set. The methodology relies heavily on the validation set for two critical functions: updating the
meta-learner and selecting the optimal model during training. This dependency can compromise
generalizability if pseudo-labels optimized for validation performance do not represent a wide
enough range of scenarios.

While some research recommends employing dual validation sets to address this limitation,
our study, constrained by the number of available trajectories, does not incorporate this ap-
proach. Consequently, the potential knowledge gained from unsupervised auxiliary data may be
underutilized or skewed, depending on the representativeness of the validation set.

Despite these challenges, it is noteworthy that our method consistently outperformed other
techniques in our tested configurations, suggesting that these limitations, though present, do not
significantly detract from the overall efficacy of our approach in the explored scenarios.

6.5 Conclusion

This chapter introduced a meta-learning-based method for automatically generating auxiliary
objectives from unsupervised data, demonstrating its efficacy in enhancing the generalization of
the main task through end-task aware pseudo-labeling. Applied within the context of remaining
useful life prediction, our approach addresses scenarios characterized by limited labeled data for
the main task and the availability of other diverse unsupervised datasets.

Comparative analyses against various baselines revealed that our method offers a viable
alternative in situations where acquiring labeled datasets is challenging. It outperforms single
task learning and other benchmarks, proving to be competitive against auxiliary learning with
labeled auxiliary data. Our experiments show that our approach is a promising step towards
automating auxiliary learning with heterogeneous unsupervised data.
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Chapter 7

Summary of Findings and
Contributions, and Potential Areas for

Future Research

7.1 Conclusion

The main objective of this thesis was to advance the Deep Learning (DL) applications in prog-
nostic domain, focusing on Remaining useful life (RUL) prediction for industrial equipment. A
review of the existing literature in Chapter 2 identified several areas for improvement in this
research field, leading to the formulation of focused research questions intended to guide this
work:

• Which deep learning architectures are best suited for end-to-end training, can handle data
variability, and still deliver accurate RUL predictions?

• How can deep learning models be designed to provide interpretability that aligns with
industrial concepts present in the data?

• How to better leverage external data to develop RUL prediction models?

• How can external, unlabeled data be leveraged for auxiliary training without necessitating
manual labeling?

In this thesis, we have addressed these key questions through a two-part investigation, in
the first part of the thesis, where data availability was not a limiting factor, we worked on the
two first questions: Chapter (3) presented an MLP-LSTM-MLP architecture. This architecture
was designed to address the variability introduced by the system functioning under multiple
operating conditions, a common issue that often degrades performance of models in literature.
This architecture, through end-to-end training without manual feature selection/engineering,
demonstrated improved performance on datasets characterized by multiple operating conditions.

Subsequently, Chapter (4) delved into enhancing the explainability of the previously devel-
oped model. By replacing the initial MLP layers with a gated mixture of experts, the gating
network will allocate an expert per operating condition, thereby enhancing the model’s inter-
pretability. This approach, integrated during the model’s conception and training, can be used
in combination with other post-hoc interpretability techniques.
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The second part of the thesis addressed the reality of limited run-to-failure trajectories specific
to individual equipment. Assuming access to additional datasets, which may be related to the
primary equipment and could be labeled or unlabeled, Chapter (5) introduced an auxiliary train-
ing approach that leverages labeled external data. The proposed use of task-specific projection
layers addressed input/output variability across datasets, which helped to leverage the knowledge
present in them. Through extensive testing, we demonstrated that our approach outperforms
conventional methods that leverage external data like Pre-training followed by Fine-Tuning.

Nevertheless, the issue of exploiting unlabeled data, common in industrial settings due to the
infrequency of failures and the prohibitive costs of labeling, remained unaddressed. To this end,
in Chapter (6), we proposed a meta-learning approach that derive auxiliary objectives from such
unlabeled data, where a label generation network meta-trained to produce pseudo labels that
enhance the performance on the main validation set. Comparative analyses across a spectrum of
configurations confirmed the viability of our method as a practical alternative in scenarios where
labeled data is scarce and labeling is neither economically nor logistically feasible.

7.2 Perspectives

7.2.1 Criticism and short-term perspectives

Reflecting on this thesis’s contributions highlights the necessity to address certain limitations
and chart immediate paths for future research.

The proposed MLP-LSTM-MLP architecture, effective in managing variability caused by
multiple operating conditions, struggles with long sequence lengths, a known limitation of LSTM
models due to the exploding and vanishing gradient problem (Arpit et al., 2018). Moreover, this
architecture sometimes falls behind other models from the literature in scenarios characterized by
a single operating condition. An immediate research direction could explore advanced sequence
models capable of processing long-range dependencies, while integrating an MLP in the suitable
location.

In terms of interpretability, the current implementation of the gated mixture of experts
represents an initial step towards creating a modular network wherein each module represents a
discrete concept from the dataset. While progress has been made in mapping experts to operating
conditions, perfect separation remains elusive, indicating the need for continued research in this
area. Additionally, future work could extend the application of gated mixtures of experts to
other parts of the model, potentially developing experts tailored to specific fault modes.

Regarding data scarcity, the auxiliary training approach introduced in the second part of
the thesis relies on a single validation set for both base and meta model learning, which might
amplify biases from the data split, potentially leading to over-fitting. A cross-validation method,
which involves periodically changing the training and validation sets throughout the learning
process, could address this by ensuring a more balanced learning process (Yoa et al., 2021).

Finally, to address data scarcity more generally, our approach could be combined with data
augmentation. Given the unique challenges of data augmentation in the context of prognostics,
future work could evaluate combining random, non-expert-driven data augmentations with the
meta-training of a label generation model, to label/select augmented inputs, potentially improv-
ing the generalization capabilities of the model and offering an automatic approach for enriching
the training data.

These short-term prospects aim to consolidate the progress made in this thesis, providing a
basis for follow-up efforts to enhance the application of DL models for RUL prediction.
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7.2.2 Long-term Perspectives

Advancing industrial prognostics through Deep Learning (DL) demands scientific research across
various domains, key areas for future research should include:

1. Datasets: Acknowledging the essential role of data in DL, there’s a significant need for
an expanded collection of datasets. Future research should focus on expanding the range
of datasets to include a broader spectrum of equipment types and longer RTF trajectories.
alongside data that accurately reflects actual maintenance practices, such as repairs and
replacements. Additionally, the development of datasets that contain new types of faults/-
operating conditions in test sets is critical for enabling open set learning which can reflect
real cases. Furthermore, integrating operational data with textual information, like main-
tenance logs and failure reports, is also needed to leverage language models. Creating such
data sets will help researchers develop new approaches to tackle challenges faced in real
world scenarios, and also develop new architectures/approaches that could have a similar
impact on the field as CNNs for CV and Large Language Models (LLM)s for NLP.

2. Application of Federated Learning: In response to the increasing digitization of indus-
tries and the need for privacy-preserving methodologies, it’s important to research federated
learning. This approach allows for the development of DL models from decentralized data
sources without compromising proprietary information, which could lead to learning other
types of faults not present in certain factories but are present in others. By demonstrating
federated learning’s potential to address these challenges, research can pave the way for
its broader acceptance and implementation, fostering a more collaborative and secure en-
vironment for implementing DL in industrial settings, such as developing large pre-trained
models, or other approaches beneficial for various applications.

3. Industrial Large Knowledge Models (LKM): proposed by (Jay Lee and Hanqi Su,
2023), envisions a synergy between a comprehensive knowledge library containing both
machine and human data (e.g., manuals, documents), domain knowledge LLMs, and other
AI techniques. Scientific research about this framework would allow to provide precise
solutions to specific problems, to facilitate human-in-the-loop interactions, which is a design
principle of industry 4.0 (Vogel-Heuser and Hess, 2016), and to improve the human’s ability
to achieve a holistic understanding of problems and minimise errors arising from narrow
focus.

These research areas align with the objectives of advancing DL applications for Prognostics
and Health Management, showing a promising potential next generation of industrial systems.

7.3 Epilogue

This thesis was funded by the European project "AI-proficient", and it seeks to summarize the
research experiences accumulated over the past three years, particularly in the domain of deep
learning for failure prognostics, an interesting topic that still leaves a lot of challenges to be
solved. The principal goal of this thesis was to advance the field of DL application to PHM.
Initially, our research operated under conditions where data scarcity was not a concern, aiming
to deepen our understanding of the research landscape and make contributions in terms of model
architecture and interpretability. The focus shifted to the issue of data scarcity in the latter part
of the research. The approach proposed to mitigate data scarcity involves the use of external,
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heterogeneous, unlabeled data, which is directly related to the demands observed across various
industries and applications. Note that the methodologies developed in this study are applicable
across different fields and should be considered in future research.
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