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Introduction en français

La théorie géométrique des groupes est une branche des mathématiques qui étudie
les propriétés de groupes à travers leurs actions sur certains objets géométriques. Pour
mieux appréhender les propriétés algébriques d’un groupe G, on peut s’intéresser à la
géométrie et la topologie d’un espace X sur lequel il opère. Et à l’inverse, on peut égale-
ment apprendre des choses sur les propriétés de l’espace X en faisant agir des groupes
sur celui-ci.

L’objet qui nous intéressera est l’espace hyperbolique de dimension infinie. En toute
dimension (finie), il existe une unique variété riemannienne complète et simplement
connexe de courbure constante égale à 1, 0 ou −1. Ce sont respectivement la sphère Sn,
l’espace euclidien Rn et l’espace hyperbolique Hn.

Comme pour les espaces euclidiens et les sphères, il existe un analogue en dimension
infinie aux espaces hyperboliques Hn. L’étude de cet espace (et d’autres espaces symé-
triques de type non compact et de dimension infinie) a été suggérée par Gromov dans
[Gro93, Section 6.A] :

The spaces like this look as cute and sexy as their finite dimensional brothers and
sisters but they have been for years shamefully neglected by geometers and algebraists
alike.

Ce à quoi il ajouta :

The question that interest us most about such spaces concerns discrete isometry
groups Γ acting on them where the word "discrete" requires an explanation.

L’objectif principal de cette thèse est d’étudier et de construire des groupes « discrets »
agissant par isométries sur l’espace hyperbolique de dimension infinie.

On peut définir l’espace hyperbolique réel séparable de dimension infinie de la ma-
nière suivante : soit H un espace de Hilbert réel séparable muni d’une base hilbertienne
(ei)i∈N et soit Q la forme quadratique non-dégénérée définie par

Q(x) = −x2
0 + ∑

i>1
x2

i ,

1



2 INTRODUCTION EN FRANÇAIS

où les xi sont les coordonnées de x ∈ H dans la base (ei)i∈N. Alors

H∞ = {x ∈ H | Q(x) = −1, x0 > 0}.

Comme en dimension finie, le groupe des isométries de H∞ est la projectivisation du
groupe des automorphismes linéaires d’un espace de Hilbert préservant une forme qua-
dratique non-dégénérée de signature (∞, 1),

Isom(H∞) = PO(∞, 1).

Une différence majeure avec la dimension finie est l’absence de compacité locale. En
effet, H∞ est une variété riemannienne de dimension infinie, modelée sur un espace de
Banach de dimension infinie dans lequel les boules fermées ne sont pas compactes. Il en
va de même pour son groupe d’isométries Isom(H∞). Cependant, H∞ partage tout de
même de nombreuses propriétés avec les espaces de dimension finie. Comme mentionné
ci-dessus, c’est un espace symétrique riemannien de courbure constante égale à −1 (nous
renvoyons à [Duc13, Duc15] pour plus de détails sur les espaces symétriques de rang fini
et de dimension infinie). En tant que tel, c’est un espace CAT(−1), ce qui implique en
particulier qu’il est Gromov-hyperbolique.

Groupes agissant sur l’espace hyperbolique de dimension infinie. La dimension in-
finie apparaît déjà dans la théorie des représentations unitaires où l’on considère des re-
présentations dans le groupe orthogonal ou unitaire d’un espace de Hilbert. Nous nous
intéresserons ici aux représentations dans le groupe Isom(H∞) qui constituent d’autres
exemples de représentations en dimension infinie ayant « une saveur géométrique très
prononcée » ([DLP23]).

Un exemple important de groupe agissant sur l’espace hyperbolique de dimension
infinie provient de la géométrie algébrique. Cantat a prouvé dans [Can11] que le groupe
de Cremona Bir(P2(C)), groupe des transformations birationnelles du plan projectif
complexe, peut être plongé dans un espace hyperbolique de dimension infinie (non-
séparable), l’espace de Picard-Manin. Quelques références sur ce sujet incluent [CLdC13,
Lon16, Lon19b, Lon19a, LU21].

Dans [BIM05], Burger, Iozzi et Monod ont étudié les représentations du groupe d’au-
tomorphismes Aut(T ) d’un arbre T dans Isom(H∞). Ils ont exhibé une famille à un
paramètre de représentations continues et irréductibles Aut(T )→ Isom(H∞) qui est ac-
compagnée d’une famille de plongements quasi-isométriques de T dans H∞. Delzant,
Monod et Py ont obtenu des résultats similaires pour le groupe PSL(2, R) dans [DP12] et
plus généralement pour Isom(Hn) = PO(n, 1) dans [MP14], où les représentations conti-
nues et irréductibles Isom(Hn) → Isom(H∞) ont été classifiées. Cette classification a en
outre été étendue à toutes les représentations de Isom(H∞) dans lui-même, voir [MP19].
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Groupes discrets La théorie des groupes discrets agissant sur un espace hyperbolique
est devenue un domaine de recherche important depuis les travaux de Schottky, Fuchs,
Klein et Poincaré portant sur les groupes agissant sur les espaces hyperboliques de di-
mension 2 ou 3. En dimension 2, par exemple, les sous-groupes discrets de PSL(2, R) '
Isom+(H2) sont appelés groupes fuchsiens. Ils induisent des pavages du plan hyperbo-
lique H2 avec des régions polygonales. Il est également bien connu qu’un tel groupe est,
à un indice fini près, le groupe fondamental d’une surface hyperbolique. Plus généra-
lement, l’étude des variétés hyperboliques en dimension n est étroitement liée à celle
des sous-groupes discrets de PO(n, 1) = Isom(Hn). Une classe particulière de groupes
discrets est celle des réseaux pour lesquels il existe un domaine fondamental de volume
fini pour la mesure de Haar (on dit que le réseau est de covolume fini). Cependant, en
dimension infinie, les propriétés de discrétude et de volume fini ne se généralisent pas
immédiatement.

Dans ce manuscrit, nous définirons cinq notions de discrétude qui s’impliquent mu-
tuellement selon la chaîne d’implications suivante, voir la Section II.3 et la Proposition
II.3.11 :

SD⇒ MD⇒WD⇒ COTD⇒ UOTD .

Ces définitions sont toutes équivalentes en dimension finie, mais aucune des impli-
cations manquantes dans la chaîne n’est vraie en dimension infinie.

Notre objectif est de construire des sous-groupes de Isom(H∞) qui sont discrets en
un certain sens. Les deux sections principales de la thèse seront consacrées respective-
ment à la déformation des représentations convexes cocompactes dans Isom(H∞) et à la
construction de groupes de Coxeter agissant par réflexions sur H∞.

Représentations convexes cocompactes

Les représentations convexes cocompactes de groupes fondamentaux de surfaces hyper-
boliques dans des groupes de Lie de rang un sont une généralisation naturelle d’une
classe importante de représentations fuchsiennes. Si Γ est le groupe fondamental d’une
surface fermée S (compacte, connexe, orientable et sans composante de bord) de genre
au moins 2, classifier les structures hyperboliques sur S revient à classifier les repré-
sentations discrètes et fidèles de Γ dans PSL(2, R). Ces représentations sont définies à
conjugaison près, sous l’action de PSL(2, R). Notons DF(Γ, PSL(2, R)) l’espace des repré-
sentations discrètes et fidèles de Γ dans PSL(2, R). L’espace quotient

T (S) = DF(Γ, PSL(2, R))�PSL(2, R)

est appelé espace de Teichmüller de S et est composé des représentations de Γ ayant une
image cocompacte dans PSL(2, R). L’espace DF(Γ, PSL(2, R)) est muni d’une topologie
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en tant que sous-ensemble de Hom(Γ, PSL(2, R)), et T (S) hérite alors de la topologie
quotient. Si g > 2 est le genre de S, alors T (S) est homéomorphe à R6g−6. Une pro-
priété remarquable de cet espace de Teichmüller est qu’il correspond exactement à une
composante connexe de la variété des caractères Hom(Γ, PSL(2, R))/ PSL(2, R).

Les représentations quasi-fuchsiennes ont été introduites comme une généralisation
naturelle de ces représentations fuchsiennes. Si Γ est le groupe fondamental d’une surface
hyperbolique compacte S, une représentation quasi-fuchsienne de Γ est une représentation
discrète et fidèle ρ : Γ→ PSL(2, C) telle que l’ensemble limite de ρ(Γ) est homéomorphe
à un cercle. Ces représentations ont été étudiées en tant que déformations des repré-
sentations fuchsiennes de Γ par Ahlfors et Bers en utilisant des méthodes analytiques
[AB60, Ahl64, Ber70]. Plus tard, Thurston a introduit de nouveaux outils géométriques
dans cette étude et a montré que l’espace des représentations quasi-fuchsiennes coïncide
avec celui des représentations convexes cocompactes de Γ dans PSL(2, C), c’est-à-dire des
représentations dont l’image préserve un sous-ensemble convexe de H3 et agit de ma-
nière cocompacte sur celui-ci (voir [Thu22, Chapitre 8.7]). De plus, cet espace est ouvert
dans la variété des caractères Hom(Γ, PSL(2, C))/ PSL(2, C).

Plus généralement, on peut s’intéresser aux représentations discrètes du groupe Γ
dans les groupes d’isométries d’espaces hyperboliques de dimension plus grande, les
Isom(Hn). L’ensemble des représentations convexes cocompactes de Γ dans Isom(Hn)

est encore ouvert. Cette propriété est connue sous le nom de stabilité des représentations
convexes cocompactes et est due à Marden pour n = 3 et à Thurston dans le cas général.

Nous serons intéressés par l’espace des représentations convexes cocompactes d’un
groupe de surface Γ dans Isom(H∞). Bien que H∞ et Isom(H∞) ne soient pas propres
(les boules fermées ne sont pas compactes), il existe tout de même des sous-groupes
convexes cocompactes dans Isom(H∞). Il suffit de considérer un plongement totalement
géodésique de Hn dans H∞ par exemple. Cela induit un plongement au niveau des
groupes d’isométries et tout réseau cocompact Γ dans Isom(Hn) préserve alors cette
copie de Hn dans H∞ tout en agissant de manière cocompacte dessus. Grâce à la famille
à un paramètre de représentations décrite par Monod et Py dans [MP14], il existe en fait
beaucoup plus de manières de plonger Isom(Hn) dans Isom(H∞). Puis, en restreignant
ces représentations à un sous-groupe discret Γ dans Isom(Hn), on obtient un sous-groupe
« fortement discret » (strongly discrete) de Isom(H∞) agissant de manière irréductible
sur H∞. La « forte discrétude » sera définie en même temps que les autres notions de
discrétude dans le Chapitre II. Si Γ est cocompact, alors son image dans Isom(H∞) par
les représentations de Monod et Py est convexe cocompacte.

En dimension finie, comme mentionnée plus tôt, l’espace des représentations convexes
cocompactes d’un groupe de type fini Γ dans Isom(Hn) est ouvert. La démonstration pré-
sentée dans [Can21, Théorème 11.4] repose sur le fait que les représentations convexes
cocompactes coïncident avec les représentations ρ dont les applications orbitales τρ :
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γ 7→ ρ(γ)(x0) sont des plongements quasi-isométriques dans Hn, où x0 ∈ Hn est un
point base quelconque. Cette correspondance est encore vraie pour les représentations
convexes cocompactes dans Isom(H∞).

Théorème A. Soit Γ un groupe de type fini et ρ : Γ→ Isom(H∞) une représentation. Les
deux propositions suivantes sont équivalentes.

1. Pour tout x0 ∈ H∞, l’application orbitale τρ : γ 7→ ρ(γ)(x0) est un plongement
quasi-isométrique Γ-équivariant de Γ dans H∞, où Γ est muni de la distance des
mots associée à un ensemble fini de générateurs.

2. L’image ρ(Γ) est fortement discrète dans Isom(H∞) et il existe un sous-ensemble
fermé, convexe, localement compact et Γ-invariant C ⊂ H∞ sur lequel Γ agit de
manière cocompacte.

Notons QI(Γ, Isom(H∞)) l’ensemble des représentations de Γ dans Isom(H∞) ayant
des applications orbitales quasi-isométriques et CC(Γ, Isom(H∞)) l’ensemble des repré-
sentations convexes cocompactes dans Hom(Γ, Isom(H∞)). Ces deux ensembles sont
définis respectivement par les deux points équivalents du Théorème A. On peut alors
déduire que les représentations convexes cocompactes d’un groupe de type fini dans
Isom(H∞) est un ouvert dans l’espace de toutes les représentations.

Corollaire B. Si Γ est de type fini, alors QI(Γ, Isom(H∞)) = CC(Γ, Isom(H∞)) est ouvert
dans Hom(Γ, Isom(H∞)).

Il est déjà surprenant qu’il puisse exister des représentations convexes cocompactes
irréductibles en dimension infinie puisque H∞ n’est pas propre. Les constructions de
[BIM05, DP12] produisent des familles de représentations convexes cobornées pour les
groupes Aut(T ) et SL(2, R). Cette étude a été étendue à tous les groupes Isom(Hn) pour
n > 2 dans [MP14], où il est montré également que ces familles sont naturellement asso-
ciées à des sous-espaces localement compacts de H∞ sur lesquels les groupes agissent de
manière minimale. Ces représentations irréductibles de Isom(Hn) sont appelées « exo-
tiques » par Monod et Py. La stabilité des représentations convexes cocompactes permet
alors l’usage de déformations pour construire de nouveaux sous-groupes convexes co-
compacts de Isom(H∞).

Le pliage est une technique développée par Johnson et Millson dans [JM87] pour
déformer des représentations de certains réseaux de PO(n, 1) dans PO(m, 1) lorsque
m > n. En utilisant ces pliages, nous pouvons montrer le résultat suivant.

Théorème C. Soit Γ le groupe fondamental d’une surface hyperbolique fermée. Si ρ :
Isom(H2) → Isom(H∞) est l’une des représentations décrites par Monod et Py, alors
l’espace des déformations de ρ|Γ, à conjugaison près dans Isom(H∞), contient une famille
à un paramètre de représentations qui sont deux à deux non-conjuguées et qui ne sont
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conjuguées à la restriction d’aucune représentation « exotiques » de Isom(H2).

Notre théorème montre donc que pour les réseaux cocompacts (sans torsion) dans
Isom(H2), il y a beaucoup plus de représentations dans Isom(H∞) que pour le groupe
Isom(H2) tout entier, comme classifiées par Monod et Py, [MP14]. Cela peut être vu
comme un résultat de non-rigidité ou de flexibilité pour les représentations des réseaux
de Isom(H2) dans Isom(H∞).

Pour montrer que les représentations obtenues par pliage ne sont pas conjuguées
entre elles, nous avons besoin de décrire le centralisateur d’une isométrie loxodromique
dans Isom(H∞). À cette fin, nous nous intéressons d’abord au centralisateur d’un opé-
rateur orthogonal d’un espace de Hilbert réel. Pour cela, nous passons par la théorie
spectrale des opérateurs orthogonaux.

En outre, le fait que les représentations de groupes de surface Γ < Isom(H2) ob-
tenues par déformations ne sont pas des restrictions des représentations « exotiques »
PSL(2, R) → Isom(H∞) décrites par Monod et Py illustre le fait que les représentations
de groupes de surface dans Isom(H∞) semblent beaucoup plus riches que celles du
groupe PSL(2, R) entier.

Groupes engendrés par des réflexions

Les groupes engendrés par des réflexions fournissent de nombreux exemples de groupes
discrets agissant sur des espaces symétriques de coubure constante (sphères, espaces
euclidiens et espaces hyperboliques). Ils jouent un rôle important dans la théorie de Lie
grâce à leurs liens avec les systèmes de racines par exemple et ils sont étroitement liés à
la théorie des groupes de Coxeter.

Un groupe de Coxeter est un groupe abstrait défini par une présentation de la forme

W = 〈S | ∀s, t ∈ S, (st)ms,t = 1〉,

où ms,s = 1 et ms,t = mt,s ∈ N>2 ∪ {∞} pour s 6= t.
Les groupes de Coxeter admettent une représentation linéaire naturelle, la représen-

tation géométrique, étudiée par Tits (voir [Bou02, Chapter 5]). À travers cette représen-
tation, ils agissent sur un espace vectoriel par des réflexions linéaires. On peut noter
que tout groupe de Coxeter admet également une action discrète et cocompacte sur un
certain objet combinatoire appelé le complexe de Davis. De nombreuses propriétés géomé-
triques d’un groupe de Coxeter W peuvent être déduites de son action sur le complexe
de Davis associé Σ. Par exemple, lorsque Σ possède une métrique CAT(−1), alors W est
Gromov-hyperbolique (voir [Mou88]). Les groupes de Coxeter Gromov-hyperboliques
sont abondants, mais très peu peuvent agir de manière discrète et cocompacte sur un
espace hyperbolique (voir par exemple [DH13]).
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La théorie de Vinberg donne des conditions nécessaires et suffisantes pour qu’un
groupe de Coxeter de type fini agisse par isométries sur un espace hyperbolique Hn

en tant que sous-groupe discret de Isom(Hn), via la représentation géométrique. Ces
conditions, que nous notons ici (C), ne dépendent que des coefficients de la matrice de
Cartan de W.

Un groupe de Coxeter ne peut pas agir de manière irréductible par réflexions sur H∞

à travers la représentation géométrique s’il est de type fini. Pour un groupe de Coxeter W
de type infini, les conditions pour la discrétude ne sont plus suffisantes. Cependant, il est
encore possible de retrouver une action irréductible sur H∞ en vérifiant ces conditions
sur des sous-groupes de type de fini de W. Nous obtenons le critère suivant.

Proposition D. Soit A = (ai,j)i,j∈N une matrice symétrique infinie telle que pour tout
i ∈ N, ai,i = 2. Supposons qu’il existe n0 ∈ N tel que pour tout n > n0, la sous-
matrice principale An satisfait les conditions (C) données par la théorie de Vinberg.
Alors le groupe engendré par les réflexions associées à A agit sur l’espace hyperbolique
de dimension infinie H∞. De plus, cette action est irréducible.

Ce résultat permet de construire plusieurs familles de groupes de Coxeter de type
infini agissant de manière irréductible sur H∞. Nous exhibons des exemples en utilisant
les trois familles de groupes de Coxeter sphériques irréductibles pouvant être définis
pour un nombre arbitraire de générateurs : les groupes de Coxeter de type An, Bn et Dn.
La construction débute avec un groupe de Coxeter de type fini agissant sur un certain
espace hyperbolique Hn que l’on étend en ajoutant une infinité de générateurs de sorte
que toutes les nouvelles relations soient du même type que celles des groupes de Coxeter
sphériques. Par souci de concision, nous appelons ces exemples les groupes de Coxeter
« sphériques à partir d’un certain rang ».

Concernant le caractère discret de ces groupes, nous pouvons montrer le résultat
suivant.

Proposition E. Aucun des groupes de Coxeter « sphériques à partir d’un certain rang »
W < Isom(H∞) n’est discret pour la topologie compacte-ouverte sur Isom(H∞).

Structure du manuscrit

Le manuscrit est organisé de la manière suivante.
• Le premier chapitre a pour but de donner quelques définitions de base sur les

actions de groupes et les espaces à courbure négative. Nous y décrivons certaines
propriétés des espaces Gromov-hyperboliques et des espaces CAT(κ).

• Le deuxième chapitre sert à introduire notre objet d’étude principal, l’espace hy-
perbolique de dimension infinie. Les différents modèles de H∞ y sont décrits, ainsi
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que certaines de leurs propriétés géométriques et topologiques. Nous introduisons
le groupe d’isométries Isom(H∞) et donnons une démonstration de la continuité
de la longueur de translation pour la topologie faible qui sera définie en cours de
route. De plus, nous présentons une autre description des isométries, appelée ma-
trices de Clifford. Cette représentation matricielle généralise à toute dimension les
célèbres isomorphismes Isom+(H2) ' PSL(2, R) et Isom+(H3) ' PSL(2, C).

• La troisième partie expose les résultats concernant les déformations de représenta-
tions convexes cocompactes d’un réseau cocompact Γ < Isom(H2) dans Isom(H∞).

• La quatrième et dernière partie est consacrée à la construction de groupes de Coxe-
ter agissant de manière irréductible sur H∞ ainsi qu’aux exemples de groupes de
Coxeter « sphériques à partir d’un certain rang ». Nous montrons également que
les groupes de Coxeter affines irréductibles sont nécessairement de type fini.



Introduction

Geometric group theory is a branch of mathematics that studies the properties of groups
through their actions on certain geometric objects. One can gain insight on algebraic
properties of a group G by studying the geometric and topological properties of a space
X it acts on. And conversely, one can also examine the properties of the space X by
making groups act on it.

In this thesis, the object that we will be interested in is the infinite-dimensional hyper-
bolic space. In every finite dimension, there is a unique simply connected and complete
Riemannian manifold of constant curvature 1, 0 or −1. These are respectively the sphere
Sn, the Euclidean space Rn and the hyperbolic space Hn.

Similarly to Euclidean spaces and spheres, there is an infinite-dimensional analog
of the hyperbolic n-spaces Hn. The study of this space (and other infinite-dimensional
symmetric spaces of non-compact type) was suggested by Gromov in [Gro93, Section
6.A]:

The spaces like this look as cute and sexy as their finite dimensional brothers and
sisters but they have been for years shamefully neglected by geometers and algebraists
alike.

To which he added:

The question that interest us most about such spaces concerns discrete isometry
groups Γ acting on them where the word "discrete" requires an explanation.

The main objective of this thesis is to investigate and construct "discrete" groups
acting by isometries on the infinite-dimensional hyperbolic space.

One can define the infinite-dimensional separable real hyperbolic space as follows:
let H be a real separable Hilbert space with some Hilbert basis (ei)i∈N and let Q be the
non-degenerate quadratic form defined by

Q(x) = −x2
0 + ∑

i>1
x2

i

9
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where the xi are the coordinates of x ∈ H in the basis (ei)i∈N. Then

H∞ = {x ∈ H | Q(x) = −1, x0 > 0}.

As in finite dimension, the group of isometries of H∞ is the projectivisation of the group
of linear automorphisms of some Hilbert space preserving a non-degenerate quadratic
form of signature (∞, 1),

Isom(H∞) = PO(∞, 1).

One major difference with finite dimension is the lack of local compactness. Indeed,
H∞ is a Riemannian manifold of infinite dimension, i.e. it is modelled on an infinite-
dimensional Banach space, in which closed balls are not compact. The same is true for
its group of isometries Isom(H∞). Yet, H∞ still possesses some common features with
the finite-dimensional spaces. As mentioned above, it is a Riemannian symmetric space
of constant curvature −1 (we refer to [Duc13, Duc15] for details on finite rank symmetric
spaces of infinite dimension). As such, it is a CAT(−1) space, which in turn implies that
it is Gromov-hyperbolic. All those properties have attracted a lot of interest over the last
decades.

Groups acting on the infinite-dimensional hyperbolic space. Infinite dimension al-
ready appears in the theory of unitary representations where one considers represen-
tations into the orthogonal or unitary group of a Hilbert space. We will be interested
here in representations into the group Isom(H∞) which is another instance of infinite-
dimensional representation having "a very strong geometric flavor" ([DLP23]).

An important example of group acting on the infinite-dimensional hyperbolic space
comes from algebraic geometry. Cantat proved in [Can11] that the Cremona group
Bir(P2(C)), the group of birational transformations of the complex projective plane,
can be embedded into the isometry group of a (non-separable) infinite-dimensional hy-
perbolic space, the Picard-Manin space. A few other references on this subject include
[CLdC13, Lon16, Lon19b, Lon19a, LU21].

In [BIM05], Burger, Iozzi and Monod studied representations of the automorphism
group Aut(T ) of a tree T into Isom(H∞). They exhibited a one-parameter family of ir-
reducible continuous representations Aut(T ) → Isom(H∞) which comes along a family
of quasi-isometric embeddings of T into H∞. Delzant, Monod and Py obtained similar
results for the group PSL(2, R) in [DP12] and more generally for Isom(Hn) = PO(n, 1) in
[MP14], where the irreducible continuous representations Isom(Hn) → Isom(H∞) were
classified. The classification was moreover extended to all the self-representations of
Isom(H∞), see [MP19].
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Discrete groups. The theory of discrete groups acting on a hyperbolic space has become
an important field of research since the works of Schottky, Fuchs, Klein and Poincaré
about groups acting on the hyperbolic spaces of dimension 2 or 3. In dimension 2
for example, discrete subgroups of PSL(2, R) ' Isom+(H2) are called Fuchsian groups.
They induce tessellations of the hyperbolic plane H2 with polygonal regions. It is also
well-known that such a group arise, up to finite index, as the fundamental group of a
hyperbolic surface. More generally, the study of hyperbolic n-manifolds is closely related
to that of discrete subgroups of PO(n, 1) = Isom(Hn). A particular class of discrete
groups is that of lattices for which there exists a fundamental domain of finite volume
for the Haar measure (the lattice has finite covolume). Though, in infinite dimension, the
properties of discreteness and of finite covolume become more involved.

Throughout the manuscript, we will define five notions of discreteness which imply
each other according to the following chain of implications, see Section II.3 and Proposi-
tion II.3.11:

SD⇒ MD⇒WD⇒ COTD⇒ UOTD .

These definitions are all equivalent in finite dimension, but none of the implications
which does not appear in the chain is true in infinite dimension.

Our purpose is to construct subgroups of Isom(H∞) which are discrete for some
definition. The two main sections will be devoted respectively to the deformation of
convex-cocompact representations into Isom(H∞) and to the construction of Coxeter
groups acting by reflections on H∞.

Convex-cocompact representations

Convex-cocompact representations of fundamental groups of hyperbolic surfaces into
rank-one Lie groups have been largely studied as natural generalisations of a large fam-
ily of Fuchsian representations. If Γ is the fundamental group of a closed surface S
(compact, connected, orientable and without boundary components) of genus at least
2, classifying the hyperbolic structures on S is equivalent to classifying the discrete and
faithful representations of Γ into PSL(2, R). These representations are defined up to the
action by conjugation of PSL(2, R). Denote by DF(Γ, PSL(2, R)) the space of discrete and
faithful representations from Γ to PSL(2, R), the quotient space

T (S) = DF(Γ, PSL(2, R))�PSL(2, R)

is called the Teichmüller space of S and consists of representations of Γ having cocom-
pact image in PSL(2, R). The space DF(Γ, PSL(2, R)) inherits a topology as a subset of
Hom(Γ, PSL(2, R)) and T (S) is then equipped with the quotient topology. If g > 2 is
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the genus of S, then T (S) is homeomorphic to R6g−6. One noticeable feature of the
Teichmüller space is that it is a whole connected component in the character variety
Hom(Γ, PSL(2, R))/ PSL(2, R).

Quasi-Fuchsian representations emerged as a natural generalisation of these Fuchsian
representations. If Γ is the fundamental group of a compact hyperbolic surface S, a quasi-
Fuchsian representation of Γ is a discrete and faithful representation ρ : Γ → PSL(2, C)

such that the limit set of ρ(Γ) is homeomorphic to a circle. These representations were
studied as deformations of Fuchsian representations of Γ by Ahlfors and Bers using
analytic methods [AB60, Ahl64, Ber70]. Thurston later introduced some new geomet-
ric tools in this study and showed that the space of quasi-Fuchsian representations
coincides with that of convex-cocompact representations of Γ into PSL(2, C), i.e. rep-
resentations whose images preserve some convex subset of H3 and act cocompactly
on it (see [Thu22, Chapter 8.7]). Moreover, this space is open in the character variety
Hom(Γ, PSL(2, C))/ PSL(2, C).

More generally, one can consider discrete representations of the group Γ into the
isometry groups of higher-dimensional hyperbolic spaces, Isom(Hn). The set of convex-
cocompact representations of Γ into Isom(Hn) is again open. This property is called the
stability of convex-cocompact representations, it is attributed to Marden for n = 3 and to
Thurston for the general case.

We are interested in describing the space of convex-cocompact representations of
a surface group Γ into Isom(H∞). Although H∞ and Isom(H∞) are not proper (closed
balls are not compact), convex-cocompact subgroups in Isom(H∞) do exist. Take a totally
geodesic embedding of Hn into H∞, this comes with an embedding of their groups of
isometries. Then any cocompact lattice Γ in Isom(Hn) preserves this copy of Hn and
acts cocompactly on it. Thanks to the one-parameter family of representations described
by Monod and Py in [MP14], one can actually find more ways to embed Isom(Hn) into
Isom(H∞). By restricting these representations to a discrete subgroup Γ of Isom(Hn),
we obtain a strongly discrete subgroup of Isom(H∞) acting irreducibly on H∞. Strong
discreteness will be defined along with other notions of discreteness in Chapter II. If Γ
is cocompact, its image in Isom(H∞) via the representations of Monod and Py will be
convex-cocompact.

In finite dimension, as mentioned above, the space of convex-cocompact represen-
tations of a finitely generated group Γ into Isom(Hn) is open. The proof presented
in [Can21, Theorem 11.4] relies on the fact that the convex-cocompact representations
coincide with the representations ρ such that the orbit map τρ : γ 7→ ρ(γ)(x0) is a
quasi-isometric embedding in Hn, where x0 ∈ Hn is any base point. We prove that this
correspondence also holds for convex-cocompact representations into Isom(H∞).

Theorem A. Let Γ be a finitely generated group and ρ : Γ → Isom(H∞) be a representa-
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tion. The two following assertions are equivalent.
1. For any x0 ∈ H∞, the orbit map τρ : γ 7→ ρ(γ)(x0) is a Γ-equivariant quasi-isometric

embedding from Γ into H∞, where Γ is endowed with the word distance associated
to a finite set of generators.

2. There is a closed, convex and locally compact Γ-invariant subset C ⊂ H∞ on which
Γ acts cocompactly and ρ(Γ) is strongly discrete in Isom(H∞).

Denote by QI(Γ, Isom(H∞)) the set of representations of Γ into Isom(H∞) which
have quasi-isometric orbit maps and let CC(Γ, Isom(H∞)) be the set of convex-cocompact
representations in Hom(Γ, Isom(H∞)). These two sets are defined respectively by the two
equivalent points of Theorem A. We can deduce that convex-cocompact representations
of finitely generated groups into Isom(H∞) form an open subset of the space of all the
representations.

Corollary B. If Γ is finitely generated, then QI(Γ, Isom(H∞)) = CC(Γ, Isom(H∞)) is open
in Hom(Γ, Isom(H∞)).

It is already a little surprising that irreducible convex-cocompact representations
could exist in infinite dimension since H∞ is not proper. The constructions in [BIM05,
DP12] displayed families of convex-cobounded representations for Aut(T ) and SL(2, R).
This study was extended to all the Isom(Hn) for n > 2 in [MP14], where it was also
proved that these families actually come along with some locally compact subset of H∞

on which the groups act minimally. These irreducible representations of Isom(Hn) are
called "exotic" by Monod and Py. The stability of convex-cocompact representations
then allows the use of deformations to construct new convex-cocompact subgroups of
Isom(H∞).

Using bendings, which are techniques developed by Johnson and Millson [JM87] to
deform representations of some lattices of PO(n, 1) into PO(m, 1) with m > n, we are
able to prove the following.

Theorem C. Let Γ be the fundamental group of a closed hyperbolic surface. If ρ :
Isom(H2) → Isom(H∞) is one of the representations described by Monod and Py,
then the space of deformations of ρ|Γ, up to conjugation in Isom(H∞), contains a one-
parameter family of representations which are not pairwise conjugate, nor conjugate to
the restriction of any "exotic" representation of Isom(H2).

Our theorem actually shows that for (torsion-free) cocompact lattices in Isom(H2),
there are much more representations than for the whole group Isom(H2) itself as classi-
fied by Monod and Py, [MP14]. This can be thought as some non-rigidity or flexibility
result for representations of lattices of Isom(H2) into Isom(H∞).

To prove that the representations obtained by bending are not conjugate to each other,
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we need to describe the centraliser of a loxodromic isometry in Isom(H∞). For this
purpose, we study the centraliser of an orthogonal operator of a real Hilbert space,
making use of the spectral theory of orthogonal operators.

Besides, the fact that the representations of the surface groups Γ < Isom(H2) ob-
tained by deformations do not arise as the restriction to Γ of any "exotic" representation
PSL(2, R) → Isom(H∞) described by Monod and Py illustrates that the representations
of surface groups in Isom(H∞) are much richer than that of PSL(2, R).

Groups generated by reflections

Groups generated by reflections provide numerous instances of discrete groups acting
on symmetric spaces of constant curvature (spheres, Euclidean spaces and hyperbolic
spaces). They play an important role in Lie theory with their relations with root systems
for example and are closely related to the theory of Coxeter groups.

A Coxeter group is an abstract group defined by a presentation of the type

W = 〈S | ∀s, t ∈ S, (st)ms,t = 1〉,

where ms,s = 1 and ms,t = mt,s ∈ N>2 ∪ {∞} for s 6= t.
Coxeter groups admit a natural linear representation, the geometric representation,

which was studied by Tits (see [Bou02, Chapter 5]). They act by linear reflections on
some vector space via this representation. We mention also that every Coxeter group
has a discrete and cocompact action on some combinatorial object called the Davis com-
plex. Many geometric properties of a Coxeter group W can be deduced from its action
on its associated Davis complex Σ. In particular, when Σ has a CAT(−1) metric, then
W is Gromov-hyperbolic (see [Mou88]). Gromov-hyperbolic Coxeter groups are actually
abundant, but very few of these can act discretely and cocompactly on a hyperbolic space
(see for example [DH13]).

The theory of Vinberg gives necessary and sufficient conditions for a finitely gener-
ated Coxeter group to act by isometries on a hyperbolic space Hn as a discrete subgroup
of Isom(Hn) via the geometric representation. Denote these conditions by (C). They
depend only on the entries of the Cartan matrix of W.

To make a Coxeter group act irreducibly by reflections on H∞, one cannot remain
in the world of finite type groups. For an infinitely generated Coxeter group W, the
conditions for discreteness are no longer sufficient. However, it is still possible to recover
an irreducible action on H∞ by checking them on finitely generated subgroups of W. We
obtained the following criterion.

Proposition D. Let A = (ai,j)i,j∈N be an infinite symmetric matrix such that for all i ∈
N, ai,i = 2. Suppose that there exists n0 ∈ N such that for all n > n0, the principal
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submatrix An satisfies the conditions (C) given by Vinberg’s theory. Then the group
generated by reflections associated to A acts on the infinite-dimensional hyperbolic space
H∞. Moreover, this action is irreducible.

This result allow to construct several families of infinitely generated Coxeter groups
acting irreducibly on H∞. We provide examples using the three families of irreducible
spherical Coxeter groups that are defined for any finite number of generators, namely the
Coxeter groups of type An, Bn and Dn. The construction starts with a finitely generated
Coxeter group acting on some hyperbolic space Hn that we extend by adding infinitely
many generators such that all the new relations resemble those of spherical Coxeter
groups. For brevity, we refer to these examples as "eventually spherical".

We were then concerned about their discreteness properties and could prove the
following.

Proposition E. None of the "eventually spherical" Coxeter groups W < Isom(H∞) is
discrete for the compact-open topology on Isom(H∞).

Structure of the thesis

The thesis is organised as follows.
• The first chapter is devoted to give some basic definitions about group actions

and spaces of non-positive curvature. We describe some properties of Gromov-
hyperbolic spaces and CAT(κ)-spaces.

• The second chapter aims at introducing our main object of study, the infinite-
dimensional hyperbolic space. The different models of H∞ are defined as well
as some basic geometric and topological properties. We also discuss its group
of isometries Isom(H∞) and provide a proof for the continuity of the translation
length of isometries with respect to the weak topology that we define therein. Be-
sides, we present another description of the isometries called the Clifford matrices.
This matrix representation generalises to any dimension the well-known isomor-
phisms Isom+(H2) ' PSL(2, R) and Isom+(H3) ' PSL(2, C).

• The third chapter consists in the exposition of our results concerning the deforma-
tions of convex-cocompact representations from a cocompact lattice Γ < Isom(H2)

into Isom(H∞).
• The fourth and last chapter is devoted to the construction of Coxeter groups act-

ing irreducibly on H∞ as well as the examples of "eventually spherical" Coxeter
groups. We also give a proof for the fact that irreducible affine Coxeter groups are
necessarily finitely generated.
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Chapter I

Preliminaries

This chapter gathers some basic material on which this thesis relies.

1 Group actions

An action of a group G on a set X will be denoted by G y X. If x ∈ X,

G · x := {g(x) | g ∈ G}

denotes the orbit of x under the action of G.
If (X, d) is a metric space, the group G acts on X by isometries if for all x, y ∈ X and

g ∈ G, d(g(x), g(y)) = d(x, y).

Definition 1.1. Let G be a topological group acting on a topological space X. Then the
action G y X is continuous if the map

G× X → X
(g, x) 7→ g(x)

is continuous.

The continuity of the action G y X implies in particular that for all x0 ∈ X, the
following orbit map is continuous:

τx0 : G → X
g 7→ g(x0)

.

Definition 1.2. A linear representation of G on a vector space V is a group homomorphism
ρ : G → GL(V).

17
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A subspace W ⊂ V is invariant under the action of G (or G-invariant) if for all g ∈ G,
ρ(g)(W) ⊂W.

When V is topological vector space, we say that the representation ρ : G → GL(V)

is irreducible if the only closed subspaces of V that are G-invariant are either {0} or V.
Otherwise, the representation is reducible.

A topological space X is locally compact if every point x ∈ X admits a basis of compact
neighbourhoods. If X is a metric space, it is proper if its closed and bounded subsets are
compact.

Definition 1.3. An action of a group G on a locally compact space X is cocompact if there
exists a compact subset K ⊂ X such that the orbit of K covers X, G · K = X.

Actually, when X is a topological space which is not locally compact, we still define
a cocompact action of G in this way.

An action G y X is proper if for all compact subsets K ⊂ X, the set {g ∈ G |
g(K) ∩ K 6= ∅} is finite.

2 Metric spaces of negative curvature

In this section, we describe the notions of Gromov-hyperbolic spaces and CAT(κ) spaces.
For metric spaces which are not Riemannian manifolds such as graphs or other combi-
natorial objects like complexes, these provide a substitute for the notions of negative cur-
vature. Some classic references on this subject include [Gro87, CDP90, GdlH90, BH99].
We will also frequently refer to [DSU17] which emphasises the case of non-proper metric
spaces.

2.1 Gromov-hyperbolic spaces

Definition 2.1. A metric space (X, d) is geodesic if every pair of points x, y ∈ X can
be joined by a continuous path of length d(x, y), i.e. there is an isometric embedding
c : [0, d(x, y)] ⊂ R→ X such that c(0) = x and c(d(x, y)) = y.

The image of such a path is called a geodesic segment. It may not be unique, but we
will denote it by [x, y].

A (geodesic) triangle in X is the data of three points x, y, z ∈ X and three geodesic
segments [x, y], [y, z] and [x, z] connecting these points. We will denote such a triangle
by ∆(x, y, z).

Definition 2.2. Given a triangle ∆(x, y, z) = [x, y] ∪ [y, z] ∪ [z, x] ⊂ X and δ > 0 in a
geodesic metric space (X, d), a δ-centre of ∆(x, y, z) is a point c ∈ X which is at distance
at most δ from [x, y], [y, z] and [z, x].
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The space (X, d) is called δ-hyperbolic if every triangle in X has a δ-centre. It is called
Gromov-hyperbolic if it is δ-hyperbolic for some δ > 0.

Example 2.3. • A bounded geodesic space is δ-hyperbolic where δ can be taken to be
its diameter.

• A R-tree is a metric space T such that
1. there is a unique geodesic segment joining each pair of points in T ;
2. if [x, y] ∩ [y, z] = {y}, then [x, y] ∪ [y, z] = [x, z].

Any triangle in a R-tree is a tripod and the intersection of the segments is a 0-centre
for the triangle. Therefore, every R-tree is 0-hyperbolic.

• The hyperbolic plane H2 is log(2)-hyperbolic.
• The hyperbolic n-space Hn is also log(2)-hyperbolic because every triangle in Hn

spans a copy of H2 inside Hn.
• The Euclidean space Rn, for n > 2, is not δ-hyperbolic for any δ > 0.

Definition 2.4. Let (X, d) be a metric space and let x, y, z ∈ X be three points in X. The
Gromov product is defined by

(y · z)x =
1
2
(d(x, y) + d(x, z)− d(y, z)) .

The Gromov product (y · z)x can be seen as an approximation of the distance between
x and a geodesic joining y and z, (y · z)x ' d(x, [y, z]). More precisely, we have the
following inequalities.

Proposition 2.5 ([GdlH90], Lemmas 2.17 and 2.20). If (X, d) is a δ-hyperbolic metric space
and [y, z] is a geodesic in X, then

(y · z)x 6 d(x, [y, z]) 6 (y · z)x + 4δ.

Gromov-hyperbolicity can also be defined using slim triangles and the so-called Gro-
mov inequality, see Proposition 2.10.

Definition 2.6. A Gromov-hyperbolic space (X, d) is called strongly hyperbolic (see [DSU17,
Definition 3.3.6]) if it satisfies the following condition: for all x, y, z, o ∈ X, we have

e−(x·z)o 6 e−(x·y)o + e−(y·z)o .

Remark 2.7. In the remainder of the thesis, we will always consider that the Gromov-
hyperbolic spaces are also strongly hyperbolic.

Strong hyperbolicity is in fact satisfied by every CAT(−1) space ([DSU17, Proposition
3.3.4]) and corresponds to the triangle inequality for the metametric that we define later
for the particular case of H∞.
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Without strong hyperbolicity, most of the results we state in these preliminaries as
regards the Gromov product and the Busemann functions remain true up to additive
constants.

Example 2.8. Here is an example of a δ-hyperbolic space which does not satisfy the strong
hyperbolicity condition. Consider the following graph where every edge has length 1
and such that d(o, x) = d(o, z) = n and d(y, x) = d(y, z) = n + 1 so that o ∈ [x, z].

ox z

y

n n

n + 1 n + 1

This graph is bounded, and hence it is δ-hyperbolic for some δ. Moreover, we have
(x · z)o = 0, so e−(x·z)o = 1 and (x · y)o = (y · z)o = n, so that

e−(x·y)o + e−(y·z)o = 2e−n −→
n→∞

0.

Notation. If (X, d) is a metric space, S ⊂ X and R > 0, we denote the R-neighbourhood
of S in X by

NR(S) = {x ∈ X | d(x, S) 6 R}.

Definition 2.9. If (X, d) is a metric space, ∆(x, y, z) a triangle in X and δ > 0. Then
∆(x, y, z) is called δ-slim if each side of ∆(x, y, z) is contained in the union of the δ-
neighbourhoods of the two other sides, i.e. the three following inclusions hold:

[x, y] ⊂ Nδ([y, z]) ∪Nδ([z, x]);

[y, z] ⊂ Nδ([x, y]) ∪Nδ([z, x]);

[z, x] ⊂ Nδ([x, y]) ∪Nδ([y, z]).

Proposition 2.10 ([GdlH90], Proposition 2.21). Let (X, d) be a geodesic space. Then the
following conditions are equivalent.

1. Every geodesic triangle in X has a δ-centre, for some δ > 0.
2. Every geodesic triangle in X is δ-slim, for some δ > 0 (this is also known as Rips

condition).
3. There exists δ > 0 such that for all x, y, z, t ∈ X,

(x · z)t > min {(x · y)t, (y · z)t} − δ.

This inequality is referred to as the Gromov inequality or the four-point condition.



2. METRIC SPACES OF NEGATIVE CURVATURE 21

Definition 2.11. Let (X, d) be a metric space and K > 1, C > 0 be some constants. A
(K, C)-quasi-geodesic in X is a map ρ : [a, b] ⊂ R→ X such that for all s, t ∈ [a, b],

1
K
|s− t| − C 6 d(ρ(s), ρ(t)) 6 K|s− t|+ C.

Proposition 2.12 ([GdlH90], Theorem 5.6). Let δ > 0, K > 1 and C > 0. There exists
R = R(δ, K, C) > 0, such that if ρ1, ρ2 are two (K, C)-quasi-geodesics in a δ-hyperbolic
space (X, d) with same endpoints, then

ρ1 ⊂ NR(ρ2).

This property is called Morse lemma or stability of quasi-geodesics.

Remark 2.13. In particular, since a geodesic segment is a (K, C)-quasi-geodesic for any
K > 1 and any C > 0, we can deduce that every quasi-geodesic in a hyperbolic metric
space lies at bounded distance from some geodesic. This bound is uniform over all
(K, C)-quasi-geodesics and depends only on K, C and δ.

Definition 2.14. Let (X, dX) and (Y, dY) be two metric spaces and fix K > 1, C > 0. A
map f : X → Y is a (K,C)-quasi-isometric embedding if for all x1, x2 ∈ X,

1
K

dX(x1, x2)− C 6 dY( f (x1), f (x2)) 6 KdX(x1, x2) + C.

The map f is coarsely surjective if there is D > 0 such that for all y ∈ Y, there exists
x ∈ X such that dY( f (x), y) 6 D.

A (K, C)-quasi-isometric embedding which is coarsely surjective is a (K, C)-quasi-
isometry.

Example 2.15. • A (1, 0)-quasi-isometry is an isometry.
• A (K, 0)-quasi-isometry is a bilipschitz map.
• A quasi-geodesic is a quasi-isometric embedding of a segment [a, b] ⊂ R.

Remark 2.16. Quasi-isometry is an equivalence relation on metric spaces.

Theorem 2.17 ([GdlH90], Theorem 5.12). Let (X, dX) and (Y, dY) be two quasi-isometric
geodesic spaces. If X is Gromov-hyperbolic, then so is Y.

Hyperbolic groups

Let G be a group and S be a set of generators of G. We may assume that S is symmetric
up to replacing S by S ∪ S−1 where S−1 = {s−1 | s ∈ S}. The Cayley graph of G with
respect to S, denoted by CayS(G), is the graph (V, E) such that
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• the set of vertices is V = G;
• the set of edges is E = {(g, h) ∈ G | g = sh for some s ∈ S}.
The Cayley graph of a group is endowed with the combinatorial metric which assigns

length one to each edge.

Remark 2.18. If the generating set S is finite, then CayS(G) is a locally finite graph.

Definition 2.19. A group G is hyperbolic (or Gromov-hyperbolic) if it is generated by a finite
set S and its Cayley graph CayS(G) is a Gromov-hyperbolic metric space with respect to
the combinatorial metric.

Proposition 2.20 ([BH99], Example I.8.17(3)). If S1 and S2 are two finite generating sets
for G, then CayS1

(G) and CayS2
(G) are quasi-isometric. In particular, the hyperbolicity

of CayS(G) is independent of the choice of the generating set S.

Example 2.21. Finitely generated free groups Fn are hyperbolic because the Cayley graphs
associated to their usual system of generators are trees.

The following proposition is known as Švarc-Milnor’s lemma.

Proposition 2.22 ([BH99], Proposition I.8.19). Let G be a discrete group acting by isome-
tries on a proper geodesic space (X, d). Suppose that G acts on X properly and cocom-
pactly. Then G is generated by a finite set S and CayS(G) is quasi-isometric to X.

Corollary 2.23. Every discrete group acting on H2 properly and cocompactly is hyper-
bolic. In particular, if Sg is a hyperbolic closed surface of genus g > 2, then its funda-
mental group π1(Sg) is hyperbolic.

Boundaries of a hyperbolic space

In this part, we will define the Gromov boundary of a Gromov hyperbolic space. We will
also define the visual boundary for a geodesic metric space. These two notions do not
always coincide.

Definition 2.24. Let X be a Gromov-hyperbolic space. A sequence (xn)n∈N in X is called
a Gromov sequence if for some base point o ∈ X,

(xn · xm)o −→n,m→∞
∞.

This definition does not depend on the base point o thanks to Proposition 2.5.

Definition 2.25. Let (X, d) be a Gromov-hyperbolic space and let (xn)n∈N and (yn)n∈N be
two Gromov sequences. We say that (xn)n∈N and (yn)n∈N are equivalent if for all o ∈ X,
(xn · ym)o −→n,m→∞

∞.
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Definition 2.26. If (X, d) is a Gromov-hyperbolic metric space, its Gromov boundary ∂∞X
is the set of equivalence classes of Gromov sequences in X.

Notation. We will define other notions of boundary in what follows, but the notation
X refers to X ∪ ∂∞X where ∂∞X is the Gromov boundary of X. Those boundaries will
coincide for the case of the infinite-dimensional hyperbolic space, therefore they will not
be distinguished in the remainder of the thesis.

The Gromov product can be extended continuously to ∂∞X.

Definition 2.27. For ξ, η ∈ ∂∞X and y, o ∈ X, let

(ξ · η)o := inf
{

lim inf
n,m→∞

(xn · ym)o | (xn)n∈N ∈ ξ, (yn)n∈N ∈ η

}
∈ [0,+∞];

(ξ · y)o = (y · ξ)o := inf
{

lim inf
n→∞

(xn · y)o | (xn)n∈N ∈ ξ
}
∈ [0,+∞).

Remark 2.28. We have (ξ · η)o < ∞ if and only if ξ 6= η.

Moreover, the Gromov product is continuous when seen as a function in its three
variables.

Proposition 2.29 ([DSU17], Lemma 3.4.22). Suppose that (xn)n∈N and (yn)n∈N are se-
quences in X that converge to points x ∈ X and y ∈ X, respectively. Suppose also that
(zn)n∈N is a sequence in X converging to z ∈ X. Then,

(xn · yn)zn −→n→∞
(x · y)z.

The space X is endowed with the topology T∞ that can be defined by specifying the
open sets.

Let S ⊂ X. Then S is an open set for T∞ if
• S ∩ X is open;
• and for every ξ ∈ S ∩ ∂∞X, there exists t > 0 such that N(ξ, t) ⊂ S where

N(ξ, t) = {x ∈ X | (x · ξ)o > t}.

Observe that the restriction of T∞ to X is compatible with the metric d on X and that
for each ξ ∈ ∂∞X, the collection {N(ξ, t) | t > 0} is a basis of neighbourhoods for T∞ at
ξ ([DSU17, Remark 3.4.15]).

Another boundary that can be defined for geodesic metric spaces is the following.

Definition 2.30. Let X be a Gromov-hyperbolic space. A geodesic ray in X is an isometric
embedding of the interval R+ = [0, ∞) into X.
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Let o ∈ X. The visual boundary of X based at o, ∂vis(X, o), is the set of equivalence
classes of geodesic rays ρ : R+ → X with ρ(0) = o, where the equivalence relation is
given by

ρ1 ∼ ρ2 ⇔ sup
t>0

d(ρ1(t), ρ2(t)) < ∞.

Proposition 2.31 ([GdlH90], Proposition 7.4). Let X be a Gromov-hyperbolic space and
o ∈ X. Then there is a natural map ϕo : ∂vis(X, o) → ∂∞X defined by ϕo([ρ]) =

[(ρ(n))n∈N]. This map ϕo is injective.
If moreover X is complete and locally compact, then the map ϕo is a bijection.

Remark 2.32. In general, the map ϕ is not surjective when the space X is not complete
or locally compact.

Example 2.33. Let p ∈ H2. The space X = H2 \ {p} is not complete. We have ∂∞X =

∂∞H2 ' S1. However, let ξ ∈ ∂∞X and o ∈ X such that p ∈ [o, ξ) ⊂ H2, then ξ is not in
the image of the map ϕo : ∂vis(X, o)→ ∂∞X.

Proposition 2.34 ([GdlH90], Proposition 7.9). If X is a locally compact Gromov-hyperbolic
space, then ∂∞X is compact with the above topology.

Proposition 2.35 ([GdlH90], Proposition 7.14). If f : X → Y is a quasi-isometry between
two Gromov-hyperbolic spaces, then f induces a boundary map which is a homeomor-
phism between the Gromov boundaries ∂∞ f : ∂∞X → ∂∞Y.

Now if G is a finitely generated hyperbolic group and S is a finite generating set
for G. Then CayS(G) is a locally finite graph. Its boundary ∂∞ CayS(G) is compact by
Proposition 2.34 and independent of S (up to homeomorphism) by Propositions 2.20 and
2.35. We will simply call it the boundary of G, and denote it by ∂G.

Horospheres and Busemann functions

Let (X, d) be a Gromov-hyperbolic space.

Definition 2.36. For every x ∈ X, let βz : X × X → R be the Busemann function defined
by

βx(y, z) := d(x, y)− d(x, z).

Proposition 2.37 ([DSU17], Proposition 3.3.3). For all x, y, z ∈ X, we have
1. |βx(y, z)| 6 d(y, z);
2. βx(y, z) = (z · x)y − (y · x)z.
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In view of Proposition 2.37 and Definition 2.27 which defines the Gromov product
for points lying in the Gromov boundary, we may extend the definition of Busemann
functions as well.

Definition 2.38. For ξ ∈ ∂∞X and y, z ∈ X, we define

βξ(y, z) := (z · ξ)y − (y · ξ)z.

Lemma 2.39 ([DSU17], Lemma 3.4.10). For ξ ∈ ∂∞X, y, z ∈ X and all (xn)n∈N ∈ XN

converging to ξ,
βxn(y, z) −→

n→∞
βξ(y, z).

Like the Gromov product, the Busemann functions are also continuous when viewed
as functions in three variables.

Proposition 2.40 ([DSU17], Lemma 3.4.22). Suppose that (xn)n∈N is a sequence in X that
converges to a point x ∈ X. Suppose also that (yn)n∈N and (zn)n∈N are sequences in X
that converge to some points y ∈ X and z ∈ X, respectively. Then,

βxn(yn, zn) −→n→∞
βx(y, z).

With these Busemann functions, we can define the horospheres.

Definition 2.41. Let X be a Gromov-hyperbolic space. A horosphere is a level set for a
Busemann function, i.e. a set of the form

Hξ,t = {x ∈ X | βξ(o, x) = t},

where ξ ∈ ∂∞X, o ∈ X and t ∈ R. A horoball is a set of the form {x ∈ X | βξ(o, x) > t}.
The point ξ is called the center of the horosphere or horoball. We have Hξ,t ∩ ∂∞X =

{ξ}.

The notion of Busemann functions is useful to describe "how close" we are from a
given point ξ in the boundary. A point x ∈ X is "closer to ξ" than the base point o ∈ X if
βξ(o, x) > 0. In that case, x belongs to some horoball {x ∈ X | βξ(o, x) > t} with t > 0.

2.2 CAT(κ) spaces

Let (X, dX) be a geodesic metric space. Let x, y, z ∈ X be three points and consider a
geodesic triangle ∆ = ∆(x, y, z) = [x, y] ∪ [y, z] ∪ [x, z] where [x, y], [y, z] and [x, z] are
three geodesic segments connecting these points. Note that these geodesic segments are
not necessarily unique.
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Since dX is a metric, we have the following inequalities

dX(x, y) 6 dX(x, z) + dX(z, y);

dX(y, z) 6 dX(y, x) + dX(x, z);

dX(x, z) 6 dX(x, y) + dX(y, z).

Therefore, if Y = R2 or Y = H2, there exists a geodesic triangle ∆ = ∆(x, y, z) in Y such
that dY(x, y) = dX(x, y), dY(y, z) = dX(y, z) and dY(x, z) = dX(x, z). Such a triangle ∆ is
called a comparison triangle for ∆ and is unique up to isometry in Y.

If p ∈ ∆ belongs to the geodesic segment [x, y], then p is a comparison point for
p ∈ [x, y] if dX(x, p) = dY(x, p). We can define comparison points in [y, z] and [x, z] in a
similar fashion.

For κ = 0 (respectively κ = −1), the triangle ∆ is said to satisfy the CAT(κ) inequality
if for all a, b ∈ ∆ and all comparison points a, b ∈ ∆ ⊂ R2 (resp. ∆ ⊂ H2), we have

dX(a, b) 6 dY(a, b).

Definition 2.42. For κ = 0 or κ = −1, a metric space (X, d) is CAT(κ) if it is a geodesic
metric space such that all its triangles satisfy the CAT(κ) inequality.

Intuitively, a space X is CAT(0) or CAT(−1) means that its triangles are "thinner"
than the corresponding triangles in the Euclidean plane R2 or the hyperbolic plane H2,
respectively.

Example 2.43. • The Euclidean spaces Rn, for n > 2, are CAT(0) but not CAT(−1).
• Every R-tree is a CAT(−1) space.
• Riemannian manifolds with sectional curvature bounded above by−1 are CAT(−1)

space ([BH99, Theorem II.1.A.6]).
• The hyperbolic spaces Hn are CAT(−1).

Remark 2.44. • One can actually define CAT(κ) where κ is any real number (we refer
to [BH99, Part II]), but we will only be interested in properties of CAT(0) and
CAT(−1) spaces.

• Note that Definition 2.42 does not require X to be complete. Complete CAT(0)
spaces are sometimes called Hadamard spaces.

• This terminology "CAT" was coined by Gromov in ([Gro87, page 119]). It refers to
the initials of Cartan, Alexandrov and Toponogov.
Some French people also call it CHAT instead of CAT in honour of Hadamard (the
word "chat" meaning "cat" in French, which is a nice coincidence).
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Proposition 2.45 ([BH99], Proposition II.1.4(1)). If (X, d) is a CAT(κ) space (κ = 0 or −1),
then it is uniquely geodesic, i.e. every pair of points are connected by a unique geodesic
segment.

Theorem 2.46 ([BH99], Theorem II.1.12). Let (X, d) be a metric space. If X is CAT(−1),
then it is CAT(0).

See also [DSU17, Proposition 3.2.2].

Proposition 2.47 ([DSU17], Proposition 3.3.4). If (X, d) is a CAT(−1) space, then it is
Gromov-hyperbolic.

Remark 2.48. Neither of the two following implications is true:

CAT(0)⇒ Gromov-hyperbolic;

Gromov-hyperbolic ⇒ CAT(0).

Example 2.49. • The Euclidean space Rn, n > 2, is CAT(0) but not Gromov-hyperbolic.
• A bounded graph which is not a tree is Gromov-hyperbolic but not CAT(0) since

every CAT(0) space is contractible (see [BH99, Proposition II.1.4(4)]).

Convex and bounded subsets of CAT(0) spaces enjoy some very useful geometric
properties.

Proposition 2.50 ([BH99], Proposition II.2.4). Let (X, d) be a CAT(0) space and let C ⊂ X
be a convex subset which is complete for the induced metric. Then

1. for every x ∈ X, there is a unique point πC(x) ∈ X such that d(x, πC(x)) =

d(x, C) = inf{d(x, y) | y ∈ C};
2. if y ∈ [x, πC(x)], then πC(y) = πC(x);
3. the map x 7→ πC(x) is a retraction from X to C which does not increase distance,

i.e. for all x, y ∈ X, d(πC(x), πC(y)) 6 d(x, y);
4. the map x ∈ X 7→ d(x, C) is convex.

The following statement is known as the Cartan fixed point theorem. This property is
specific to non-positive curvature. It is false for example for groups acting by isometries
on a sphere, where the orbits are always bounded.

Proposition 2.51 ([BH99], Corollary II.2.8). If X is a complete CAT(0) space and Γ is a
group acting by isometries of X with a bounded orbit, then the fixed points set of Γ,
Fix(Γ), is a non-empty convex subspace of X.
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Chapter II

The infinite-dimensional hyperbolic
space and its isometry group

This chapter focuses on the main object of this thesis, namely the infinite-dimensional
hyperbolic space, and its group of isometries.

This space is the infinite-dimensional analog of the classically studied Hn. We will
see that all the geometric properties of the Hn defined in the previous chapter are still
valid for H∞. However, as one would expect, some differences of topological nature
appear in infinite dimension.

1 The infinite-dimensional hyperbolic space H∞

The infinite-dimensional hyperbolic space will be defined using a quadratic form on an
infinite-dimensional Hilbert space. We then start by presenting some general definitions
that will also be useful to deduce some basic properties for our hyperbolic space.

1.1 Quadratic forms of finite index

The material of this part can be found in [BIM05, Section 2] where more details are
exposed.

Definition 1.1. Let Q be a quadratic form on a real Hilbert space H. We define
• its index of positivity or negativity by

i±(Q) = sup
{

dim W |W is a subspace of H such that Q|W is positive/negative definite
}

• and its index by

i(Q) = sup
{

dim W |W is a subspace of H such that Q|W = 0
}

.

29
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The pair (H, Q) will be called a quadratic space. A subspace W ⊂ H is positive/negative
definite if the restriction Q|W is positive/negative definite.

Let B : H×H → R be the bilinear form associated to Q. The quadratic form Q is
non-degenerate if H⊥ = {0}, where H⊥ is the orthogonal of H with respect to Q (or B),

H⊥ = {x ∈ H | ∀y ∈ H B(x, y) = 0}.

Proposition 1.2 ([BIM05], Proposition 2.1). Let (H, Q) be a quadratic space where Q is
non-degenerate and has finite index. Then

1. i(Q) = min{i−(Q), i+(Q)}.
Moreover, if we assume that i(Q) = i−(Q), then we have the following.

2. If W− ⊂ H is a negative definite subspace with dim W− = i(Q), then W+ = W⊥− is
positive definite and H = W− ⊕W+.

3. If H = W ′− ⊕W ′+ is an orthogonal direct sum with W ′± positive/negative definite,
then dim W ′− = i(Q).

In particular, if i(Q) = i−(Q) is finite, then any negative definite subspace W that is
maximal (with respect to the inclusion) has same dimension dim W = i(Q). This infinite-
dimensional version of Sylverster’s law of inertia was also observed in [Mad85, Lemma
3].

Definition 1.3. A ±-decomposition of the quadratic space (H, Q) is any orthogonal direct
sum decomposition H = W− ⊕W+ (with respect to Q) where W− is negative definite
and W+ is positive definite.

To such a decomposition, we associate the scalar product 〈·, ·〉± defined for x, y ∈ H
by

〈x, y〉± = B(x+, y+)− B(x−, y−),

where x = x− + x+ and y = y− + y+ are the corresponding decompositions of x and y.

Lemma 1.4 ([BIM05], Lemma 2.4). Let (H, Q) be a quadratic space and suppose that
Q is non-degenerate and of finite index. Let H = W− ⊕W+ = W ′− ⊕W ′+ be two ±-
decompositions. Then (H, 〈·, ·〉±) is a Hilbert space if and only if (H, 〈·, ·〉′±) is a Hilbert
space, in which case the two scalar products are equivalent.

Definition 1.5. Let (H, Q) be a quadratic space where Q is non-degenerate and of fi-
nite index. We say that Q is strongly non-degenerate if for some (and hence any) ±-
decomposition H = W− ⊕W+, the space (H, 〈·, ·〉±) is a Hilbert space.

If H = W− ⊕W+, the signature of Q is (dim W+, dim W−). This is independent of the
±-decomposition of H.
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Proposition 1.6 ([BIM05], Proposition 2.7). For strongly non-degenerate quadratic forms
of finite index, the signature is a complete invariant of isomorphism.

Proposition 1.7 ([BIM05], Proposition 2.8). Let (H, Q) be a quadratic space where Q is
strongly non-degenerate and of finite index. Let W ⊂ H be a closed subspace such that
Q|W is non-degenerate. Then Q|W is strongly non-degenerate and H = W ⊕W⊥.

1.2 The infinite-dimensional hyperbolic space

Similarly to the classical (finite-dimensional) hyperbolic spaces, the hyperbolic space of
infinite dimension can be defined in several equivalent ways, called models.

We will define the hyperboloid model, the Poincaré ball model, the Poincaré half-space
model and the Klein (or projective) model. Having these different points of view offers
several advantages. For example, the Poincaré ball or half-space models are conformal,
which allows to visualise the angles between geodesic lines in the picture, while the
Klein model can be identified to the unit ball of some Banach space, which allows to use
properties for affine or convex spaces (the geodesics are also easier to draw since they
are straight lines in this model).

The hyperboloid model. Let (H, 〈·, ·〉) be a real separable Hilbert space and denote by
(ei)i∈N a Hilbert basis of H.

Definition 1.8. The Lorentzian scalar product on H is the bilinear form B defined by

B(x, y) = −x0y0 +
∞

∑
i=1

xiyi

where the xi’s and yi’s are the coordinates of x and y in the given basis. Denote by Q the
corresponding quadratic form defined by Q(x) = B(x, x) for x ∈ H.

Proposition 1.9. The quadratic form Q is strongly non-degenerate, of finite index i(Q) =

i−(Q) = 1 and has signature (∞, 1).

Proof . We have B(x, y) = 0 for all y ∈ H if and only if x = 0, so Q is non-degenerate.
Moreover, Span(e0) is a maximal negative definite subspace, so i(Q) = i−(Q) = 1
by Proposition 1.2, therefore the signature of Q is (∞, 1). Finally, H = Span(e0) ⊕
Span(en, n > 1) is a ±-decomposition of H whose associated scalar product is 〈·, ·〉± =

〈·, ·〉, so (H, 〈·, ·〉±) is a Hilbert space.

Definition 1.10. The (separable) infinite-dimensional real hyperbolic space is

H∞
R = {x ∈ H | Q(x) = −1, x0 > 0}.
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Remark 1.11. If H is a Hilbert space over the field of complex (respectively quaternionic)
numbers, one obtains the complex (resp. quaternionic) infinite-dimensional hyperbolic
space, denoted by H∞

C (resp. H∞
Q).

In this thesis, we will focus on the real hyperbolic space, and we thus denote the real
hyperbolic spaces without R as a subscript, H∞ = H∞

R .
One can also define non-separable infinite-dimensional hyperbolic spaces by replac-

ing H by a non-separable Hilbert space in the definition. The dimension can be pre-
scribed to be of any cardinality.

Definition 1.12. A vector x ∈ H is called
• space-like if Q(x) > 0;
• light-like if Q(x) = 0 and
• time-like if Q(x) < 0.

The set {x ∈ H | Q(x) = −1} is a hyperboloid with two sheets consisting of time-
like vectors that are "unitary" with respect to Q, and H∞

R is one of its two connected
components. Thus, we may also define H∞ as

H∞ = {[x] ∈ P(H) | Q(x) < 0},

where P(H) is the the projectivisation of H, i.e. the quotient of H \ {0} under the relation
x ∼ λx, for all x ∈ H and λ ∈ R∗.

The set of light-like vectors forms a real cone called the light cone.
Let d : H∞ → H∞ be the map defined by the formula

cosh(d(x, y)) = −B(x, y) = −〈x, Jy〉,

where 〈·, ·〉 is the scalar product on H and J is the linear map on H such that Je0 = −e0

and Jei = ei for all i > 1.

Proposition 1.13 ([DSU17], Proposition 2.2.2). The map d is a metric on H∞ which is
compatible with the topology on H∞ viewed as a subspace of H (or as a subspace of
P(H), depending on the definition). This metric will be called the hyperbolic metric or
hyperbolic distance.

See also [BIM05, Proposition 3.2], [BH99, Proposition I.2.6] or [Rat06, Theorem 3.2.2]
(the two latter ones only show that d is a metric on H∞).

Proposition 1.14 ([BIM05], Theorems 3.2 and 3.3). With this hyperbolic distance, H∞ is a
complete infinite-dimensional geodesic Riemannian manifold which is CAT(−1).

Infinite-dimensional Riemannian manifold means that it is a differential manifold
modelled on an infinite-dimensional (separable) Hilbert space (open sets are diffeomor-
phic to a open ball of the Hilbert space). In particular, we have the following.



1. THE INFINITE-DIMENSIONAL HYPERBOLIC SPACE H∞ 33

Proposition 1.15. The infinite-dimensional hyperbolic space is not locally compact. It is
therefore not proper, i.e. there are closed and bounded subsets that are not compact.

The boundary of H∞

It follows from Propositions 1.14 and I.2.47 that (H∞, d) is a Gromov-hyperbolic met-
ric space. It admits a Gromov boundary, ∂∞H∞. The Gromov product on H∞ can be
extended continuously to ∂∞H∞ as in Definition I.2.27. Denote by T∞ the topology on
∂∞H∞ ∪H∞ = H∞. Let o ∈ H∞ be some fixed base point and define the map

Do : H∞ ×H∞ → [0, ∞)

(x, y) 7→ e−(x·y)o .

This map is a metametric on H∞, i.e. a map which satisfies all the axioms of a metric
(see Remark I.2.7 for the triangle inequality) except reflexivity. Indeed, for any x ∈
H∞, we have (x · x)o = d(o, x), so Do(x, x) = e−d(o,x) > 0. The term "metametric" was
introduced by Väisälä in [Vä05].

The set Zrefl = {x ∈ H∞ | Do(x, x) = 0} is the domain of reflexivity of Do (it was called
"set of small points" in [Vä05]). The restriction of Do to Zrefl is a metric. Observe that
Zrefl ⊂ ∂∞H∞.

Cauchy sequences and convergent sequences for the metametric Do can be defined as in
metric spaces.

Definition 1.16. We say that Do is a complete metametric if every Cauchy sequence is
convergent for Do. A topology T on H∞ is compatible with the metametric Do if for every
ξ ∈ Zrefl, the sets

{x ∈ H∞ | Do(x, ξ) < R}

for R > 0 form a basis of neighbourhoods for T at ξ.

Proposition 1.17. For every o ∈ H∞, the metametric Do : H∞ ×H∞ → [0, ∞) is complete
and compatible with the topology T∞ on H∞. Moreover, the domain of reflexivity of Do

is ∂∞H∞.

Using the metametric Do for some fixed o ∈ H∞, one can define a metric on H∞ which
agrees on ∂∞H∞ with Do. Such metrics are called extended visual metrics in [DSU17].

Proposition 1.18 ([DSU17], Proposition 3.6.13). For all x, y ∈ H∞, let

Do(x, y) = min(d(x, y), Do(x, y)).

Then Do is a complete metric on H∞ which induces the topology T∞ and such that
Do = Do when restricted to the Gromov boundary ∂∞H∞.
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Notation. We will denote the extended visual metrics by D, without specifying the base
point o when it is not needed or implicit.

Observe that H∞ is bounded for the extended visual metric based at any point. For
all ξ, η ∈ ∂∞H∞, we have D(ξ, η) = D(ξ, η) = e−(ξ·η)o 6 1.

In a CAT(−1) space, we already know by Proposition I.2.45 that the geodesic seg-
ments that connect two points are unique. This property can be extended to the bound-
ary of this space thanks to the following proposition.

Proposition 1.19 ([DSU17], Proposition 4.4.4). Suppose that X is a complete CAT(−1)
space.

1. For any two distinct points x, y ∈ X, there is a unique geodesic [x, y] connecting
them.

2. Let (xn)n∈N and (yn)n∈N be two sequences in X that converge to two points x, y ∈
X. Then [xn, yn] −→n→∞

[x, y] for the Hausdorff metric on (X, D). If x = y, then

[x, y] = {x} and [xn, yn] −→n→∞
{x}.

Definition 1.20. A hyperbolic space which satisfies the conclusion of Proposition 1.19 is
said to be regularly geodesic.

As a complete CAT(−1) space, the infinite-dimensional hyperbolic space H∞ is reg-
ularly geodesic. This property implies that its Gromov boundary ∂∞H∞ and its visual
boundary ∂vis(H∞, o) relative to the base point o ∈ H∞ must be in bijection.

Observe that the uniqueness in Proposition 1.19 implies that ∂vis(H∞, o) is the set of
all the geodesic rays starting at o ∈ H∞ (the equivalence relation on the geodesic rays is
trivial after fixing the base point).

Proposition 1.21. The map ϕo : ∂vis(H∞, o) → ∂∞H∞ defined in Proposition I.2.31 is a
bijection.

Proof . The first part of Proposition I.2.31 states that ϕo is injective. The second part does
not yield surjectivity since H∞ is not proper.

Let ξ ∈ ∂∞H∞. By Proposition 1.19, there exists a unique geodesic ρ : R+ ∪ {∞} →
H∞ connecting o to ξ. This geodesic then defines the point [ρ] in ∂vis(H∞, o) satisfying
ϕo([ρ]) = ξ. Therefore ϕo is surjective.

In the classical setting, Hn can be compactified by taking its closure in the topological
space P(Rn+1). However, for H∞, the closure inside P(H) is not compact. Thus, we use
the terminology bordification instead of compactification.
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Definition 1.22. The bordification of H∞, denoted by H∞, is its closure relative to the
topological space P(H), i.e.

H∞ = {[x] ∈ P(H) | Q(x) 6 0}.

The boundary of H∞ is its topological boundary relative to P(H). It is the projectivi-
sation of the light cone,

∂H∞ = H∞ \H∞ = {[x] ∈ P(H) | Q(x) = 0}.

As a consequence of Propositions 1.14 and I.2.47, (H∞, d) is a Gromov-hyperbolic
metric space. It admits a Gromov boundary, ∂∞H∞.

The notation H∞ for H∞ ∪ ∂∞H∞ is not in conflict with the bordification thanks to
the following statement.

Proposition 1.23 ([DSU17], Proposition 3.5.3). The identity map id : H∞ → H∞ extends
uniquely to a homeomorphism îd : H∞ ∪ ∂∞H∞ → H∞ ∪ ∂H∞.

Notation. With this proposition, these two boundaries are the "same" and from now on,
we will keep the notation ∂H∞ instead of ∂∞H∞ for the boundary of H∞. The topology
on H∞ = H∞ ∪ ∂H∞ will be denoted by T instead of T∞ and will be referred to as the
cone topology (see [BH99, Chapter II.8]).

Remark 1.24. One can use Busemann functions along with the first point of Proposition
I.2.37 to define the horicompactification of a hyperbolic space (which is compact even when
the space we started with is not proper). The horicompactification of H∞ was studied in
[Duc23], but we will not need this object in the remainder of the thesis.

There are other ways to define a notion of boundary for H∞ (or Gromov-hyperbolic
or CAT(0) spaces in general). One can define another version of the visual boundary
using quasi-geodesics instead of geodesics. This definition is more flexible since quasi-
geodesics may exist even when geodesics do not. If we denote this boundary by ∂qH∞,
it can be shown that ∂∞H∞ can be identified as a topological space with ∂qH∞ (see
[Vä05, Has22, LT24]).

Hyperbolic subspaces of H∞

Subspaces of H∞ have a very nice description in terms of linear subspaces of the ambient
Hilbert space.

Remark 1.25 ([BIM05], Remark 3.1). If S is a finite set of points in H∞, let HS = Span(S)
be the vector space spanned by S in the ambient Hilbert space H. The restriction of
the quadratic form Q to HS is still a non-degenerate quadratic form and its signature



36 CHAPTER II. H∞ AND Isom(H∞)

is (dimHS − 1, 1). Therefore it defines an embedding of a hyperbolic space of finite
dimension dimHS − 1 into H∞.

If S is not finite, the same is true, except that Q|HS has signature (∞, 1) and define a
hyperbolic space of infinite dimension.

Definition 1.26. A totally geodesic subspace of H∞ is a set of the form Span(S) ∩H∞ as in
the previous remark.

This terminology comes from Riemannian geometry where a totally geodesic sub-
space Y of a Riemmanian manifold X is a subspace such that every geodesic line of Y is
also a geodesic line of X.

Remark 1.27. For each n ∈ N, the subspace of H spanned by the first n vectors of a
Hilbert basis defines an embedding Hn ↪→ H∞. We thus have an increasing sequence of
finite-dimensional hyperbolic spaces in H∞,

H1 ⊂ H2 ⊂ · · · ⊂ H∞.

Since the Hilbert basis is total in H, the increasing union
⋃

n∈N
Hn is dense in H∞ with

respect to the topology induced by the Euclidean topology on H, which coincides with
the topology of the hyperbolic metric on H∞ by 1.13.

Geodesics in H∞

We may now describe geodesics in H∞ as one-dimensional subspaces of H∞.

Definition 1.28. Let V be a vector subspace of H. We say that V is
• time-like if it contains a time-like vector;
• space-like if all the non-zero vectors are space-like;
• light-like otherwise (it has non-zero light-like vectors, but no time-like vectors).

Definition 1.29. A hyperbolic line of H∞ is the intersection of H∞ with a 2-dimensional
time-like vector subspace of H.

Let x, y ∈ H∞ be two distinct points. Viewed as points in the ambient Hilbert space
H, they span a 2-dimensional time-like subspace of H. By Remark 1.25, the intersection
of Span(x, y) with H∞ is a hyperbolic subspace of H∞ of dimension 1, which is the
unique hyperbolic line containing x and y.

Definition 1.30. A geodesic (or geodesic line) of H∞ is an isometric embedding of R into
H∞, i.e. a map c : R→ H∞ such that d(c(t), c(t′)) = |t− t′| for all t, t′ ∈ R.

A geodesic ray (respectively geodesic segment) is an isomorphic embedding of [0,+∞)

(resp. a segment [a, b]) into H∞.
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For convenience, we will not distinguish the map c from its image in H∞ and call
both of them a geodesic line, ray or segment.

Theorem 1.31. The geodesics in H∞ are its hyperbolic lines. Moreover we have the fol-
lowing description, c : R → H∞ is a geodesic if and only if there exists a, b ∈ H with
Q(a) = −1, Q(b) = 1 and B(a, b) = 0 such that for all t ∈ R,

c(t) = cosh(t)a + sinh(t)b.

The proof of this theorem is similar to the finite-dimensional case since the restriction
to a subspace containing a finite number of points in H∞ gives a finite-dimensional
hyperbolic subspace by Remark 1.25. We refer to [Rat06, Theorem 3.2.5] for example for
a proof in finite dimension.

Finite-dimensional hyperbolic spaces Hn have several other models which can also be
extended for H∞. The description of these models as well as proofs in finite dimension
can be found in [Mar23, Chapter 2]. The proofs are similar for the infinite-dimensional
case.

Notation. We will use the notations I for the hyperboloid model, H for the upper half-
space model, D for the Poincaré ball model and B for the Klein model. As usual, we
add a superscript to indicate the dimension. Denote by dI the hyperbolic distance on the
hyperboloid model.

When we do not need to distinguish between these models, we will keep the notation
H.

In order to define these models, we first introduce the subspace H′0 = {x ∈ H | x0 =

0} ⊂ H. This is the completion (for the Euclidean metric) of the subspace of H spanned
by the vectors en starting from n = 1 instead of n = 0. We have H = R·e0⊕H′0 and write
H′0 = H	 R·e0.

Notation. For convenience, if a vector is in H′0, we remove its first vanishing coordi-
nate. A vector x = (x0, x1, x2, . . . ) = (0, x1, x2, . . . ) ∈ H′0 will then be denoted by
x = (x1, x2, . . . ). We shall enumerate the indices of the coordinates by starting from
1 to avoid confusions with the coordinates in H.

The Poincaré ball model. The Poincaré ball model is

D∞ = {x ∈ H′0 | ‖x‖ < 1},

the (open) unit ball of H′0 endowed with the Euclidean topology (inherited by H).
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The boundary and bordification of D∞ with respect to the Euclidean topology are

∂D∞ = {x ∈ H′0 | ‖x‖ = 1};
D∞ = {x ∈ H′0 | ‖x‖ 6 1}.

In the Poincaré ball model, we define the following distance between two points
x, y ∈ D∞:

cosh(dD(x, y)) = 1 +
‖x− y‖2

(1− ‖x‖2)(1− ‖y‖2)
.

Proposition 1.32 ([Mar23], Section 2.1.6 and [Rat06], Theorem 4.5.1). The Poincaré ball
model D∞ and the hyperboloid model I∞ are isometric, and therefore homeomorphic.
The isometry is given by the stereographic projection from the hyperboloid I∞ on the
ball D∞ based at the point (−1, 0, . . . ) ∈ H:

I∞ → D∞

(x0, x1, x2, . . . ) 7→ 1
x0 + 1

(x1, x2, x3, . . . ).

Proposition 1.33 ([Mar23], Propositions 2.1.16 and 2.1.17). 1. The Poincaré ball model
is a conformal model of H∞, i.e. the angles formed by two vectors in D∞ ⊂ H′0
coincide with the Euclidean ones in H′0.

2. The n-dimensional subspaces of D∞ are intersections of D∞ with n-spheres or n-
linear subspaces in H′0 that are orthogonal to ∂D∞.

The Poincaré half-space model. The Poincaré half-space model is

H∞ =
{

x = (xi)i>1 ∈ H′0 | x1 > 0
}

,

the "upper" half-space of H′0. We view H∞ as lying inside Ĥ′0 = H′0 ∪ {∞}.
The topology on Ĥ′0 is defined as follows: a subset U ⊂ Ĥ′0 is open if and only if

U ∩H′0 is open and (∞ ∈ U ⇒ H′0 \U is bounded).
According to this topology, we have

∂H∞ = {x ∈ H′0 | x1 = 0} ∪ {∞};
H∞ = {x ∈ H′0 | x1 > 0} ∪ {∞}.

On the half-space model, we define the following distance between two points x, y ∈
H∞:

cosh(dH(x, y)) = 1 +
‖x− y‖2

2x1y1
.
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The coordinate x1 of x ∈ H∞ can be thought of as the "height" of x. In this model,
the horospheres centred at ∞ ∈ ∂H∞ are affine subspaces of H′0 which are parallel to
{x1 = 0}.

Proposition 1.34 ([Mar23], Section 2.1.8 and [Rat06], Theorem 4.6.1). The half-space model
H∞ and the Poincaré ball model D∞ are isometric. It can be established using an inver-
sion along the sphere S(y,

√
2) with y = (−1, 0, 0, . . . ) ∈ ∂D∞ (recall that y ∈ H′0 is

actually the point (0,−1, 0, . . . ) ∈ H where the first coordinate is removed). The isome-
try is then

D∞ → H∞

x 7→ y + 2
x− y
‖x− y‖2 .

The point ∞ ∈ ∂H∞ corresponds to the point (−1, 0, 0, . . . ) ∈ ∂D∞ ⊂ H′0.

Proposition 1.35 ([Mar23], Proposition 2.1.22). 1. The half-space model H∞ is also a
conformal model for H∞.

2. The n-dimensional subspaces of H∞ are the intersections of H∞ with n-spheres or
n-linear subspaces in H′0 that are orthogonal to ∂H∞.

The Klein (or projective) model. To define this model, we will need to consider vectors
in H′0 = {x ∈ H | x0 = 0} with their coordinates along e0. Define now H′1 = {x ∈ H |
x0 = 1}. Then H′1 is the affine vector space parallel to H′0 and containing e0,

H′1 = e0 +H′ = {e0 + x | x ∈ H′}.

We define the Klein model as

B∞ = {x ∈ H′1 | ‖x− e0‖ < 1} = e0 + D∞,

the (open) unit ball inside H′1 endowed again with the topology inherited from the am-
bient Hilbert space H.

In the Klein model, we define the following distance between two points x, y ∈ B∞:

cosh(dB(x, y)) =
|1− 〈x, y〉|√

1− ‖x‖2
√

1− ‖y‖2
.

Proposition 1.36 ([Mar23], Section 2.1.12 and [Rat06], Theorem 6.1.1). The Klein model
B∞ and the hyperboloid model I∞ are isometric. The isometry is given by the stereo-
graphic projection from I∞ on H′1 based at the origin of H, (0, 0, . . . ) ∈ H. This isometry
is

I∞ → B∞

x = (x0, x1, x2, . . . ) 7→ x
x0

=

(
1,

x1

x0
,

x2

x0
, . . .

)
.
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We may also view this Klein model B∞ as the projectivisation of I∞ in P(H). The
Klein model is also known as the projective model.

Proposition 1.37 ([Mar23], Section 2.1.12). 1. The Klein model is not conformal, hy-
perbolic spheres are ellipsoids in B∞.

2. In B∞, geodesics are straight lines, i.e. Euclidean lines in H′1.

We also have a one-to-one correspondence between hyperplanes in B∞ and points
in H′1 that lie outside B∞, which gives a useful viewpoint for working with reflections
of the hyperbolic space. This model will also be particularly useful when dealing with
convex subsets of the hyperbolic space in the proof of Theorem III.1.7 for example.

1.3 The weak topology

Let (X, d) be a metric space. Denote by T the topology on X defined by the metric d.
One can define a weaker topology TW by letting TW be the weakest topology on X such
that for all y, z ∈ X, the Busemann function defined in Definition I.2.36, x 7→ βx(y, z) =
d(x, y)− d(x, z) is continuous. This topology is always Hausdorff.

Definition 1.38. Let X be a metric space. We define the topology Tc to be the weakest
topology on X for which all T -closed convex sets are Tc-closed.

Theorem 1.39 ([Mon05], Theorem 14). Let X be a complete CAT(0) space and C ⊂ X a
bounded closed convex subset. Then C is compact for the topology Tc.

Lemma 1.40 ([Mon05], Lemma 16). For any complete CAT(0) space X, we have Tc ⊂
TW ⊂ T .

Remark 1.41. If X = H is a Hilbert space, then TW and Tc both coincide with the weak
topology.

If X is the infinite-dimensional hyperbolic space, X = H∞, then TW and Tc coincide.
This topology can also be described as the coarsest topology in which the (open) half-
spaces defined by hyperbolic hyperplanes are open (see [Duc23, Lemma 2.2]), where a
half-space of H∞ is the intersection of H∞ with a linear half-space of the ambient Hilbert
space. In the Klein model B∞, this coincides with the weak topology on H. We will call
it the weak topology on H∞.

In particular, by Banach-Alaoglu’s theorem, Hilbert spaces being reflexive, we get the
following:

Proposition 1.42. Endowed with the weak topology TW , H∞ is compact.

Proposition 1.43 ([Duc23], Lemma 2.4). The restriction of the weak topology on ∂H∞
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coincides with the cone topology.

Proposition 1.44 ([Duc23], Proposition 6.2). The group Isom(H∞) with the topology of
pointwise convergence acts continuously on H∞ with the weak topology.

2 The group of isometries

2.1 Isometries

Definition 2.1. An isometry of H∞ is a diffeomorphism f : H∞ → H∞ such that

∀x, y ∈ H∞ d( f (x), f (y)) = d(x, y).

Let H be a Hilbert space and Q is a quadratic form on H, denote by O(H, Q) the
group of linear automorphisms of H that preserve Q, i.e. the group of automorphisms
T : H → H such that Q ◦ T = Q.

The projectivisation of this group is

PO(H, Q) = O(H, Q)/{± id}.

Theorem 2.2 ([DSU17], Theorem 2.3.3). The group of isometries of H∞ is Isom(H∞) =

PO(H, Q), the projectivisation of the group of linear automorphisms of H that preserve
Q.

By Proposition 1.6, two non-degenerate quadratic forms having same signature are
isomorphic, so are the associated orthogonal groups.

Notation. If (α, β) denotes the signature of Q, we will use the notation O(α, β) and
PO(α, β) from now on when there is no ambiguity on the Hilbert space or the quadratic
form.

Theorem 2.3 ([DSU17], Theorem 2.3.3). With these notations, we have

Isom(H∞) = PO(∞, 1).

See also [Duc13, Corollary 1.6] for a more general statement on symmetric spaces of
infinite dimension and finite rank.

Corollary 2.4 ([DSU17], Corollary 2.3.13). Every isometry of Isom(H∞) extends uniquely
to a homeomorphism of H∞.

Proposition 2.5 ([DSU17], Observation 2.3.2). The group Isom(H∞) acts transitively on
H∞.
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In the upper half-space model H∞, we have the following description of the isome-
tries fixing the particular point ∞ ∈ ∂H∞:

Recall that in this model, ∂H∞ = {x ∈ H′0 | x1 = 0} ∪ {∞}. Then ∂H∞ \ {∞} is a
Hilbert space. A similarity g : ∂H∞ \ {∞} → ∂H∞ \ {∞} is a map of the form

g(x) = λTx + b,

where λ > 0, T is an orthogonal operator on {x ∈ H′0 | x1 = 0} with respect to the
Euclidean norm on H, and b ∈ ∂H∞ \ {∞}.

Proposition 2.6 ([DSU17], Observation 2.5.6). Let g : ∂H∞ \ {∞} → ∂H∞ \ {∞} be a
similarity. Then g induces an isomorphism of H∞, ĝ : H∞ →H∞ defined by

ĝ(x) :=
{

(λx1, g(π(x))) if x 6= ∞
∞ if x = ∞

where π denotes the orthogonal projection onto ∂H∞ \ {∞}. In particular, the restriction
of ĝ to H∞ is an isometry of H∞.

The isometry ĝ is called the Poincaré extension of g.

Moreover, any isometry g ∈ Isom(H∞) fixing ∞ actually is the Poincaré extension of
some similarity on ∂H∞ \ {∞}.

Proposition 2.7 ([DSU17], Proposition 2.5.8). For all g ∈ Isom(H∞) such that g(∞) = ∞,
there exists a similarity h : ∂H∞ \ {∞} → ∂H∞ \ {∞} such that g = ĥ.

2.2 Classification of the isometries

Translation length

As in finite dimension, the isometries of H∞ can be classified into the three categories:
loxodromic, parabolic and elliptic. One can define them using the translation length of the
isometries.

Let (X, d) be a metric space and Isom(X) be its group of isometries.

Definition 2.8. For g ∈ Isom(X), the translation length (or minimal displacement function)
of g is

`(g) := inf
x∈X

d(x, g(x)).

This notion allows us to classify the isometries of X.

Definition 2.9. Let g ∈ Isom(X), we say that g is
• semisimple if the set Min(g) = {x ∈ X | d(x, g(x)) = `(g)} is non-empty;



2. THE GROUP OF ISOMETRIES 43

• neutral if `(g) = 0.

Definition 2.10. Let g ∈ Isom(X), we say that g is
• elliptic if g is neutral and semisimple;
• parabolic if g is neutral but not semisimple;
• loxodromic if g is not neutral.

Remark 2.11. • Loxodromic isometries are also called hyperbolic.
• If X is a CAT(0) space, then any elliptic isometry necessarily has a fixed point in X

by Proposition I.2.51 (see also [DSU17, Theorem 6.2.5]).

Theorem 2.12 ([DSU17], Theorem 6.1.4). The categories of elliptic, parabolic and lox-
odromic isometries are mutually exclusive and any isometry g ∈ Isom(H∞) is either
elliptic, parabolic or loxodromic.

Lemma 2.13 ([Duc23], Lemma 9.1). The translation length on Isom(X) is upper semi-
continuous for the pointwise convergence topology.

Proof . Let (gn)n∈N ∈ Isom(X)N be a sequence converging to g in Isom(X). By continuity
of the distance function, for any ε > 0, there exist x ∈ X such that d(gx, x) 6 `(g) + ε

and N ∈ N such that ∀n > N d(gnx, gx) 6 ε. By triangle inequality we get, for n > N,
d(gnx, x) 6 d(gnx, gx) + d(gx, x) 6 `(g) + 2ε. Thus

lim sup
n→∞

`(gn) 6 lim sup
n→∞

d(gnx, x) 6 `(g) + 2ε,

and lim sup
n→∞

`(gn) 6 `(g).

The following lemma is part of the proof of [Duc23, Theorem 9.7] which states that
Isom(H∞) as no dense conjugacy classes.

The proof of Duchesne relies on the observation that in the hyperbolic spaces, a "limit"
of horocycles is not a geodesic line (or more generally, a "limit" of horospheres is not a
totally geodesic subspace). We present here a different proof using the continuity of the
action Isom(H∞) y H∞, where Isom(H∞) is endowed with the pointwise convergence
topology and H∞ with the weak topology (see Proposition 1.44).

Lemma 2.14 ([Duc23], Theorem 9.7). If X = H∞, and (gn)n∈N is a sequence of neutral
isometries of X such that gn −→n→∞

g ∈ Isom(X) for the pointwise convergence topology,
then g is neutral.

Proof . We may assume, up to extracting a subsequence, that the gn are either all elliptic
or all parabolic.
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If the gn are parabolic, let ξn ∈ ∂H∞ be the unique fixed point of gn. By compactness
of H∞ for the weak topology, let (ξφ(n))n be a converging subsequence of (ξn)n and
denote by η ∈ H∞ its weak limit. Then

gφ(n)ξφ(n) ⇀
n→∞

gη

=

ξφ(n) ⇀
n→∞

η

therefore gη = η. If η ∈ H∞, then g is elliptic and `(g) = 0. Otherwise, η ∈ ∂H∞

and (ξφ(n))n converges then strongly to η, ξφ(n) −→n→∞
η. So, by continuity of the Buse-

mann functions for the strong topology, 0 = `(gφ(n)) = βξφ(n)
(o, gφn o) −→

n→∞
βη(o, go), thus

βη(o, go) = 0 and g is then either parabolic or elliptic, i.e. g is neutral.
Now if the gn are elliptic, let xn ∈ H∞ be a fixed point of gn. As above, we may find

a subsequence xφ(n) converging weakly to a point x ∈ H∞. The continuity of the action
for the weak topology again yields gx = x. If x ∈ H∞, then g is elliptic. And if x ∈ ∂H∞,
we have

1 = ‖x‖ 6 lim inf
n
‖xφ(n)‖ 6 lim sup

n
‖xφ(n)‖ 6 1

in the Klein model B∞ of H∞, where ‖ · ‖ denotes the Euclidean norm on B∞. So the
sequence of norms ‖xφ(n)‖ converges to ‖x‖, and thus xφ(n) converges strongly to x. We
then have

βxφ(n)(o, gφ(n)o) = d(o, xφ(n))− d(gφ(n)o, xφ(n))

= d(o, xφ(n))− d(o, g−1
φ(n)xφ(n))

= d(o, xφ(n))− d(o, xφ(n)) = 0

and βxφ(n)(o, gφ(n)o) −→n→∞
βx(o, go), thus βx(o, go) = 0 and we conclude that g is neutral.

Lemma 2.15. If (gn)n∈N and g are hyperbolic isometries of H∞. Denote by ξ±n the attrac-
tive and repulsive fixed points of gn and ξ± those of g. If gn −→ g for the pointwise
convergence topology, then `(gn) −→ `(g). Moreover, ξ+n −→ ξ+ and ξ−n −→ ξ− when n
goes to ∞.

Proof . Consider the sequence (ξ+n )n∈N ∈ (∂H∞)N of attractive fixed points of the isome-
tries gn. The bordification H∞ endowed with the topology generated by the closed and
convex subsets can be identified to the closed unit ball of a Hilbert space with its weak
topology. It is then compact since Hilbert spaces are reflexive. Let (ξ+

φ(n))n be a con-

vergent subsequence of (ξ+n )n and denote by η ∈ H∞ its weak limit, ξ+
φ(n) ⇀

n→∞
η. The
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action of Isom(H∞) on H∞ is continuous for the weak topology on H∞ (see [Duc23],
Proposition 6.2) and since g−1gφ(n) −→ id ∈ Isom(H∞), we have

gφ(n)ξ
+
φ(n) ⇀

n→∞
gη

=

ξ+
φ(n) ⇀

n→∞
η

therefore gη = η, η must be a fixed point of g, which means that either η = ξ+ or η = ξ−.
We show that η must be ξ+. The limit η belongs to ∂H∞, thus (ξ+

φ(n))n converges
strongly to η. The Busemann function βξ+

φ(n)
computes the distance between two horo-

spheres centered at ξ+
φ(n). For n ∈ N, we have βξ+

φ(n)
(gφ(n)o, o) = `(gφ(n)) > 0. By

continuity of the Busemann functions for the cone topology on H∞ (Proposition I.2.40),

βξ+
φ(n)

(gφ(n)o, o) −→
n→∞

βη(go, o).

Thus βη(go, o) is non negative. It follows from βξ−(go, o) = −`(g) < 0 that η = ξ+.
Finally, the sequence (ξ+n )n in the compact set H (with the weak topology) has a

unique accumulation point ξ+. It thus converges (weakly) to this accumulation point
and since the limit ξ+ lies in ∂H∞, (ξ+n )n actually converges for the cone topology on
H∞, ξ+n −→n→∞

ξ+. The same goes for the repulsive fixed points, ξ−n −→n→∞
ξ−.

Proposition 2.16. For X = H∞, the translation length is a continuous function on Isom(X)

for the pointwise convergence topology.

Proof . Suppose that gn converges to g in Isom(H∞). If `(g) = 0, by Lemma 2.13, we have
0 6 lim supn `(gn) 6 `(g) = 0. So (`(gn))n converges and its limit is `(g) = 0.
If `(g) 6= 0, i.e. g is hyperbolic, we may assume that all the gn are hyperbolic by Lemma
2.14. And by Lemma 2.15, we get `(gn) −→ `(g).

Remark 2.17. This is not true for Euclidean spaces, even in dimension 2. Consider for
example a sequence gn ∈ Isom(R2) of rotations centered at the points (n, 0). As rotations,
they are elliptic isometries and their translation lengths vanish, `(gn) = 0. They converge
to the translation along the y-axis which has positive translation length.

One may also prove Proposition 2.16 by using the fact that the hyperbolic space
H∞ is regularly geodesic (Proposition 1.19) and considering the following property of
projections onto geodesics.

Lemma 2.18. Suppose that (xn)n∈N and (yn)n∈N are sequences in H∞ that converge to x
and y in H respectively. Let z ∈ [x, y], then πn(z) −→ z where πn is the (nearest point)
projection onto [xn, yn].
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Proof . By Proposition 1.19, [xn, yn] converges to [x, y] for the Hausdorff metric on (H∞, D),
i.e.

HD([x, y], [xn, yn]) −→ 0.

We have

HD([x, y], [xn, yn]) = max

{
sup

a∈[x,y]
D(a, [xn, yn]), sup

b∈[xn,yn]

D(b, [x, y])

}
> D(z, [xn, yn]).

Moreover, for any z′ ∈ H, (z · z′)o =
1
2
(d(o, z)+ d(o, z′)− d(z, z′)) 6 d(o, z) by triangle

inequality, so e−(z·z
′)o > e−d(o,z). Let 0 < ε < e−d(o,z). For all n ∈ N large enough, there is

zn ∈ [xn, yn] such that
D(z, zn) 6 ε < e−d(o,z).

Hence D(z, zn) = min(d(z, zn), e−(z·zn)o) = d(z, zn) and d(z, πn(z)) 6 d(z, zn) 6 ε.

Fixed points

Let g ∈ Isom(H∞), the set of fixed points of g will be denoted by

Fix(g) = {x ∈ H∞ | g(x) = x}.

One can obtain the same classification of the isometries (into loxodromic, parabolic
and elliptic) by looking at their fixed points sets. Here is another equivalent definition
for the different categories of isometries of H∞.

Definition 2.19. Let g ∈ Isom(H∞). Then g is called
• elliptic if for any (hence for all) x ∈ H∞, the orbit {gn(x) | n ∈ N} is bounded;
• parabolic if it is not elliptic and has a unique fixed point in ∂H∞, i.e. # Fix(g) = 1

and Fix(g) ∩H∞ = ∅;
• loxodromic if it has exactly two fixed points in ∂H∞ (one attractive and one repul-

sive), i.e. # Fix(g) = 2 and Fix(g) ∩H∞ = ∅.

Remark 2.20. With this definition, we see thanks to the existence of fixed points in
CAT(0) spaces (Proposition I.2.51), that an elliptic isometry necessarily has a fixed point
in H∞ (see also [DSU17, Theorem 6.2.5]). Then, an isometry g is elliptic if and only if
Fix(g) ∩H∞ 6= ∅.
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2.3 A matrix representation of the isometries: Clifford matrices

For the hyperbolic plane H2 and the hyperbolic 3-space H3, the orientation-preserving
isometries can be represented as 2× 2 matrices by the following very well-known iso-
morphisms:

Isom+(H2) ' PSL(2, R)

and Isom+(H3) ' PSL(2, C).

For any n ∈ N, one can actually show that Isom+(Hn) is isomorphic to some group
of 2× 2 matrices whose coefficients lie in some group Gn, Isom+(Hn) ' PSL2(Gn). These
groups Gn are called Clifford groups, and we have G2 = R and G3 = C.

Notation. In order to avoid confusions when dealing with 2× 2 matrices with coefficients
in a Clifford group, we will use the notations GL2, SL2, PSL2 with the 2 as a subscript
instead of SL(2, R) for example.

For finite dimension, the theory of Clifford algebras and Clifford groups to describe
Möbius transformations in Rn has been well studied in [Ahl85, Wat93]. The case of
Clifford algebras of countable infinite dimension has also been considered, see [Fru91].
Several properties of Clifford matrices have been established in the series of papers in-
cluding [Fru91, LW05, Li09, Li11, Li12, Fu13, Li13, Gon18].

We expose here the approach of [Gug17] which holds more generally for any dimen-
sion (finite, countable and also uncountable), although we are only interested in the case
of separable Hilbert and hyperbolic spaces. Although Clifford matrices will not be used
in the main sections of this thesis, we wish to present some results about the topology of
this group. In particular, discreteness properties of a subgroup of Clifford matrices have
been investigated in [Li11, Li13, Gon18] and those can be related to the notions that we
define in the next section.

Clifford algebras and Clifford groups

Let (V, Q) be a quadratic space (V is a real Hilbert space and Q a quadratic form on
V). All the following can be defined for a quadratic space over any field K (of any
characteristic), however we will only be interested in the case K = R. The algebras will
be taken over the real numbers.

Definition 2.21. A Clifford algebra associated to (V, Q) is a unitary associative algebra
over R, denoted by Cl(V, Q), together with a R-linear map i : V → Cl(V, Q) satisfying
the two following conditions:

1. for all v ∈ V, i(v)2 = −Q(v) · 1Cl(V,Q) (Clifford identity);
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2. if A is another unitary associative algebra over R with a map iA : V → A sat-
isfying the Clifford identity, then there exists a unique morphisms of algebras
ψ : Cl(V, Q) → A such that the diagram commutes (universal property of Clifford

V A

Cl(V, Q)

iA

i
ψ

algebras).

The universal property implies that if the Clifford algebra exists, then it is unique up
to isomorphism. There is an explicit construction for the Clifford algebra associated to
(V, Q):

Let T(V) =
⊕

n∈N
V⊗n be the tensor algebra of V, where V⊗n = V ⊗ V ⊗ · · · ⊗ V (n

times) and V⊗0 = R. Consider the ideal I of T(V) generated by all the elements of the
form v2 + Q(v), for v ∈ V. Then the quotient T(V)/I satisfies the required universal
property, therefore Cl(V, Q) ' T(V)/I. Moreover, the map i : V ↪→ T(V) � T(V)/I is
injective, we will identify the vectors v ∈ V with their images i(v) ∈ Cl(V, Q) and we
will denote i(v) by v.

It follows from the universal property that any morphism between quadratic spaces
(linear morphism preserving the quadratic form) gives rise to a morphism of algebras
between the associated Clifford algebras (in fact, Cl is a functor from the category of
quadratic spaces over some field K to the category of unitary associative algebras over
K).

One can define three involutions on Cl(V, Q) as follows:
• The automorphism of (V, Q) sending a vector v to −v induces an automorphism
′ : Cl(V, Q)→ Cl(V, Q) such that for any element of the form v1 · · · vm,

(v1 · · · vm)
′ = (−1)mv1 · · · vm.

• The inclusion of Cl(V, Q) in its opposite algebra Cl(V, Q)op induces an anti-automorphism
∗ : Cl(V, Q)→ Cl(V, Q) such that

(v1 · · · vm)
∗ = vm · · · v1.

• Observing that the two previous maps commute, the last involution is their com-
position, · : Cl(V, Q)→ Cl(V, Q), defined by

a = (a′)∗ = (a∗)′,

for all a ∈ Cl(V, Q). It is also an anti-automorphism.
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Example 2.22 (Standard Clifford algebras). For n ∈ N, let Vn = Rn with the usual scalar
product 〈·, ·〉. In an orthonormal basis {e1, . . . , en} of Vn, we can write the quadratic form
Qn = ‖ · ‖2 associated to 〈·, ·〉 as the identity matrix1

. . .
1

 .

Since Qn(ei) = 1 for all 1 6 i 6 n and 〈ei, ej〉 = 0 when i 6= j, we have, e2
i = −1 and

eiej = −ejei (i 6= j), in Cl(Vn, Qn). A basis of Cl(Vn, Qn) is given by the collection

{ei1 · · · eik | k ∈ J0, nK, 1 6 i1 < · · · < ik 6 n},

therefore dimR(Cl(Vn, Qn)) = 2dimR(Vn) = 2n. We denote this Clifford algebra by Cln and
for n = 0, 1 and 2, we see that Cl0 = R, Cl1 = C and Cl2 is the field of quaternionic num-
bers, with their usual basis {1}, {1, i} and {1, i, j, ij}. Moreover, the anti-automorphism ·
coincide with the conjugation for the complex and quaternionic numbers.

These examples are called the standard Clifford algebras.

The quadratic form Q on V can be extended to the Clifford algebra Cl(V, Q) as
follows: denote by Re : Cl(V, Q) → R the linear map induced by the projection T(V) =⊕
n∈N

V⊗n → V⊗0 = R. For x ∈ Cl(V, Q), Re(x) will be called the real part of x (and

Im(x) = x− Re(x) will be called the imaginary part of x). This map defines a quadratic
form on Cl(V, Q), denoted by Q as well:

Q : Cl(V, Q) → R
x 7→ Re(xx).

When restricted to V, the quadratic form coincides with the initial one, so the notation is
unambiguous. Notice that the maps Re and Im coincide with the "real" and "imaginary"
parts of a complex or quaternionic number, when Cl(V, Q) = Cl1 or Cl2.

The associated bilinear form is

B : Cl(V, Q)×Cl(V, Q) → R

(x, y) 7→ 1
2

Re(xy + yx) = Re(xy).

Remark 2.23. This quadratic form naturally endows Cl(V, Q) with a norm | · | defined
by |x|2 = Q(x).

Definition 2.24. The elements of the subspace Vext = R⊕V ⊂ Cl(V, Q) are called vectors.

If x ∈ Cl(V, Q) is a vector, then x∗ = x and x′ = x.
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Proposition 2.25 ([Gug17], Propositions 8.1.4 and 8.1.7). 1. If x, y ∈ Vext = R⊕V, then
xy + yx = B(x, y), and xx = Q(x).

2. The quadratic form on Cl(V, Q) is multiplicative when restricted to the vectors, i.e.
for all x1, . . . , xk ∈ Vext,

Q(x1 · · · xk) = Q(x1) · · ·Q(xk).

3. If x ∈ Cl(V, Q) is a product of vectors, then x is invertible if and only if Q(x) 6= 0.
Its inverse is then given by

x−1 =
1

Q(x)
x.

In particular, the inverse of a product of vectors is also a product of vectors.

It follows from the third point of Proposition 2.25 that the invertible vectors in a
Clifford algebra generate a subgroup of Cl(V, Q).

Definition 2.26. The group consisting of all products of invertible vectors is called the
Clifford group of Cl(V, Q). We denote it by GCl(V,Q).

Example 2.27. For the standard Clifford algebras of Example 2.22, the quadratic form
is anisotropic (there is no non-zero element x ∈ Cl(V, Q) such that Q(x) = 0), so the
Clifford group consists of all the products of non-zero vectors. We will denote these
Clifford groups by Gn.

We have G0 = R∗, G1 = C∗ and G2 consists of the non-zero quaternionic numbers.
However for n > 3, it is not true that Gn = Cln \{0}.

Clifford matrices

Let M2

(
GCl(V,Q) ∪ {0}

)
be the set of 2× 2 matrices with coefficients in GCl(V,Q) ∪ {0}.

Note that M2

(
GCl(V,Q) ∪ {0}

)
is not a group since GCl(V,Q) ∪ {0} is not stable under

addition. We will define the Clifford matrices as a subset ofM2

(
GCl(V,Q) ∪ {0}

)
that will

indeed be a group. An element g ∈ M2

(
GCl(V,Q) ∪ {0}

)
is of the form g =

(
a b
c d

)
. This

matrix is made to act on the vectors Vext = R ⊕ V according to the following formula
which is reminiscent of the Möbius transformations of the complex plane:

g(x) = (ax + b)(cx + d)−1.

However, for such a definition to make sense, we need to extend the set of vectors by
adding an element denoted by ∞ as for the case of the complex plane. In particular, when
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the quadratic form Q on V is positive-definite as for the standard Clifford algebras, the
term cx + d is invertible whenever it is non-zero by the third point of Proposition 2.25
and if cx + d = 0, (ax + b)(cx + d)−1 should be equal to ∞. Following the notations
in [Gug17], we thus introduce V̂ext = Vext ∪ {∞} = (R⊕ V) ∪ {∞} whose elements are
called extended vectors and we look for matrices g that induce a bijective map on V̂ext.
Observe that if g1 = λg2 where λ ∈ R∗, then g1 and g2 induce the same map on V̂ext.

Proposition 2.28 ([Gug17], Proposition 8.2.4). Let g, h ∈ M2

(
GCl(V,Q) ∪ {0}

)
. The com-

position of the two corresponding maps on V̂ext is induced by the product gh of the two
matrices.

Under certain conditions, g induces a bijection on the set of extended vectors V̂ext =

Vext ∪{∞} (see for example [Gug17, Section 8.2] or [Ahl85, Section 2.2]). These conditions
lead to the following definition.

Definition 2.29. Define the set of Clifford matrices to be the subset ofM2

(
GCl(V,Q) ∪ {0}

)
consisting of all the elements g =

(
a b
c d

)
such that:

• ∆(g) = ad∗ − bc∗ ∈ R∗, ∆(g) is called the determinant of g;
• ab∗, cd∗, c∗a, d∗b ∈ Vext.

We denote the set of Clifford matrices by GL2

(
GCl(V,Q)

)
.

Define also SL2

(
GCl(V,Q)

)
=
{

g ∈ GL2

(
GCl(V,Q)

)
| ∆(g) = 1

}
, and

PSL2

(
GCl(V,Q)

)
=

SL2

(
GCl(V,Q)

)
�{± id}.

The trace of a matrix g =

(
a b
c d

)
is tr(g) = a + d∗. There is a natural norm on Clifford

matrices given by the norm on Clifford algebras (see Remark 2.23). If g =

(
a b
c d

)
is a

Clifford matrix, we can define the norm of g by

‖g‖2 = |a|2 + |b|2 + |c|2 + |d|2.

We call it the Hilbert-Schmidt norm by analogy with the usual norm on matrices.

Theorem 2.30 ([Gug17], Theorems 8.2.11 and 8.2.12). 1. If Cln is a standard Clifford
algebra as in Example 2.22, then g ∈ M2 (Gn ∪ {0}) induces a bijection on R̂n−1

ext
and on R̂n

ext if and only if g ∈ GL2 (Gn), i.e. g is a Clifford matrix.
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2. If Cl∞ is a standard Clifford algebra associated to an infinite-dimensional Hilbert
space H, then g ∈ M2 (G∞ ∪ {0}) induces a bijection on Ĥext if and only if g ∈
GL2 (G∞).

It was observed in [Gug17, Remark 8.1.8] that Theorem 2.30 implies that for standard
Clifford algebras of finite or infinite dimension, the set of Clifford matrices is a group.
This was proved in the finite-dimensional case in [Ahl85, Section 2.6].

If H is a (finite- or infinite-dimensional) Hilbert space, denote byMöb(H) the group
of all Möbius transformations of H and by Möb∗(H) the group of transformations that
can be written as a finite composition of reflections in spheres in H.

Proposition 2.31 ([Gug17], proposition 8.2.17). Let H be a Hilbert space (of finite or
infinite dimension) and consider a codimension one subspace H′ of H. If we let G′ be
the Clifford group associated to Cl(H′, Q′) where Q′ is the restriction of ‖ · ‖2 to H′, then
we get

GL2(G′)�R∗ 'Möb∗(H).

Note that for any finite-dimensional vector space V ∈ V , we have Möb∗(V) =

Möb(V), i.e. any Möbius transformation decomposes as a composition of a finite num-
ber of reflections in spheres or hyperplanes.

Example 2.32. • For H = R, we recover the fact that Möb(R) ' GL2(R)/R∗ '
PSL(2, R).

• Similarly, for H = R2, we getMöb(R2) ' GL2(C)/R∗ ' PSL(2, C).

Remark 2.33. The statements of Theorem 2.30 and Proposition 2.31 concerning finite-
dimensional Hilbert spaces were first proved in [Ahl85, Theorems A and B].

Proposition 2.34 ([Gug17], Proposition 8.2.18). Let H be a Hilbert space, denote by V the
set of all finite-dimensional subspaces of H. For every V ∈ V , let GL2(GV) the group of
Clifford matrices corresponding to the quadratic space (V, ‖ · ‖2). Then, we have

lim
−→

V∈V

GL2(GV) ' GL2(G),

where GL2(G) is the group of Clifford matrices corresponding to (H, ‖ · ‖2).

Action on the hyperbolic space

Let H be a Hilbert space of any dimension α > 2 and decompose it as

H = (R·u)⊕V ⊕ (R·x0) ' (R·u)⊕Vext,
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where u and x0 are vectors in H. Let G = GCl(V,‖·‖2). Then all the elements of GL2(G)

induce bijections on V̂ext = Vext ∪ {∞} by Theorem 2.30. Thus, they also act on Ĥ =

H∪ {∞}.
Consider the upper half-space model for Hα, Hα = {x ∈ H | hu(x) > 0}, where hu(x)

denotes the component of x in u (the "height" of x with respect to u).
One can show that matrices in GL2(G) with positive determinant preserve the upper

half-space Hα.

Proposition 2.35 ([Gug17], Proposition 8.3.2 and Theorem 8.3.3). 1. Let g =

(
a b
c d

)
∈

GL2(G) such that ∆(g) > 0, then g preserve Hα.
2. The group SL2(G) acts by isometries on Hα via Poincaré extension (see Proposition

2.6).

Remark 2.36. By Proposition 2.34, we see that the isometries of H∞ that one can write
as a Clifford matrix are actually the ones coming from the Poincaré extension of some
Clifford matrix in PSL2(V), where V is finite-dimensional. Therefore this proposition
shows that PSL2(G) is equal to the increasing union

⋃
n∈N

Isom+(Hn).

In particular, a Clifford matrix acting on H∞ is actually an isometry preserving a
finite-dimensional hyperbolic subspace Hn and acting trivially on the orthogonal of Hn.

Similarly as in dimension 2 and 3, we have the following description, in any dimen-
sion, of loxodromic and parabolic isometries in terms of 2× 2 matrices.

Proposition 2.37 ([Gug17], Proposition 8.3.5 and 8.3.6). Let g ∈ SL2(G) be a Clifford
matrix. Then g is

1. loxodromic if and only if g is conjugate to a Clifford matrix of the type

ra 0

0
1
r

a′

,

where r ∈ R∗+, r 6= 1 and a ∈ G with Q(a) = 1;

2. parabolic if and only if g is conjugate to a Clifford matrix of the type
(

a b
0 a′

)
,

where a ∈ G with Q(a) = 1 and b ∈ Vext = V ⊕ R·x0 is such that ab = ba′.

3 Discrete groups of isometries

There are several equivalent ways to define discreteness for subgroups of isometries of
finite-dimensional hyperbolic spaces. However, they do not agree in general for sub-
groups in Isom(H∞).

Let Γ < Isom(H∞) be a subgroup. We can say that Γ is discrete
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• either as a discrete subset of Isom(H∞) endowed with some topology;
• or if it acts on H∞ in a discrete fashion.

3.1 Topologies on Isom(H∞)

The most natural topology on Isom(H∞) is the compact-open topology. This is the topology
whose basis of open sets consists of all the sets

{ f ∈ Isom(H∞) | f (K) ⊂ U}

where K ⊂ H∞ is compact, and U ⊂ H∞ is open.
Since Isom(H∞) is a set of maps from H∞ to itself, we can also define the topology of

pointwise convergence in H∞ (which was already used in Proposition 1.44 for example). In
this topology, every isometry f ∈ Isom(H∞) has a basis of neighbourhoods consisting of
all the sets of the form

V( f , ε, P) = {g ∈ Isom(X) | ∀x ∈ P d( f (x), g(x)) < ε}

where P is a finite set of points in X and ε > 0.
Moreover, since we have Isom(H∞) = PO(∞, 1), this group also inherits topologies

from O(∞, 1) among which we will be interested in the two following.
• The strong operator topology, defined as the coarsest topology such that for all x ∈ H,

the evaluation map T 7→ T(x) is continuous.
We may also define this topology by its converging sequences:

Tn −→n→∞
T ⇔ ∀x ∈ H Tn(x) −→

n→∞
T(x).

• The uniform operator topology which is the topology of the operator norm,

‖T‖op = sup{‖T(x)‖ | x ∈ H, ‖x‖ = 1}.

Let us denote the induced topology on Isom(H∞) by UOT.

Remark 3.1. The uniform operator topology is finer than the strong operator topology.

Proposition 3.2 ([DSU17], Proposition 5.1.2). On Isom(H∞), the topology of pointwise
convergence, the strong operator topology and the compact-open topology are the same.

We will refer to this topology as the compact-open topology and denote it by COT.
We are now left with two topologies on Isom(H∞), namely COT and UOT.

Topological properties of this group were studied by Duchesne in [Duc23].



3. DISCRETE GROUPS OF ISOMETRIES 55

Definition 3.3. A topological group G is Polish if it is separable and completely metris-
able, i.e. there is a metric which is compatible with the topology of G and for which G is
complete.

Endowed with the compact-open topology, Isom(H∞) is a Polish group. Moreover,
Duchesne proved the following.

Theorem 3.4 ([Duc23], Corollary 1.7). The Polish topology (COT) is the unique separable
and Hausdorff group topology on Isom(H∞).

If Γ < Isom(H∞) is a discrete subgroup for the compact-open topology on Isom(H∞)

(respectively the uniform operator toplogy), keeping the notations in [DSU17], we will
denote this by COT-discrete or COTD (resp. UOT-discrete or UOTD).

The topology on Clifford matrices

Recall the notations used for defining the action of Clifford matrices on hyperbolic
spaces: let H be a Hilbert space and decompose it as

H = (R·u)⊕V ⊕ (R·x0) ' (R·u)⊕Vext,

where u and x0 are vectors in H. Let H∞ = {x ∈ H | hu(x) > 0} be the half-space model
lying in H = (R·u)⊕V ⊕ (R·x0). Let G be the Clifford group associated to Cl(V, ‖ · ‖2)

as before, we have endowed the set of Clifford matrices PSL2(G) with the topology of the
Hilbert-Schmidt norm. We can view this group as a subgroup of Isom(H∞) by Propo-
sition 2.35. We now show that the topology induced by the COT on PSL(G) coincides
with the Hilbert-Schmidt topology of Clifford algebras.

We start with some computational lemmas.

Lemma 3.5. For all x ∈ Vext and y ∈ G, we have
1. xu = −xu;
2. uȳ = y∗u;
3. y∗y′ = ȳy = |y|2.

Proof . See [Gug17, Lemma 8.3.1] for the first two points. For the last point, observe that
(y∗y′)′ = ȳy = |y|2 ∈ R, so y∗y′ = (|y|2)′ = |y|2.

Lemma 3.6. Let g =

(
a b
c d

)
∈ SL2(G), then

1. 1 + |ac̄ + bd̄|2 =
(
|a|2 + |b|2

) (
|c|2 + |d|2

)
;

2. |g(u)|2 =
|a|2 + |b|2
|c|2 + |d|2 .
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Proof . Since g ∈ SL2(G), we have ∆(g) = ad∗ − bc∗ = 1. Therefore

|ac̄ + bd̄|2 + |ad∗ − bc∗|2 = Re((ac̄ + bd̄)(cā + db̄)) + Re((ad∗ − bc∗)(d′ ā− c′b̄))

= |a|2|c|2 + |b|2|d|2 + Re(ac̄db̄ + bd̄cā) + |a|2|d|2 + |b|2|c|2

− Re(ad∗c′b̄ + bc∗d′ ā)

= (|a|2 + |b|2)(|c|2 + |d|2) + Re(ac̄db̄− a(c̄d)∗b̄)

+ Re(bd̄cā− b(d̄c)∗ ā)

Since Re(c̄d) = Re((c̄d)∗), we have Re(ac̄db̄− a(c̄d)∗b̄) = 0 = Re(bd̄cā− b(d̄c)∗ ā), which
concludes the first point.

For the second part, we compute

g(u) = (au + b)(cu + d)−1 = (au + b)(cu + d)(cu + d)−1(cu + d)−1

= (au + b)(−uc̄ + d̄)((cu + d)(cu + d))−1

= (−ac̄u2 + aud̄− buc̄ + bd̄)(|c|2 + |d|2)−1

= (ac̄ + bd̄ + (ad∗ − bc∗)u)(|c|2 + |d|2)−1

= (ac̄ + bd̄ + u)(|c|2 + |d|2)−1

= v + wu,

where v = (ac̄ + bd̄)(|c|2 + |d|2)−1 and w = (|c|2 + |d|2)−1. We get

|g(u)|2 =
|ac̄ + bd̄|2

(|c|2 + |d|2)2 +
1

(|c|2 + |d|2)2 =
|ac̄ + bd̄|2 + |ad∗ − bc∗|2

(|c|2 + |d|2)2 .

It follows that

|g(u)|2 =

(
|a|2 + |b|2

) (
|c|2 + |d|2

)
(|c|2 + |d|2)2 =

|a|2 + |b|2
|c|2 + |d|2 .

Proposition 3.7. Let g =

(
a b
c d

)
∈ SL2(G), then ‖g‖2 = 2 cosh d(u, g(u)).

Proof . The computation of the previous lemma gives g(u) = v + wu, where v = (ac̄ +
bd̄)(|c|2 + |d|2)−1 and w = (|c|2 + |d|2)−1.

By Proposition 1.34, the hyperbolic distance d(u, g(u)) = dH(u, g(u)) is

cosh d(u, g(u)) = 1 +
|v|2 + |1− w|2

2w
.
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Therefore we have

cosh d(u, g(u)) = 1 +
|c|2 + |d|2

2∆(g)

(
|ac̄ + bd̄|2 + (|c|2 + |d|2 − ∆(g))2

(|c|2 + |d|2)2

)
=

1
2(|c|2 + |d|2) (2(|c|

2 + |d|2) + |ac̄ + bd̄|2 + (|c|2 + |d|2)2

− 2(|c|2 + |d|2) + 1)

=
1

2(|c|2 + |d|2) (|ac̄ + bd̄|2 + (|c|2 + |d|2)2 + 1)

Using the identity of Lemma 3.6,

|ac̄ + bd̄|2 + 1 = |ac̄ + bd̄|2 + |ad∗ − bc∗|2

= (|a|2 + |b|2)(|c|2 + |d|2)

we get cosh d(u, g(u)) =
(|c|2 + |d|2)(|a|2 + |b|2 + |c|2 + |d|2)

2(|c|2 + |d|2) =
‖g‖2

2
.

Proposition 3.8. The norm topology on Clifford matrices coincides with the topology of
pointwise convergence onMöb∗(H) inherited by Isom(H∞).

Proof . Since both topologies are metric (the compact-open topology being Polish), it suf-
fices to show that they share the same convergent sequences.

The topology on Clifford matrices is finer than that of simple convergence. Indeed,
if (gn)n is a converging sequence of Clifford matrices, then all the coefficients of gn

converge and the induced maps inMöb∗(H) converge as well.

Now let gn =

(
an bn

cn dn

)
∈ PSL2(G) such that for all x ∈ Hext, gnx −→

n→∞
x. By

Proposition 3.7, we have ‖gn‖2 = |an|2 + |bn|2 + |cn|2 + |dn|2 = 2 cosh d(u, gn(u)) −→ 2
as n → ∞. Therefore, the sequences of real numbers (|an|)n, (|bn|)n, (|cn|)n and (|dn|)n

are bounded.
Computing gn(∞) = anc−1

n −→
n→∞

∞ where (an)n is bounded, we deduce that cn −→n→∞
0.

Similarly, looking at gn(0), we get bn −→n→∞
0.

Since ∆(gn) = and∗n − bnc∗n = 1 with bnc∗n −→n→∞
0, we may assume that an 6= 0 and

dn 6= 0 for all n ∈ N, and we may also suppose that an = 1. Then, computing again gn(x)

for any x ∈H∞, we get dn −→n→∞
1, i.e. gn −→n→∞

(
1 0
0 1

)
.

While the theory of Clifford matrices acting on hyperbolic spaces by Poincaré exten-
sion seems promising as all the formulas are similar to the 2- and 3-dimensional cases,
computations in Clifford algebras are rather difficult because of the lack of commutativ-
ity.
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3.2 Discrete group actions

For any metric space X, using the action of Isom(X) on X, one has other ways to define
discreteness. We will again use the same terminology and notations as in [DSU17].

Definition 3.9 ([DSU17], 5.2.1 and 5.2.3). Let X be a metric space and Γ < Isom(X).
• We say that Γ is strongly discrete (SD) if for every bounded set B ⊂ X, we have

#{γ ∈ Γ | γ · B ∩ B 6= ∅} < ∞.

Equivalently, Γ is strongly discrete if for every x ∈ X and R > 0,

#{γ ∈ Γ | d(x, γ · x) 6 R} < ∞.

• We say that Γ is moderately discrete (MD) if for every x ∈ X, there exists an open set
U ⊂ X containing x such that

#{γ ∈ Γ | γ ·U ∩U 6= ∅} < ∞.

Equivalently, Γ is moderately discrete if for every x ∈ X, there exists R > 0 such
that

#{γ ∈ Γ | d(x, γ · x) 6 R} < ∞.

• We say that Γ is weakly discrete (WD) if for every x ∈ X, there exists ε > 0 such that

Γ · x ∩ B(x, ε) = {x}.

Remark 3.10. Note that (SD) is also known as metrically proper, (MD) as wandering and
that (WD) means having discrete orbits.

Proposition 3.11 ([DSU17], Propositions 5.2.4 and 5.2.7). For X = H∞, let Γ < Isom(H∞).
We have the following chain of implications

SD⇒ MD⇒WD⇒ COTD⇒ UOTD,

where none of the reverse implications holds.

More details can be found in [DSU17, Chapter 5]. In particular, the authors discuss
these definitions for other spaces than merely H∞. Counter-examples to all the missing
implications in Proposition 3.11 are presented in [DSU17, Chapter 13].
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3.3 A characterisation of discreteness

In dimension 3, it is well-known that two elements in PSL(2, C) = Isom+(H3) generating
a discrete subgroup satisfy the Jørgensen inequality.

Proposition 3.12 ([Jør76], Lemma 1). If f , g ∈ PSL(2, C) are two Möbius transformations
generating a non-elementary discrete group, then they satisfy the following inequality,
known as the Jørgensen inequality.

| tr2( f )− 4|+ | tr([ f , g])− 2| > 1.

From this, the following characterisation was obtained.

Proposition 3.13 ([Jør76], Proposition 2). A non-elementary group of Möbius transfor-
mations in PSL(2, C) is discrete if each subgroup generated by two elements is discrete.

Martin obtained a similar inequality in any dimension n ∈ N and derived the follow-
ing characterisation.

Theorem 3.14 ([Mar89], Theorem 5.6). A finitely generated non-elementary subgroup of
Möb(Rn) is discrete if and only if every subgroup generated by two elements is discrete.

The same result was also achieved by Waterman (see the Corollary of [Wat93, Theo-
rem 13]) using the formalism of Clifford algebras.

For the infinite-dimensional case, Li proved the Jørgensen inequality using Clifford
matrices and Gongopadhyay refined the result by showing that the inequality is actually
strict.

Let H be a Hilbert space, G the associated Clifford group and g =

(
a b
c d

)
∈ SL2(G)

(see Definitions 2.26 and 2.29). The Clifford matrix g is called vectorial if b∗ = b, c∗ = c
and tr(g) ∈ R.

Theorem 3.15 ([Li11, Gon18]). Let H be a Hilbert space and G be the associated Clifford
group. Let f , g ∈ SL2(G) such that f is loxodromic and [ f , g] is vectorial. Suppose that
the group generated by f and g, 〈 f , g〉, is discrete and non-elementary. Then

| tr2( f )− 4|+ | tr([ f , g])− 2| > 1.

Proposition 3.16 ([Li13], Theorem 3.1). Let Γ ⊂ SL2(G) be a group of Clifford matrices.
Then the following statements are equivalent.

1. Γ is discrete.
2. If g, (gn)n∈N are in SL2(G) and gn −→n→∞

g, then gn = g for all n large enough.

3. inf{‖g− id ‖ | g ∈ Γ, g 6= id} > 0.
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The notion of discreteness in Theorem 3.15 and Proposition 3.16 is the one given
by the topology of the Hilbert-Schmidt norm on the Clifford matrices (see Definition
2.29). By Proposition 3.8, it coincides with the compact-open topology COT. Thus, being
discrete for the Hilbert-Schmidt norm on SL2(G), i.e. COTD, does not imply any of the
stronger notions of discreteness in Proposition 3.11. The fact that a discrete group of
Clifford matrices is not strongly discrete (COTD 6⇒ SD) was already observed in [Li13,
Example 3.2 and Remark 3.3].



Chapter III

Deformations of convex-cocompact
representations

In this chapter, we study representations of surface groups into Isom(H∞). Using ideas
present in [MP14], we first prove that convex-cocompact representations of a finitely
generated group Γ into Isom(H∞) coincide with the representations whose orbit maps
are quasi-isometric embeddings. It follows that the convex-cocompact representations
Γ→ Isom(H∞) form an open set inside the set of all representations Hom(Γ, Isom(H∞)).
Then, we show that the space of convex-cocompact representations of a cocompact lat-
tice Γ < Isom(H2) into Isom(H∞) contains at least an open subset of some infinite-
dimensional Lie group.

Infinite-dimensional Lie groups (or Banach-Lie groups) are groups which are also man-
ifolds modelled on infinite-dimensional Banach spaces, where the manifold structure is
compatible with the group operations. The Lie algebra of an infinite-dimensional Lie
group is well-defined as well as the exponential map, however some differences with the
classical finite-dimensional case are

• a closed subgroup of an infinite-dimensional Lie group is not always a Lie group;
• and an infinite-dimensional Lie algebra is not necessarily the Lie algebra of some

infinite-dimensional Lie group.
Harris and Kaup, in [HK77], studied infinite-dimensional Lie groups that are alge-

braic, i.e. defined by polynomials (possibly infinitely many, but with uniformly bounded
degree). In this case, the Lie groups resemble those in finite dimension. The Lie group
involved in our space of deformations is defined by only two polynomials. We are then
able to compute its Lie algebra and show that is has infinite dimension. Some more
material on infinite-dimensional Lie groups can be found in [dlH72, Kac85].

61
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1 Stability of convex-cocompact representations into Isom(H∞)

The space H∞ is an infinite-dimensional manifold, modelled on a Hilbert space. Thus
it is not locally compact and not proper (closed balls are not compact), see Proposition
II.1.15. It then becomes more difficult to find compact subsets inside H∞ which do not
lie inside a finite-dimensional hyperbolic space Hn embedded in H∞. In this non-proper
setting, it seems then more natural to look for bounded sets instead of compact ones.
Therefore, we start by defining convex-cobounded actions. However, we will see that the
finite-generation assumption of the group allows us to recover convex-cocompactness.
At the end of this section, we emphasize that cocompactness and coboundedness are
different in general with an example involving a regular tree of infinite valency.

1.1 Convex-cocompact representations and quasi-isometric embeddings

Definition 1.1. Let Γ be a group acting by isometries on a metric space X. We say that Γ
is cobounded if there exists σ > 0 such that

Γ · B(0, σ) = X.

Moreover, we say that Γ is convex-cobounded if there is a Γ-invariant convex subset C ⊂ X
such that the restriction of Γ to C is cobounded.

Recall (Definition I.2.14) that a map f : X → Y between two metric spaces (X, dX)

and (Y, dY) is called a (K, C)-quasi-isometric embedding if there exist K > 1 and C > 0 such
that for all x1, x2 ∈ X,

1
K

dY( f (x1), f (x2))− C 6 dX(x1, x2) 6 KdY( f (x1), f (x2)) + C.

If, in addition, f is coarsely surjective, i.e. there exists a constant L > 0 such that every
point of Y lies in the L–neighbourhood of the image of f , then f is called a (K, C)-quasi-
isometry.

By Proposition I.2.35, a quasi-isometry between two Gromov-hyperbolic spaces X
and Y extend to a homeomorphism between their Gromov-boundaries ∂∞X → ∂∞Y.

If Γ is a group acting properly and cocompactly on some proper geodesic space X,
then the Švarc-Milnor lemma states that Γ must be finitely generated and that for any
choice of base point x0 ∈ X, the orbit map γ 7→ γ · x0 is a quasi-isometry between the
Cayley graph of Γ (for some finite generating set S) and X, see Proposition I.2.22. Recall
that two elements γ1, γ2 ∈ Γ are connected by an edge in the Cayley graph CayS(Γ)
whenever there is an element s ∈ S ∪ S−1 such that γ1 = γ2s and that the metric dS on
CayS(Γ) is the metric that assigns length 1 to every edge in CayS(Γ).

When the space is not proper, there is an analog of Švarc-Milnor’s lemma for a
convex-cobounded action instead of cocompact.



1. STABILITY OF CONVEX-COCOMPACT REPRESENTATIONS INTO Isom(H∞) 63

Theorem 1.2 ([DSU17], Theorem 12.2.12). Let X be a CAT(−1) space, let x0 ∈ X be a
base point. Suppose that Γ < Isom(X) is strongly discrete and convex-cobounded. Then
Γ is finitely generated and the orbit map γ 7→ γ · x0 is a quasi-isometric embedding.

Remark 1.3. The convex-coboundedness assumption cannot be replaced by only cobounded
because of the following proposition showing that when X is the infinite-dimensional hy-
perbolic space, a subgroup Γ < Isom(H∞) cannot be simultanuously cobounded (for its
action by isometries on H∞) and strongly discrete.

Proposition 1.4 ([DSU17], Proposition 12.2.2). A strongly discrete subgroup of Isom(H∞)

is not cobounded.

Proposition 1.5. Let Γ be a finitely generated group and S be a finite generating set.
If ρ : Γ → Isom(H∞) is a representation such that the orbit map is a quasi-isometric
embedding, then ρ(Γ) is strongly discrete. In particular, the representation ρ is almost
faithful (i.e. the kernel of ρ is finite).

Proof . The proof does not differ from the finite dimension case. Let x0 ∈ H∞ and suppose
that the orbit map τρ : Γ → H∞, γ 7→ ρ(γ)(x0) is a (K, C)-quasi-isometric embedding.
Let R > 0. Since τρ is (K, C)-quasi-isometric, we have

1
K

dS(id, γ)− C 6 d(τρ(id), τρ(γ)) = d(x0, ρ(γ)(x0))

so d(x0, ρ(γ)(x0)) 6 R implies that dS(id, γ) 6 K(R + C), thus

#{γ ∈ Γ | d(x0, ρ(γ)(x0)) 6 R} 6 #{γ ∈ Γ | dS(id, γ) 6 K(R + C)}.

The right-hand side is finite since Γ is finitely generated, this shows that Γ is strongly
discrete.

It follows that the kernel of ρ is finite, since

ker ρ = {γ ∈ Γ | ρ(γ) = id} ⊂ {γ ∈ Γ | d(x0, ρ(γ)(x0)) = 0}.

The proof of the stability of convex-cocompact representations of Γ in Hn relies on
the characterisation of convex-cocompact representations as those whose orbit maps are
quasi-isometric embeddings. We aim to get a similar result for representations in H∞.
The assumption that Γ is finitely generated allows us to recover some compactness thanks
to the following theorem from Mazur (see for example [Meg98, Theorem 2.8.15]). This
fact was first observed in [MP14, Lemma 4.2].
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Theorem 1.6 (Mazur’s compactness theorem). The closed convex hull of a compact sub-
set of a Banach space is itself compact.

Using this idea, we may prove that in infinite dimension, it is also true that a group is
convex-cocompact if and only if its orbit map is a quasi-isometric embedding. The direct
implication of the following theorem is similar to the proof of [MP14, Proposition 4.3].

Theorem 1.7. Let Γ be a finitely generated group and ρ : Γ → Isom(H∞) be a represen-
tation. The two following assertions are equivalent.

1. For any x0 ∈ H∞, the orbit map τρ : γ 7→ ρ(γ)(x0) is a Γ-equivariant quasi-isometric
embedding from Γ into H∞, where Γ is endowed with the word distance associated
to a finite set of generators.

2. There is a closed, convex and locally compact Γ-invariant subset C ⊂ H∞ on which
Γ acts cocompactly and ρ(Γ) is strongly discrete in Isom(H∞).

Proof . Suppose first that the orbit map is a quasi-isometric embedding from Γ to H∞.
It extends to a continuous boundary map ∂τρ : ∂∞Γ → ∂H∞ which is Γ-equivariant by
Proposition I.2.35.

Fix a finite generating set S for Γ. The Cayley graph CayS(Γ) is locally finite and the
boundary ∂∞Γ is compact (Proposition I.2.34). Thus its image ∂τρ(∂∞Γ) ⊂ ∂H∞ is also
compact for the cone topology on ∂H∞. Denote by C ⊂ H∞ the closed convex hull of
∂τρ(∂∞Γ). With the Klein model of the hyperbolic space, H∞ is identified with the unit
ball B∞ of a real Hilbert space. The convex hull C is identified with the intersection of
B∞ and the closed affine convex hull C of ∂τρ(∂∞Γ) in B∞. Theorem 1.6 shows that C is
compact in B∞. Therefore, C is locally compact and closed in B∞, so it is a closed and
proper subspace of H∞. Moreover, it follows from Proposition 1.5 that the action of Γ on
C is strongly discrete.

In order to show the cocompactness of the action of Γ on C, it is then sufficient to
show coboundedness since C is proper. Let x0 ∈ C and suppose for a contradiction
that C contains a sequence (yi)i∈N such that the distance d(yi, Γ · x0) goes to infinity.
By strong discreteness of the action, we can suppose that d(yi, Γ · x0) = d(yi, x0) up to
replacing yi by one of its translates by Γ. Since C is compact, (yi)i∈N converges to a point
y ∈ ∂C = ∂τρ(∂∞Γ) up to picking a subsequence. Choose a sequence (zi)i∈N in CayS(Γ)
such that τρ(zi) converges also to y. Thus the Gromov product

Lij = (τρ(zi) · yj)x0 =
1
2
(
d(τρ(zi), x0) + d(yj, x0)− d(τρ(zi), yj)

)
tends to infinity as i, j → ∞. Let mij be the point of the geodesic [x0, yj] at distance Lij
from x0. Since d(yj, Γ · x0) = d(yj, x0) −→

j→∞
+∞, we have d(mij, Γ · x0) = d(mij, x0) =

Lij −→
i,j→∞

+∞. By δ-hyperbolicity, the distance from mij to the geodesic [x0, τρ(zi)] is
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bounded by some constant depending only on δ. Since τρ is a quasi-isometric embed-
ding, the image of the geodesic [1, zi] in CayS(Γ) by τρ is a quasi-geodesic between x0

and τρ(zi). Thus, by stability of quasi-geodesics (Proposition I.2.12 or [BH99, Theorem
III.1.7]), the geodesic [x0, τρ(zi)] is in the R-neighbourhood of τρ(CayS(Γ)) for some fixed
constant R > 0. Then the mij remain at bounded distance from τρ(CayS(Γ)) by triangle
inequality so they also remain at bounded distance from τρ(Γ) which is the orbit of x0.
This is in contradiction with d(mij, Γ · x0) −→

i,j→∞
+∞.

For the converse implication, let C be a closed, convex and locally compact Γ-invariant
subset of H∞ on which Γ acts properly and cocompactly. Then by Švarc-Milnor’s lemma,
Proposition I.2.22, the orbit map τρ : Γ→ C, γ 7→ γ(x0) is a Γ-equivariant quasi-isometric
embedding. And since the embedding of C to H∞ is isometric, we get a quasi-isometric
embedding τρ : Γ→ H∞.

1.2 Stability of convex-cocompact representations

Let Γ be a finitely generated group. Let S = {γ1, . . . , γm} be a generating family of Γ.
Denote by dS the metric on the Cayley graph of Γ associated to S. Given a representation
ρ : Γ→ Isom(H∞) and a base point x0 ∈ H∞, the orbit map τρ : Γ→ H∞ given by

τρ(γ) = ρ(γ)(x0)

is Γ-equivariant. We will call ρ a quasi-isometric representation if its orbit map τρ is a
quasi-isometric embedding.

Since H∞ is δ-hyperbolic, the group Γ is Gromov-hyperbolic when ρ : Γ→ Isom(H∞)

is a quasi-isometric representation.

Theorem 1.8 (Local-to-global principle, [CDP90] Theorem 3.1.4). Given K > 1, C > 0
and δ > 0, there exist K̂, Ĉ and A so that if J is an interval in R, X is a δ-hyperbolic
geodesic space and h : J → X is a (K, C)-quasi-isometric embedding when restricted to
any connected subsegment of J with length at most A, then h is a (K̂, Ĉ)-quasi-isometric
embedding.

Let X be a δ-hyperbolic geodesic metric space. The space of all representations
Hom(Γ, Isom(X)) can be embedded into Isom(X)m by

Hom(Γ, Isom(X)) → Isom(X)m

ρ 7→ (ρ(γ1), . . . , ρ(γm)).

Endow Isom(X) with the pointwise convergence topology. If f ∈ Isom(X), a subbasis of
neighbourhoods at f is given by the open sets of the form

V( f , ε, P) = {g ∈ Isom(X) | ∀x ∈ P d( f (x), g(x)) < ε}



66 CHAPTER III. DEFORMATIONS OF CONVEX-COCOMPACT REPRESENTATIONS

where P is a finite set of points in X and ε > 0. The topology on Hom(Γ, Isom(X)) is
then inherited from the product topology on Isom(X)m.

The following theorem is due to Marden in the case of representations into Isom(H3)

and to Thurston for Isom(Hn), n ∈ N. The same proof remains valid for any δ-hyperbolic
space. We follow the proof of [Can21, Theorem 11.4].

Theorem 1.9. Let X be a geodesic metric space. If Γ is a finitely generated group and
ρ : Γ → Isom(X) is a quasi-isometric representation, then there exists a neighbourhood
U of ρ in Hom(Γ, Isom(X)) such that if σ ∈ U, then σ is a quasi-isometric representation.
Moreover, we may choose U so that all the representations σ ∈ U have the same constants
of quasi-isometry.

Proof . Let x0 ∈ X and suppose that the orbit map τρ is a (K, C)-quasi-isometric embed-
ding with respect to the finite generating set S = {γ1, . . . , γm}. Let A > 0 to be defined
later. Let U be an open neighbourhood of ρ in Hom(Γ, Isom(X)) such that for all σ ∈ U
and γ ∈ Γ with dS(1Γ, γ) 6 A, d(ρ(γ)(x0), σ(γ)(x0)) < 1. It suffices to choose

U =
m

∏
i=1

V
(

ρ(γi),
1

A + 1
, P
)

where P = {ρ(γ)(x0) | γ ∈ Γ and dS(1Γ, γ) 6 A} is finite since #{γ ∈ Γ | dS(1Γ, γ) 6
A} < ∞.
Since τρ is a (K, C)-quasi-isometric embedding, then for all γ ∈ Γ,

1
K

dS(1Γ, γ)− C 6 d(x0, τρ(γ)) 6 KdS(1Γ, γ) + C.

Let σ ∈ U, we see that if dS(1Γ, γ) 6 A, then

1
K

dS(1Γ, γ)− C− 1 6 d(x0, τσ(γ)) 6 KdS(1Γ, γ) + C + 1

and by Γ-equivariance of τσ,

1
K

dS(α, β)− C− 1 6 d(τσ(α), τσ(β)) 6 KdS(α, β) + C + 1

for all α, β ∈ Γ with dS(α, β) 6 A.
If CayS(Γ) is the Cayley graph of Γ with respect to S, then we may extend τσ to

CayS(Γ) by mapping all the edges to geodesics in X. The resulting map is a (K′, C′)-
quasi-isometric embedding on all geodesic segments in CayS(Γ) of length at most A for
some K′ > 1 and C′ > 0 depending only on K and C. We may then choose A according
to Theorem 1.8. This theorem provides some K̂ and Ĉ such that τσ is a (K̂, Ĉ)-quasi-
isometric embedding on all geodesic segments in CayS(Γ). Thus τσ is a (K̂, Ĉ)-quasi-
isometric embedding on the whole Cayley graph CayS(Γ).
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Denote by QI(Γ, Isom(H∞)) the set of representations of Γ into Isom(H∞) which have
quasi-isometric orbit maps and let CC(Γ, Isom(H∞)) be the set of convex-cocompact
representations in Hom(Γ, Isom(H∞)). We can deduce as a consequence of Theorems
1.7 and 1.9 that convex-cocompact representations of finitely generated groups into
Isom(H∞) form an open subset of the space of all the representations.

Corollary 1.10. If Γ is finitely generated, then QI(Γ, Isom(H∞)) = CC(Γ, Isom(H∞)).
Moreover, this set is open in Hom(Γ, Isom(H∞)).

1.3 Convex-coboundedness and convex-cocompactness

The argument of Theorem 1.7 to get a locally compact convex set C ⊂ H∞ on which
the group Γ acts cocompactly fails when the Cayley graph of Γ is not locally finite. The
assumption that Γ is finitely generated is then important for the proof to hold. To illus-
trate this, we will consider embeddings of trees into H∞ introduced in [BIM05] to pro-
duce a representation of an infinitely generated group into Isom(H∞) which is convex-
cobounded but not convex-cocompact even though this embedding is quasi-isometric.

Theorem 1.11 ([BIM05], Theorems A and 8.1). Let T be a simplicial tree, denote by V the
set of vertices of T and by H the hyperbolic space of dimension |V| − 1, H = H|V|−1. Let
dT be the metric on T that assigns length 1 to all the edges of T . Then for every λ > 1
there exists an embedding ψ : T → H and a representation ρ : Aut(T )→ Isom(H) such
that

1. the map ψ is Aut(T )-equivariant for ρ.
2. λdT (x,y) = cosh d(ψ(x), ψ(y)) for any x, y ∈ V.
3. ψ extends to an equivariant boundary map ∂ψ : ∂T → ∂H which is a homeomor-

phism onto its image.
4. ψ(V) is cobounded in the convex hull of the image of ∂ψ.

Remark 1.12. The second point of the theorem implies that ψ is a (K, C)-quasi-isometric

embedding on the vertices of T for K = max
{

ln(λ),
1

ln(λ)

}
and C =

ln 2
ln λ

.

Let T = (V, E) be the regular tree of countably infinite valency, let dT be the com-
binatorial distance on T (every edge has length 1). The group Aut(T ) acts cocompactly
on T and a fundamental region is a half-edge of T , i.e. an edge of the first barycentric
subdivison of T . Consider also F∞, the free group on countably infinite generators. Let
S = {s1, s2, . . .} be a system of generators of F∞. The tree T can be seen as the Cayley
graph of F∞ associated to S where all the edges around each vertex are labelled with
one element of S ∪ S−1 (two edges starting from the same vertex cannot have the same
label). The free group F∞ acts on T by sending an edge onto another edge with the same
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label. This provides an embedding of F∞ as a subgroup of Aut(T ) and a fundamental
region for the action F∞ y T is given by the tree T ′ corresponding to the ball of radius
1
2

around a vertex, i.e. a vertex of T and all its adjacent edges in the first barycentric
subdivision of T .

Proposition 1.13. The action of F∞ on T is cobounded but not cocompact.

Proof . This action is transitive on the vertices of T , so the quotient T̂ = T /F∞ is iso-
morphic to a single vertex with infinitely many loops of length 1 around it, hence it is
bounded. To show that it is not compact, let v be a vertex of T and for all i ∈ N, let

mi be the point at distance
1
2

from v on the edge labelled by si. The distance dT on T
induces a distance dT̂ on the quotient such that for all i 6= j ∈ N, dT̂ (mi, mj) = 1. Thus
the sequence (mi)i∈N has no convergent subsequence and T̂ is not compact.

Fix λ > 1. By Theorem 1.11, there is a representation ρ = ρλ : F∞ < Aut(T ) →
Isom(H∞) and an Aut(T )-equivariant quasi-isometric embedding ψ = ψλ : T → H∞

which extends to the boundary ∂T .
Denote by Cλ the closed convex hull of ∂ψ(∂T ) in H∞ and let C0 be the closed convex

hull of ψ(T ). Both Cλ and C0 are Aut(T )-invariant and C0 is the unique minimal invariant
closed convex set in H∞, thus we have C0 ⊂ Cλ. However they are not equal in general,
see [MP14, section 5.A].

Proposition 1.14. The group ρ(F∞) < Isom(H∞) is convex-cobounded.

Proof . The embedding ψ : T → H∞ being Aut(T )-equivariant, we have ψ(T ) = ρ(F∞) ·
ψ(T ′), where T ′ is a bounded fundamental region for F∞ y T . By the fourth point of
Theorem 1.11, ψ(T ) is cobounded in Cλ, so ρ(F∞) acts coboundedly on Cλ since ψ(T ′) is
bounded.

Lemma 1.15. Let G < Aut(T ). If ρ(G) acts cocompactly on any invariant closed convex
subset C ⊂ H∞, then the action of G on the minimal inviariant convex set C0 via ρ is also
cocompact.

Proof . Suppose that C = ρ(G) · A, where A ⊂ H∞ is compact. Let x ∈ C0. Since C0 ⊂ C,
there exists g ∈ G such that x ∈ ρ(g) · A. Then x ∈ (ρ(g) · A) ∩ C0 = ρ(g) · (A ∩ C0)

by invariance of C0. Therefore C0 = ρ(G) · (A ∩ C0). Moreover, A ∩ C0 is closed in A, so
A ∩ C0 is compact.

This lemma implies that in order to prove that ρ(F∞) < Isom(H∞) is not convex-
cocompact, it is sufficient to show this property for the action of F∞ on C0 via ρ.

Proposition 1.16. The action of ρ(F∞) on ψ(T ) is not cocompact.
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Proof . The proof is similar to that of Proposition 1.13. Suppose that ψ(T ) ⊂ ρ(F∞) · K for
K ⊂ H∞. Let v be a vertex in T and enumerate the edges incident to v. For all i ∈ N,

denote by mi the point on the i-th edge around v such that dT (v, mi) =
1
2

. Then for

all i ∈ N, there exists m′i in the orbit F∞ · mi such that ψ(m′i) ∈ K. For i 6= j, we have
dT (m′i, m′j) > 1 so by the second point of Theorem 1.11,

d(ψ(m′i), ψ(m′j)) = cosh−1
(

λdT (m′i ,m
′
j)
)
> cosh−1(λ) > 0.

The sequence (ψ(m′i))i∈N ∈ KN has no convergent subsequence, therefore K cannot be
compact.

Corollary 1.17. The group ρ(F∞) < Isom(H∞) is not convex-cocompact.

Proof . By Lemma 1.15, it suffices to prove that ρ(F∞) does not act cocompactly on C0. If
C0 ⊂ ρ(F∞) · K for some K ⊂ H∞, then we may construct a sequence of points m′i ∈ T
such that ψ(m′i) ∈ K and all the d(ψ(m′i), ψ(m′j)) are greater than a uniform positive
constant for i 6= j, as in Proposition 1.16. Since ψ(T ) ⊂ C0, all the ψ(m′i) also belong to
C0.

2 Embeddings of Isom(H2) into Isom(H∞)

Definition 2.1. Let ρ : Γ → Isom(H∞) be a representation of a group Γ. We say that ρ

is irreducible if ρ(Γ) has no fixed point in the boundary ∂H∞ and does not preserve any
non-trivial closed totally geodesic subspace of H∞.

Remark 2.2. This definition coincides with the usual definition of irreducibility for the
linear representation of Γ on the underlying Hilbert space H: ρ is irreducible if and only
if there is no non-trivial invariant closed linear subspaces in H (see Definition I.1.2). This
was also referred to as geometric Zariski density in [MP14, section 5.B].

Recall that from the hyperboloid model H∞ = {x ∈ H | Q(x) = −1, x0 > 0}, we can
obtain an embedding of Hn into H∞ by restricting to vectors x = (xi)i∈N ∈ H where all
the coordinates vanish for i > n + 1. This also induces an injection of the isometry group
Isom(Hn) ↪→ Isom(H∞) (see Remark II.1.27). Monod and Py classified all the continuous
representations from Isom(Hn) to Isom(H∞) in [MP14] that are irreducible.

Theorem 2.3 ([MP14], Theorem B). 1. Let ρ : Isom(Hn)→ Isom(H∞) be a continuous
non-elementary action. There exists t ∈ (0, 1] such that `H∞(ρ(g)) = t`Hn(g) for
all g ∈ Isom(Hn), where `H∞ and `Hn denote the translation lengths in H∞ and Hn

respectively. Moreover, t = 1 if and only if ρ preserves an n-dimensional totally
geodesic subspace of H∞.
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2. For each t ∈ (0, 1), there is, up to conjugacy in Isom(H∞), exactly one irreducible
continuous representation ρt : Isom(Hn)→ Isom(H∞) such that for all g ∈ Isom(Hn),
`H∞(ρt(g)) = t`Hn(g).

Theorem 2.4 ([MP14], Theorem C). There exists a smooth harmonic ρt-equivariant map
ft : Hn → H∞ which is asymptotically an isometric embedding after rescaling, i.e. there
is D > 0 such that for all x, y ∈ Hn,

|dH∞( ft(x), ft(y))− tdHn(x, y)| 6 D.

Moreover, ft extends to a continuous map ft : Hn → H∞.

Notice that being asymptotically an isometric embedding after rescaling implies that
ft is a quasi-isometric embedding from Hn to H∞.

For t ∈ (0, 1), since ρt is non-elementary, there is a unique minimal non-empty closed
convex ρt-invariant subset Ct ⊂ H∞ (see [Mon05]).

Theorem 2.5 ([MP14], Theorem D and Proposition E). For any t ∈ (0, 1], the CAT(−1)
space Ct is proper, the action of Isom(Hn) on Ct is cocompact and ρt induces an isomor-
phism Isom(Hn) ' Isom(Ct).

Notice that if Γ is a cocompact lattice of Isom(Hn) and if ρt : Isom(Hn)→ Isom(H∞)

is a representation for some t ∈ (0, 1] as in Theorem 2.3, the restriction of ρt to Γ is
then convex-cocompact. Indeed, since Isom(Hn) y Ct is cocompact, there is a compact
set K1 ⊂ Ct such that Ct = Isom(Hn) · K1. Moreover, since Γ is a cocompact lattice in
Isom(Hn), we have Isom(Hn) = Γ · K2 for some compact subset K2 ⊂ Isom(Hn). Thus,
Ct = Isom(Hn) · K1 = (Γ · K2) · K1 = Γ · K, where K = K2 · K1 is a compact subset of
Ct. Using Corollary 1.10, we can find a neighbourhood U of ρt|Γ in Hom(Γ, Isom(H∞))

consisting only of convex-cocompact representations of Γ.

2.1 Some properties of the exotic representations

Fix t ∈ (0, 1] and let ρt : Isom(Hn) → Isom(H∞) and ft : Hn → H∞ be a representation
and its corresponding harmonic map given by Theorems 2.3 and 2.4 respectively.

Lemma 2.6 ([MP14], Lemma 4.1). Let Ct be the closed convex hull of ft(Hn) inside H∞.
The action of Isom(Hn) on Ct is minimal, i.e. Ct admits no nontrivial Isom(Hn)-invariant
closed convex subspace. Moreover, this is the unique minimal Isom(Hn)-invariant closed
convex subset of H∞.

We point out in the next lemma some properties of ρt and ft that can be deduced
from the results in [MP14].



2. EMBEDDINGS OF Isom(H2) INTO Isom(H∞) 71

In the following, a map f : X → R, where X is a complete geodesic metric space,
will be called analytic along geodesics if for any geodesic line L (the image of an isometric
embedding γ : R→ X), the restriction f |L = f ◦ γ : R→ R is an analytic function.

Lemma 2.7. Let 0 < t 6 1,
1. If Γ < Isom(Hn) is a cocompact lattice, then ρt(Γ) is cocompact in ρt(Isom(Hn)) '

Isom(Ct).
2. If Γ < Isom(Hn) has no fixed point in ∂Hn, then ρt(Γ) also has no fixed point in

∂Ct = ft(∂Hn).
3. The harmonic map ft : Hn → H∞ is analytic and therefore, if Y is a totally geodesic

subspace of H∞, the map x 7→ d( ft(x), Y) is analytic along geodesics.

Proof . The first point is a consequence of Theorem 2.5 and the proof of Theorem 1.7,
where the invariant convex set is Ct.

The second point follows from the equivariance of ft and the fact that ft is a quasi-
isometric embedding which induces an injective map (actually a homeomorphism) from
∂Hn to ft(∂Hn) by Proposition I.2.35.

For the last point, the analyticity of the harmonic map ft comes from its expression
explicited in [MP14, section 3.A]. For g ∈ Isom(Hn) and b ∈ ∂Hn, ft can be identified
with the map from Hn to L2(∂Hn, R) defined by

ft(g · o)(b) = | Jac(g−1)(b)|1+ t
n−1 =

(
Bn(o, b)

Bn(g(o), b)

)t+n−1

,

where Bn is the bilinear form on Rn+1 associated to the quadratic form of signature (n, 1)
defining Hn and o ∈ Hn is some base point. Define ϕ : H∞ → R by ϕ(x) = d(x, Y). If
πY denotes the orthogonal projection onto Y, then ϕ(x) = d(x, πY(x)). Since Y ⊂ H∞

is totally geodesic, it is a hyperbolic subspace of H∞ ⊂ H and we may choose a basis
(ei)i∈N of the Hilbert space H such that

Y = {x ∈ H∞ | ∀i ∈ I xi = 0},

where I is some subset of N>1 = {1, 2, . . .} and the xi’s are the coordinates of x in this
basis. Then for x ∈ H∞, πY(x) =

y√
−Q(y)

with y = x− ∑i∈I B(x, ei)ei = ∑i/∈I xiei. We

then get

cosh d(x, Y) = cosh d(x, πY(x)) = −B(x, πY(x)) =

x2
0 − ∑

i∈N>1\I
x2

i

 1
2

.
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Let Ĵ denote the bounded linear map on H such that Ĵe0 = e0, Ĵei = 0 if i ∈ I and
Ĵei = −ei otherwise. Then

ϕ(x) = cosh−1 (〈x, Ĵx〉
) 1

2 = cosh−1 (txĴx
) 1

2 .

For any hyperbolic geodesic L ⊂ Hn, there exist a, b ∈ Rn+1 such that L is the image of
γ : u ∈ R 7→ cosh(u)a + sinh(u)b ∈ Hn. The restriction of ϕ ◦ ft to L gives

(ϕ ◦ ft)|L(u) = (ϕ ◦ ft)(γ(u))

= ϕ( ft(γ(u)))

= cosh−1 (tft(γ(u)) Ĵ ft(γ(u))
) 1

2

which is an analytic function in u ∈ R.

Caprace and Monod proved the following theorem which can be thought of as an
analog of the Borel-density theorem for lattices acting a proper CAT(0) space.

Theorem 2.8 ([CM09], Theorem 2.4). Let G be a locally compact group with a continuous
isometric action on a proper CAT(0) space X without Euclidean factor. If G acts mini-
mally on X and without a global fixed point in ∂X, then any closed subgroup with finite
invariant covolume in G still has these properties.

In our context, we are interested in the case of the group G = ρt(Isom(Hn)) acting
continuously by isometries on the space X = H∞. Moreover, instead of a closed subgroup
in Isom(Hn) with finite invariant covolume, we consider a convex-cocompact subgroup
A < Isom(Hn) and its image in Isom(H∞) by an irreducible representation ρt (0 < t < 1).
We could not show that for any irreducible convex-cocompact subgroup A < Isom(Hn),
its image ρt(A) is still irreducible in Isom(H∞). However, it remains at least true that
ρt(A) admits no global fixed point in the boundary of ∂H∞ as soon as A < Isom(Hn) has
no fixed point in Hn ∪ ∂Hn. A similar statement was proved by Caprace and Monod as a
first step to obtain Theorem 2.8, see [CM09, Proposition 2.1]. It relies in particular on the
following result asserting that the intersection of nested sequences of closed convex sets
in hyperbolic spaces is either non-empty, or it converges to one point in the boundary.

Theorem 2.9 ([CL10], Theorem 1.1). Let X be a complete CAT(0) space of finite telescopic
dimension and {Xα}α∈A be a filtering family of closed convex subspaces. Then either the
intersection

⋂
α∈A Xα is non-empty, or the intersection of the visual boundaries

⋂
α∈A ∂Xα

is a non-empty subset of ∂X of intrinsic radius at most π/2.

See also [Duc13, Theorem 4.3] for a more geometric proof of this statement. In par-
ticular, when X = H∞, if the intersection of the visual boundaries is non-empty, then it
is reduced to a point {ξ}.
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Proposition 2.10. Let Γ < Isom(Hn) be a subgroup which has no fixed point in Hn ∪ ∂Hn.
Then ρt(Γ) < ρt(Isom(Hn)) ' Isom(Ct) has no fixed point in ∂H∞, where Ct is the convex
hull of ft(Hn) inside H∞.

Proof . Suppose for a contradiction that ρt(Γ) has a fixed point ξ ∈ ∂H∞. Fix a base point
x0 ∈ Ct. The Busemann function restricted to Ct, βξ,x0 |Ct , is convex and does not have a
minimum on Ct.

Indeed, if the minimum set Min(βξ,x0 |Ct) ⊂ Ct is non-empty, it should lie inside some
horosphere of H∞ centered at ξ. It is moreover bounded, otherwise its closure in H∞

would contain ξ, and we would have ξ ∈ ∂Ct = ∂( ft(Hn)) which is in contradiction with
the second point of Lemma 2.7. Since Ct is at finite distance from ft(Hn), there exists
K ∈ R such that the ρt(Γ)-invariant set

{x ∈ ft(Hn) | d(x, Min(βξ,x0 |Ct)) 6 K}

is non-empty. It is moreover bounded and its preimage by ft is a bounded subset of
Hn which is Γ-invariant by ρt-equivariance of ft. It then has a circumcentre which is a
fixed point for Γ in Hn, this contradicts the hypothesis on Γ. So βξ,x0 |Ct does not have a
minimum.

For a > inf(βξ,x0 |Ct), define

Ca = βξ,x0 |
−1
Ct
((−∞, a)) ⊂ Ct.

All the Ca, for a > inf(βξ,x0 |Ct), are convex and thus
⋂

a>inf(βξ,x0 |Ct )
Ca = ∅. Since

H∞ is δ-hyperbolic, its telescopic dimension is finite (it is actually equal to 1), hence⋂
a>inf(βξ,x0 |Ct )

∂Ca is non-empty (by Theorem 2.9) and must contain ξ, so we deduce again
that ξ ∈ ∂Ct = ∂( ft(Hn)), which is impossible.

For X = Hn or H∞, the limit set of a subgroup Γ < Isom(X) is Λ(Γ) := Γ·o ∩ ∂X for
any base point o ∈ X. A subgroup Γ < Isom(X) is called non-elementary if it has no fixed
point in X ∪ ∂X and fixes no geodesic in X. Equivalently, Γ is elementary if and only if
its limit set is finite.

Corollary 2.11. For 0 < t 6 1, if A < Isom(Hn) is a discrete and non-elementary sub-
group, then ρt(A) is also non-elementary in Isom(H∞).

Proof . The image ρt(A) has no global fixed point in H∞, otherwise A would consist only
of elliptic isometries since ρt preserves the types of the isometries (see [MP14, Proposition
2.1]). Moreover, by Proposition 2.10, ρt(A) also has no fixed point in ∂H∞. And if ρt(A)

preserves a geodesic in H∞ with endpoints ξ, η ∈ ∂H∞, then it leaves the pair {ξ, η}
invariant. The limit set of ρt(A) is then contained in {ξ, η}. This contradicts the fact that
A is non-elementary since the ρt-equivariant embedding ft extends to an injective map
from the limit set of A to that of ρt(A).
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Remark 2.12. When t 6= 1, the representation ρt is irreducible by Theorem 2.3 so the
image ρt(Isom(Hn)) is irreducible (or geometrically Zariski dense) in Isom(H∞). In view
of Proposition 2.10 and Corollary 2.11, as we are studying convex-cocompact subgroups
A < Isom(Hn), it becomes natural to wonder whether such a group A satisfies some kind
of density property as the one given by Theorem 2.8 for subgroups with finite covolume:
if A < Isom(Hn) is irreducible and convex-cocompact and 0 < t < 1, is ρt(A) irreducible
in Isom(H∞)?

In Subsection 2.3, we will see that under the assumption that ρt(A) is indeed irre-
ducible in Isom(H∞), one can assert that the deformations we will construct cannot be
conjugate to one another, thus providing a large space of deformations up to conjugation.

2.2 Spectral representation for real Hilbert spaces

Before discussing the deformations of convex-cocompact representations by bending, we
first recall the spectral representation theorem for operators on a real Hilbert space that
we will use in the next section to show that the spaces of deformations are infinite-
dimensional. In this paragraph, (H, 〈·, ·〉) refers to a real Hilbert space and B(H) is the
set of bounded linear operators on H.

Definition 2.13. Let T ∈ B(H) be a bounded operator on H. The adjoint operator of T,
denoted by T∗, is the (unique) bounded linear operator on H such that 〈Tx, y〉 = 〈x, T∗y〉
for all x, y ∈ H. The operator T is said to be normal if TT∗ = T∗T.

In the finite-dimensional situation, every normal operator on a real Hilbert space is
othogonally equivalent to a block-diagonal matrix of the form

λ1

λ2
. . .

C1

C2
. . .


where the λk are its real eigenvalues (counted with their multiplicities) and the Ci are

2× 2 matrices of the form
(

ak −bk
bk ak

)
corresponding to the complex eigenvalues ak± ibk.

There is an analog of this decomposition in the infinite-dimensional situation.
In [Goo72], Goodrich obtained a similar description for operators on infinite-dimensional

real Hilbert spaces where the blocks correspond to operators of the form given in the fol-
lowing example.
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Example 2.14 ([Goo72]). Let X ⊂ C be a compact subset which is symmetric about the
real axis. Let µ be a regular Borel measure on X and consider the real Hilbert space H =

L2(X, µ) of real-valued square-integrable functions on X with respect to the measure µ.
Suppose that µ is symmetric about the real axis, i.e. µ(U) = µ(U∗) where U∗ is the
reflection of U about the real axis. Let He be the set of functions in H that are symmetric
about the real axis and Ho those that are anti-symmetric (the subscripts refer to "even"
and "odd"). We have H = He ⊕Ho.

Define the operator T on H by

T f =

(
MRe −MIm

MIm MRe

)(
fe

fo

)
,

where f = fe + fo ∈ H, Re, Im : C → R denote the real an imaginary parts of a complex
number and Mϕ : L2(C)→ L2(C) is the operator defined by

Mϕ( f )(z) = ϕ(z) f (z)

for a function ϕ : C→ C. Then T is a normal operator on H and its adjoint is

T∗ f = tT f =

(
MRe MIm

−MIm MRe

)(
fe

fo

)
.

The following theorem shows that every normal operator is orthogonally equivalent
to a direct sum of operators of this form.

Theorem 2.15 ([Goo72], Theorem 3). Every bounded normal operator T on a real Hilbert
space H is orthogonally equivalent to an orthogonal sum

⊕
i∈I Ti of operators on spaces

L2(C, µi) of the type defined in Example 2.14.

See also [BJ19, Section 4.1] for a different description of the spectral representation
that distinguishes between real and complex spectral values.

Proposition 2.16. Let T be an orthogonal operator on a real Hilbert space H. Denote by
ZT its centraliser in O(H), ZT = Z(T) ∩O(H). Then ZT is an infinite-dimensional Lie
group.

Proof . The groups Z(T) and O(H) are both infinite-dimensional algebraic groups defined
respectively by the polynomials p1(x) = xT − Tx and p2(x) = txx− I. So

ZT = Z(T) ∩O(H) = {S ∈ GL(H) | p1(S) = 0, p2(S) = 0}

where GL(H) is the set of invertible bounded linear operators of H, and its Lie algebra
is

Lie(Z) = {S ∈ B(H) | dp1(I) · S = 0, dp2(I) · S = 0}
= {S ∈ B(H) | ST − TS = 0, tS + S = 0}
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The dimension of ZT as a Lie group is that of its Lie algebra. We show that this
dimension is infinite.

Since T ∈ O(H) is normal, by Theorem 2.15, we can decompose H as an orthogonal
sum H =

⊕
α∈IHα where each Hα is a space L2(C, µα) for some measure µα on C with

compact support and which is symmetric about the real axis. The operator T preserves
this decomposition and can also be decomposed as an orthogonal sum T =

⊕
α∈I Tα.

Since T is orthogonal, we get supp(µα) ⊂ S1 for every α ∈ I. For α ∈ I, if f = fe + fo ∈
Hα = L2(C, µα) and λ ∈ supp(µα), we have

Tα f (λ) =
(

MRe −MIm

MIm MRe

)(
fe

fo

)
(λ) =

(
Re(λ) fe(λ)− Im(λ) fo(λ)

Im(λ) fe(λ) + Re(λ) fo(λ)

)
.

Now let S ∈ B(H) be a bounded operator such that S decomposes along
⊕

α∈IHα

into the orthogonal sum
⊕

α∈I Sα such that each Sα acts on Hα as

Sα f =

(
0 −Mgα

Mgα 0

)(
fe

fo

)
,

where gα : supp(µα)→ R is a continuous or measurable map. Then Sα is anti-symmetric
and commutes with Tα. Thus the map gα 7→ Sα provides an embedding of C(supp(µα), R)

into Lie(ZT).
If there exists α ∈ I such that supp(µα) is infinite, then C(supp(µα), R) is an infinite-

dimensional vector space. Hence the dimension of Lie(ZT) is infinite. Otherwise, if all
the supp(µα) are finite, then I is infinite. This means that T has only eigenvalues and is
then orthogonally equivalent to an infinite block-diagonal matrix where the blocks on the

diagonal are rotation matrices
(

cos(θ) − sin(θ)
sin(θ) cos(θ)

)
corresponding to complex eigenval-

ues cos(θ)± i sin(θ). In this case, any anti-symmetric matrix
(

0 a
−a 0

)
commutes with(

cos(θ) − sin(θ)
sin(θ) cos(θ)

)
and belong to Lie(ZT).

Proposition 2.17. Let γ ∈ Isom(Hn) be a loxodromic isometry and ρt : Isom(Hn) →
Isom(H∞) be an irreducible representation from Theorem 2.3. Then the centraliser of
ρt(γ) in Isom(H∞) is an infinite-dimensional Lie group consisting of elliptic isometries
fixing the axis of ρt(γ) pointwise, and loxodromic isometries which share the same axis
with ρt(γ).

Proof . The representation ρt preserves the type of the isometries, so ρt(γ) ∈ Isom(H∞)

is loxodromic. Denote by ξ± ∈ ∂H∞ the fixed points of ρt(γ). They correspond to
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two independant vectors v+ and v− in the light cone {x ∈ H | Q(x) = 0}. We may
assume that B(v+, v−) = −1. Let E = (R·v+ ⊕ R·v−)⊥ be the orthogonal complement of
R·v+ ⊕ R·v− in H. The restriction of the bilinear form B to E is a scalar product, so E is
a real Hilbert space. We can write the isometry ρt(γ) in a matrix form according to the
decomposition H = R·v+ ⊕ R·v− ⊕ E,

ρt(γ) =

 λ 0 0
0 λ−1 0
0 0 T


where λ > 1 and T ∈ O(E) is an orthogonal transformation of E.

If g ∈ Isom(H∞) commutes with ρt(γ), then g stabilises the axis of ρt(γ) and acts on
it either as the identity or as a translation. In the first case, g is elliptic and can be written
in the decomposition H = R·v+ ⊕ R·v− ⊕ E as

g =

 1 0 0
0 1 0
0 0 T′


where T′ ∈ ZT, the centraliser of T in O(E). And in the second case, g has the form

g =

 µ 0 0
0 µ−1 0
0 0 T′


with µ > 0, µ 6= 1 and T′ ∈ ZT, g is then loxodromic with translation length max(µ, µ−1).

Conversely, any operator of the form µ 0 0
0 µ−1 0
0 0 T′


for µ > 0 and T′ ∈ ZT do commute with ρt(γ).

Therefore, the centraliser of ρt(γ) in Isom(H∞) can be identified with R∗+× ZT where
ZT is an infinite-dimensional Lie group by Proposition 2.16.

2.3 Bending irreducible representations from Isom(H2)

The rigidity theorem of Mostow states that if Γ is a lattice in PO(n, 1) with n > 3, and
ρ : Γ → PO(n, 1) is a faithful representation such that ρ(Γ) is a lattice, then Γ and ρ(Γ)
are conjugate in PO(n, 1). In other words, there is a unique hyperbolic structure on
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an n-dimensional manifold of finite volume up to isometry. However, for some lattices
Γ, there exist many faithful and discrete non-conjugate representations Γ → PO(m, 1),
where 2 6 n < m. Bending is a way to construct examples of such non-conjugate
representations.

In this section, we only consider representations ρt from Isom(H2) = PO(2, 1) to
Isom(H∞) = PO(∞, 1) as in Theorem 2.3 for n = 2. Let 0 < t 6 1 and let Γ < Isom(H2)

be the fundamental group of a hyperbolic closed surface (compact, connected, orientable
and without boundary), Γ = π1(S). We are going to use this technique to deform ρt(Γ)
in Isom(H∞). The deformation is defined depending on whether Γ is written as a free
product with amalgamation or as an HNN extension. Since S is a closed surface of genus
g > 2, we can always decompose Γ in both forms.

Suppose first that α ⊂ S is a simple closed geodesic which separates S into two con-
nected components S1 and S2 that are non-contractible. Then by Van Kampen theorem,
the fundamental group of S is an amalgamated product, π1(S) = Γ = A ∗C B, where
A = π1(S1), B = π1(S2) and C = π1(α). In particular, the group C preserves and acts
cocompactly on a geodesic in H2 (a totally geodesic copy of H1 ' R). Moreover, this
group is cyclic, let c ∈ C be a generator. If Z(ρt(c)) = Z(ρt(C)) is the centraliser of ρt(C)
in Isom(H∞), then any z ∈ Z(ρt(c)) provides a deformation of ρt(Γ) by conjugating the
elements of B:

σz,t : Γ = A ∗C B → Isom(H∞)

a ∈ A 7→ ρt(a)
b ∈ B 7→ zρt(b)z−1.

Bending can also be defined when the cocompact lattice is an HNN extension. If α

is now a non-separating simple closed geodesic of the surface S, then π1(S) = Γ = A∗C
where A = π1(S \ α) and C = π1(α). The surface S \ α has a single connected component
but two boundary components which induce two injections of C into A, denoted by f1

and f2. Let us denote by s the stable letter. We have

Γ = 〈A, s | ∀c ∈ C f1(c) = s f2(c)s−1〉.

In a similar fashion, for z ∈ Z(ρt(c)), we can deform ρt(Γ):

σz,t : Γ = A∗C → Isom(H∞)

a ∈ A 7→ ρt(a)
s 7→ zρt(s).

Lemma 2.18. Let Γ < Isom(H∞) be any subgroup. If Γ has no fixed point on the bound-
ary of H∞ and leaves no proper totally geodesic subspace of H∞ invariant, then the
centraliser of Γ is trivial.

Proof . Let Γ < Isom(H∞) and g be an element in the centraliser of Γ in Isom(H∞).



2. EMBEDDINGS OF Isom(H2) INTO Isom(H∞) 79

• If g is elliptic, then the set of fixed points Fix(g) ⊂ H∞ is totally geodesic and
Γ-invariant.

• If g is hyperbolic, the axis of g is a geodesic in H∞ which is Γ-invariant.
• If g is parabolic, denote by ξ ∈ ∂H∞ its fixed point in the boundary of H∞. By

Theorem 2.9, we have

{ξ} =
⋂
ε>0

{y ∈ H∞ | d(y, g(y)) 6 ε},

where all the {y ∈ H∞ | d(y, g(y)) 6 ε} are closed, convex and Γ-invariant sets.
Thus ξ must be a fixed point for Γ.

It follows that when Γ is irreducible, g must be elliptic and Fix(g) = H∞, so the centraliser
of Γ is reduced to the identity element of Isom(H∞).

This statement also holds in finite dimension (see for example the second corollary
of [Rat06, Theorem 12.2.6]).

Proposition 2.19. Let Γ be a cocompact lattice in Isom(H2) and ρt : Isom(H2)→ Isom(H∞)

be an irreducible representation, 0 < t < 1. Suppose that Γ = A ∗C B or Γ = A∗C and
let Z(ρt(c)) be the centraliser of ρt(c) in Isom(H∞). If the image by ρt of an irreducible
convex-cocompact group is irreducible, then for z1 6= z2 ∈ Z(ρt(c)), the deformations
σz1,t and σz2,t are non-conjugate.

Proof . In either cases (Γ = A ∗C B or Γ = A∗C), suppose for a contradiction that σz1,t

and σz2,t are conjugated by an element g ∈ Isom(H∞), σz1,t = gσz2,tg−1. Restricting the
representations to A < Γ, we get

ρt|A = σz1,t|A = gσz2,t|Ag−1 = gρt|Ag−1,

so ρt|A = gρt|Ag−1. Since ρt(A) is irreducible, its centraliser is trivial by Lemma 2.18,
thus g must be the identity element of Isom(H∞).

If Γ = A ∗C B, then restricting to B, we now have σz1,t|B = σz2,t|B, so z1ρt|Bz−1
1 =

z2ρt|Bz−1
2 and ρt|B = (z−1

1 z2)ρt|B(z−1
1 z2)−1. Since ρt(B) is also irreducible, Lemma 2.18

implies that z−1
1 z2 = id, so z1 = z2.

If now Γ = A∗C, evaluating on the stable letter gives z1ρt(s) = z2ρt(s), i.e. ρt(s) =

z−1
1 z2ρt(s). Then the fixed point set Fix(z−1

1 z2) of the isometry z−1
1 z2 must contain the

image of ρt(s), so H∞ ⊂ Fix(z−1
1 z2) and thus z1 = z2.

Proposition 2.20. Let Γ be the fundamental group of a closed hyperbolic surface and
ρt : Isom(H2) → Isom(H∞) be an irreducible representation, 0 < t < 1. If the image
by ρt of an irreducible convex-cocompact group is irreducible, then the space of convex-
cocompact representations of Γ into Isom(H∞) up to conjugation has infinite dimension.
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Proof . Since Γ < Isom(H2) is cocompact, the image ρt(Γ) is convex-cocompact. Write Γ
as a free product with amalgamation A ∗C B or as an HNN extension A∗C. Let Z(ρt(c))
be the centraliser of ρt(c) inside Isom(H∞). Any distinct z1 and z2 in Z(ρt(c)) provide
non-conjugate representations of Γ into Isom(H∞) by Proposition 2.19. Since the space
of convex-cocompact representations of Γ into Isom(H∞) is open by Corollary 1.10, it
contains an open subset of Z(ρt(c)) which is infinite-dimensional as a Lie group by
Proposition 2.17.

Lemma 2.21. Let Γ be the fundamental group of a closed hyperbolic surface and write
Γ = A ∗C B or Γ = A∗C. Let Z(ρt(c)) be the centraliser of ρt(c), z1, z2 ∈ Z(ρt(c)) and
0 < t1, t2 6 1. If the deformations σz1,t1 and σz2,t2 are conjugated in Isom(H∞), then
t1 = t2.

Proof . Suppose that there exists g ∈ Isom(H∞) such that σz1,t1 = gσz2,t2 g−1 on Γ. For any
loxodromic element a ∈ A, computing the translation lengths, we have on the one side

`H∞(σz1,t1(a)) = `H∞(ρt1(a)) = t1`H2(a),

and on the other side

`H∞(gσz2,t2(a)g−1) = `H∞(ρt2(a)) = t2`H2(a).

Therefore, t1 = t2 since `H2(a) > 0.

Proposition 2.22. Let Γ be the fundamental group of a closed hyperbolic surface and let
0 < t < 1. If the image by ρt of an irreducible convex-cocompact group is irreducible in
Isom(H∞), then the representation of Γ obtained by bending are not conjugated to the
restriction of any irreducible representation Isom(H2)→ Isom(H∞).

Proof . Let Z(ρt(c)) be the centraliser of ρt(c) in Isom(H∞). Suppose that σz,t is conjugated
to the restriction to Γ of some representation ρt′ : Isom(H2) → Isom(H∞) for 0 < t′ < 1.
Then σz,t = gρt′ |Γg−1 for some g ∈ Isom(H∞). Since ρt′ |Γ = σid,t′ , we get t = t′ by Lemma
2.21. Moreover, from σz,t = gρt|Γg−1 = gσid,tg−1, we deduce that z is the identity by
Proposition 2.19.

Remark 2.23. In Propositions 2.19, 2.20 and 2.22, we heavily use the assumption that the
image by ρt of an irreducible convex-cocompact subgroup remains irreducible. Yet, we
could not ascertain that this fact holds.

However, without this assumption, one can still show that there exists uncountably
many deformations that are pairwise non-conjugate and that they do not arise as conju-
gates of restrictions of an exotic representation ρt.
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In the following, we only consider the case where Γ = A ∗C B, i.e. the geodesic
α separates the surface S into two non-contractible components so that Γ = π1(S) <

Isom(H2) is decomposed as Γ = A ∗C B, where C = 〈c〉 ' Z. Let Z(ρt(c)) denote the
centraliser of ρt(c) in Isom(H∞).

Lemma 2.24. Let 0 < t 6 1 and A < Isom(H2) be a non-elementary discrete subgroup.
If for all a ∈ A, ρt(a) = gρt(a)g−1 for some g ∈ Isom(H∞), then g is elliptic and fixes
pointwise the axis of every loxodromic isometry ρt(a) for a ∈ A.

Proof . If the isometry g is parabolic, it has a unique fixed point in the boundary of H∞.
Since ρt(a) commutes with g for every a ∈ A, then ρt(A) has a global fixed point in ∂H∞,
which is in contradiction with Proposition 2.10.

If g is now loxodromic, it has two fixed points ξ, η ∈ ∂H∞ in the boundary of H∞.
Then, the fixed point sets of all the ρt(a), for a ∈ A, are contained in {ξ, η}, which is in
contradiction with Corollary 2.11.

Therefore g must be elliptic. Let a ∈ A be a loxodromic isometry, its image ρt(a) has
the same type. Denote by La the axis of ρt(a). Since ρt(a) = gρt(a)g−1, g preserves La.
Restricted to this axis, g then acts either as the identity, or with exactly one fixed point,
i.e. as a reflection. The second case is excluded since g commutes with ρt(a) which acts
by translation on La.

Proposition 2.25. Let 0 < t 6 1. If z1, z2 ∈ Z(ρt(c)) are such that `H∞(z1) 6= `H∞(z2),
then σz1,t and σz2,t are not conjugated in Isom(H∞).

Proof . If g ∈ Isom(H∞) is such that σz1,t = gσz2,tg−1 on Γ = A ∗C B, then for every
element a ∈ A, we have ρt(a) = gρt(a)g−1, and for every b ∈ B, we get z1ρt(b)z−1

1 =

gz2ρt(b)z−1
2 g−1, so ρt(b) = (z−1

1 gz2)ρt(b)(z−1
1 gz2)−1. Since A and B are both discrete

and non-elementary, g and z−1
1 gz2 must be elliptic by Lemma 2.24. If Lc is the axis of

ρt(c), we have moreover that g acts as the identity on Lc. For i ∈ {1, 2}, zi acts on Lc

as a translation by `H∞(zi) according to Proposition 2.17 (if one of the zi is elliptic, then
`H∞(zi) = 0 and its action of Lc is trivial). It follows that z−1

1 gz2 acts on Lc as a translation
by `H∞(z2)− `H∞(z1) 6= 0, so z−1

1 gz2 is a loxodromic isometry.

Corollary 2.26. Let 0 < t 6 1 and z ∈ Z(ρt(c)) be a loxodromic element. The representa-
tion σz,t : Γ → Isom(H∞) obtained by bending with z is not conjugated in Isom(H∞)

to the restriction of any irreducible representation ρt′ : Isom(H2) → Isom(H∞) for
0 < t′ 6 1.

Proof . Suppose by contradiction that there exists g ∈ Isom(H∞) such that σz,t = gρt′g−1

on Γ = A ∗C B. Since ρt′ |Γ = σid,t′ , we have t = t′ by Lemma 2.21. We are then left with
σz,t = gσid,tg−1. This is impossible due to Proposition 2.25.
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Recall from Proposition 2.17 that the centraliser Z(ρt(c)) contains infinitely many
loxodromic elements. The previous results show that there is at least a one-parameter
family of elements in Z(ρt(c)) providing non-conjugate deformations of the group Γ,
none of which being conjugated to the restriction of any exotic representation.

Corollary 2.27. Let 0 < t 6 1 and Γ be the fundamental group of a closed hyperbolic sur-
face. Then the space of deformations of ρt|Γ, up to conjugation in Isom(H∞), contains a
one-parameter family of representations which are not pairwise conjugate, nor conjugate
to the restriction of any ρt′ , for 0 < t′ 6 1.

Proof . Let Z(ρt(c)) be the centraliser of ρt(c) in Isom(H∞). Write ρt(c) in a suitable basis

as in Proposition 2.17 in the form ρt(c) =

 λ 0 0
0 λ−1 0
0 0 T

, with λ > 1. Fix any T′

commuting with T. Then for every µ > 1, the isometry

zµ =

 µ 0 0
0 µ−1 0
0 0 T′


belongs to Z(ρt(c)). Moreover, these isometries have distinct translation lengths µ, so
they satisfy Proposition 2.25 and Corollary 2.26.

Remark 2.28. In particular, the cocompact lattice Γ < Isom(H2) has more representa-
tions into Isom(H∞) than the whole group Isom(H2), and its space of convex-cocompact
representations is not reduced to the restrictions of the exotic representations ρt.

When n > 3, let ρ : Isom(Hn)→ Isom(H∞) be an irreducible representation. The pre-
vious construction does not provide deformations of this representation ρ in Isom(H∞).
Indeed, let M be a compact hyperbolic n-manifold with fundamental group Γ < Isom(Hn).
If N ⊂ M is a totally geodesic hypersurface, then C := π1(N) preserves and acts co-
compactly on a totally geodesic copy of Hn−1 inside Hn and N ' Hn−1/C. As previ-
ously, if N is separates M into two connected components M1 and M2 which are non-
contractible, we can split Γ into an amalgamated product Γ = A ∗C B with A = π1(M1)

and π1(M2). And if N is non-separating, then Γ writes as the HNN extension Γ = A∗C
where A = π1(M \ N). The universal covers M̃1 and M̃2 are simply connected complete
hyperbolic manifolds with totally geodesic boundaries, thus they are isometric to some
intersection of half-spaces in Hn with disjoint boundaries ([Mar23, Theorem 3.5.2]). Their
fundamental groups A and B are thus convex-cocompact in Isom(Hn).

The group C is finitely generated as the fundamental group of a compact hyperbolic
manifold, however it is not cyclic anymore. Let S = {c1, . . . , cm} be a finite generating set
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for C. The centraliser of ρ(C) in Isom(H∞) is the intersection of the Z(ρ(ck)), 1 6 k 6 m,
and might be trivial even though each Z(ρ(ck)) is as described in Proposition 2.17.

Remark 2.29. Note that hyperbolic manifolds with totally geodesic hypersurfaces do
exist in any dimension, see for example [JM87, chapter 7] and [Kap06, chapter 3] for
constructions using arithmetic lattices. It was actually proved in [BFMS21] that a finite
volume hyperbolic manifold with infinitely many totally geodesic hypersurfaces is nec-
essarily arithmetic.
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Chapter IV

Groups generated by reflections

In this chapter, we construct Coxeter groups acting on the infinite-dimensional hyper-
bolic space. These actions will be irreducible. However, we will see that the discreteness
properties provided by the theory in finite dimension does not hold when the group is
infinitely generated.

1 Some background on Coxeter groups

1.1 Coxeter groups

Definition 1.1. Let S be a set and let M = (ms,t)s,t∈S be a matrix such that
• for all s, t ∈ S, ms,t ∈ N ∪ {∞};
• M is symmetric;
• for all s ∈ S, ms,s = 1;
• for all s 6= t ∈ S, ms,t > 2.

Such a matrix is called a Coxeter matrix of type S. The (abstract) Coxeter group associated
to M is the group defined by the following presentation

W = 〈s ∈ S | ∀s, t ∈ S, (st)ms,t = 1〉.

Note that every generator s ∈ S has order 2. When ms,t = ∞, then there is no relation
between the two generators s and t. The pair (W, S) is called a Coxeter system. We
will indifferently use either the Coxeter system (W, S) or the Coxeter group W in what
follows.

To a Coxeter system (W, S), one can associate the S× S matrix A = (as,t)s,t∈S where

as,t = −2 cos
(

π

ms,t

)
. This matrix is called the Cartan matrix. If ms,t = ∞, we consider

85
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that
π

ms,t
= 0, so that as,t = −2. The diagonal entries of A are equal to 2 and all the

off-diagonal entries are non-positive.

Remark 1.2. Some authors prefer using the so-called cosine matrix C instead of the Cartan
matrix A. These two matrices only differ by a factor 2, we have A = 2C.

Let (W, S) be a Coxeter system. One can also represent the Coxeter system as a
diagram, the Coxeter diagram, defined as a graph such that

• the set of vertices is S;
• if s, t ∈ S, there is an edge between s and t if and only if ms,t > 3;
• an edge between s and t is labelled by ms,t (when ms,t = 3, the label is usually

omitted).

Example 1.3. • The Coxeter diagram of the dihedral group of order 2m is m . Its

Cartan matrix is the 2× 2 matrix

 2 −2 cos
(π

m

)
−2 cos

(π

m

)
2

.

• The symmetric group Sn (group of permutations of the integers {1, . . . , n}) is iso-
morphic to the Coxeter group

W = 〈s1, . . . , sn−1 | s2
i = 1, (sisi+1)

3 = 1〉

whose Cartan matrix is of the form

2 −1 0 . . . 0
−1 2 −1 . . . 0

0 −1 2
. . .

...
...

...
. . . . . . −1

0 0 . . . −1 2


and whose Coxeter diagram is of the form . This Coxeter group
is called Coxeter group of type An−1. The isomorphism with Sn is given by
si 7→ τi,i+1 where τi,i+1 denotes the transposition permuting i and i + 1, for

i ∈ {1, . . . , n− 1}.

Definition 1.4. A Coxeter group is irreducible if its Coxeter diagram is connected.

Irreducibility of a Coxeter group can also be defined using its Cartan matrix.

Definition 1.5. A matrix A ∈ Mn(R) is indecomposable if it is not equivalent to a block-
diagonal matrix of the form

A′ =
(

A1 0
0 A2

)
,
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i.e. there exist no matrices P, Q ∈ GL(n, R) such that P−1AQ = A′.

If A = (as,t)s,t∈S is the Cartan matrix of a Coxeter group W. Let A∗ = (a∗s,t)s,t∈S be the
matrix defined by

a∗i,j =
{

1 if ai,j 6= 0 or aj,i 6= 0
0 if ai,j = 0 and aj,i = 0

.

Then A∗ is the incidence matrix of the Coxeter diagram of W which is connected if and
only if A∗ is indecomposable. Therefore, a Coxeter group is irreducible if and only if its
Cartan matrix is indecomposable.

In a Coxeter diagram, two vertices s and t are not joined by an edge if ms,t = 2, i.e.
s and t commute in the group. In particular, any Coxeter group W is the product of the
groups corresponding to each connected component of its Coxeter diagram.

1.2 Representations of Coxeter groups

Groups generated by reflections

Let X be a Euclidean space, a sphere or a hyperbolic space (of any dimension, not nec-
essarily finite).

Definition 1.6. A reflection of X is an isometry σ : X → X of order 2 (σ2 = σ ◦ σ = id)
such that the fixed points set Fix(σ) separates X into two connected components.

Remark 1.7. The fixed points set Fix(σ) is necessarily a codimension one totally geodesic
subspace of X, i.e. a hyperplane.

For n ∈ N, we can embed Sn and Hn into Rn+1 as the unit sphere or with the
hyperboloid model, respectively. In both cases, a hyperplane in X = Sn or Hn is the
intersection X ∩ H of X with a hyperplane H in Rn+1.

In the Euclidean space Rn, a linear transformation σ is a reflection if σ2 = id and σ

has −1 as a simple eigenvalue. Every reflection σ : Rn → Rn can be written in the form

σ = id−α⊗ b,

where α ∈ (Rn)∗ is a linear form on Rn and b ∈ Rn is such that α(b) = 2.

Example 1.8. In the Euclidean space Rn, endowed with the scalar product 〈·, ·〉, a linear
reflection can be defined with one unitary vector x0 ∈ Rn by

σ : v 7→ v− 2〈x0, v〉x0.

The corresponding hyperplane of reflection is x⊥0 = {v ∈ Rn | 〈x0, v〉 = 0}.



88 CHAPTER IV. GROUPS GENERATED BY REFLECTIONS

The geometric representation

A Coxeter system (W, S) has a natural representation as a group generated by reflections
in a Euclidean space. Denote by M = (ms,t)s,t∈S the Coxeter matrix of (W, S).

Definition 1.9. Let V = R(S) and let (es)s∈S be the canonical basis of V. We define the
bilinear form BM on V by

BM(es, et) =

 − cos
(

π

ms,t

)
if s 6= t

1 if s = t
.

The form BM is symmetric since M is. It is called the Tits form of the Coxeter group W.
For all s, t ∈ S, we have BM(es, es) = 1 and BM(es, et) 6 0 if s 6= t. Actually, 2BM(es, et) is
the (s, t) entry of the Cartan matrix.

Let s ∈ S, and let αs be the bilinear form: x 7→ 2BM(es, x). We denote by σs the map

σs : x 7→ x− αs(x)es = x− 2BM(es, x)es.

Proposition 1.10 ([Bou02], Proposition V.4.3.3). There exists a unique homomorphism
σ : W → GL(V) such that σ(s) = σs. Every linear map in the image σ(W) preserve the
bilinear form BM. We call σ the geometric representation of W.

Remark 1.11. If A is the Cartan matrix of (W, S), observe that αs can be identified with
the "s-th" row of A as an element of the dual V∗.

For s ∈ S, since es is not isotropic for BM (i.e. BM(es, es) 6= 0), the space V is the direct
sum of the line R·es and the hyperplane Hs orthogonal to es with respect to BM, Hs = e⊥s .
Since σs is equal to − id on R·es and to id on Hs, it follows that σs preserves the form
B. The geometric representation is a linear representation into the orthogonal group of
E for the bilinear form BM, σ : W → O(V, BM).

The contragredient representation

Let V∗ be the algebraic dual of V. Since W acts on V via σ, it also acts on V∗. The
corresponding representation

σ∗ : W → GL(V∗)

is called the contragredient representation of σ. It is defined, for all w ∈W, by

σ∗(w) =
t
σ(w−1).
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If α ∈ V∗, and w ∈ W, we denote by w(α) the image of α by σ∗(w), w(α) = σ∗(w)(α).
Define

C =
⋂
s∈S

{α ∈ V∗ | α(es) > 0}.

When S is finite, C is an open polyhedral cone in V∗ (see [Bou02, Section V.4.4]).

Theorem 1.12 ([Bou02], Theorem V.4.1). If w ∈W and C ∩ w(C) 6= ∅, then w = 1.

Here are some consequences of this theorem. The two following corollaries can be
found in [Bou02, Chapter V.4.4] as well as in [Hum90, Sections 5.4 and 6.2].

Corollary 1.13. The Coxeter group W acts simply-transitively on the collection {w(C) |
w ∈W}.

Proof . The action is clearly transitive. Let w1, w2 ∈W such that w1(C) = w2(C). Since

w1(C) ∩ w2(C) = w1(C) 6= ∅,

we have W ∩ w−1
1 w2(C) 6= ∅. By Theorem 1.12, w−1

1 w2 = 1, and thus w1 = w2.

Corollary 1.14. The representations σ and σ∗ are injective.

Proof . Let w ∈ W such that σ∗(w) = 1, then w(C) = C, hence w = 1 by Theorem 1.12.
So σ∗ is injective. The injectivity of σ follows from that of σ∗. Indeed, if σ(w) = 1, then
σ∗(w−1) = tσ(w) = 1, thus w−1 = 1 and w = 1.

Corollary 1.15. If S is finite, the image σ(W) is a discrete subgroup of GL(V) (endowed
with the compact-open topology). Similarly, σ∗(W) is a discrete subgroup of GL(V∗).

Proof . Let α ∈ C. The set U = {g ∈ GL(V∗) | g(α) ∈ C} is a neighbourhood of the
identity in GL(V∗). It suffices to show that σ∗(W) ∩ U = {1}. Let g ∈ σ∗(W) ∩ U,
then there exists w ∈ W such that g = σ∗(w), and g(α) = σ∗(w)(α) ∈ C. Therefore
g(α) ∈ C ∩w(C) and by Theorem 1.12, this means that w = 1, i.e. g = 1. Thus σ∗(W) is a
discrete subgroup of GL(V∗). Then, by transposing, it follows that σ(W) is also discrete
in GL(V).

Remark 1.16. Corollary 1.15 shows that σ(W) < GL(V) is discrete for the compact-open
topology (or COT-discrete with the notation of Section II.3.1). One can define the same
notions of discreteness for a subgroup of isometries of a Euclidean space. Under the
assumption that S finite, the vector space V is finite-dimensional. Therefore, all the
definitions of discreteness in II.3.11 are actually equivalent.

In the following, we will be interested in constructing "discrete" groups generated by
reflections that act irreducibly on H∞ via the geometric representation. In order to do so,
the group should not be finitely generated, otherwise this geometric representation will
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not be irreducible since it preserves a vector space of dimension corresponding to the
cardinality of the generating set. Therefore, the Corollary 1.15 cannot be used to deduce
discreteness in the infinite-dimensional cases.

Irreducibility of the representation

Let (W, S) be a Coxeter system with the action on V = R(S) via the geometric represen-
tation σ : W → GL(V) as previously. Denote by BM the Tits form.

Proposition 1.17 ([Bou02], Section V.4.7). Suppose that (W, S) is irreducible.
1. If BM is non-degenerate (as a bilinear form), then the action W y V via σ is

irreducible.
2. If BM is degenerate, then the action of W on V⊥, the orthogonal of V with respect

to BM, is trivial. Moreover, any proper subspace of V that is invariant under W is
contained in V⊥.

1.3 Spherical and affine Coxeter groups

It is easy to see, thanks to Corollaries 1.14 and 1.15, that if S is finite and BM is positive-
definite, then W must be a finite group. Indeed, under these assumptions W is isomor-
phic to σ(W) and σ(W) is a discrete subgroup of O(V, BM) which is a compact subset of
GL(V).

The fact that every finite Coxeter group is isomorphic to a group generated by reflec-
tions in some vector space V was proved by Coxeter in [Cox35]. These groups act on
the unit sphere of V. Thus the finite Coxeter groups are called spherical. The irreducible
ones are very well understood and were classified in [Cox35]. The complete list of the
corresponding diagrams is given in Figure 1.

Remark 1.18. These Coxeter groups are of course finitely generated (since they are finite)
but note that there are three families (denoted by An, Bn and Dn) of irreducible spherical
Coxeter groups that may have an arbitrarily large number of generators.

In fact, there are also infinitely generated irreducible spherical Coxeter groups, they
are obtained by extending the definition of Coxeter groups of type An, Bn and Dn to an
infinite number of generators. It suffices to add relations of the type (sisi+1)

3 = 1. Their
Coxeter diagrams are called A∞, B∞ and D∞. One may obtain them by prolonging the
diagrams of type A, B or D with the pattern:

· · · · · ·

Note that one can extend the diagram of type An, by adding infinitely many vertices
either on both sides or on one side of .
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Figure 1 – Irreducible spherical Coxeter groups

Among the infinite Coxeter groups, another well-known family is that of affine Cox-
eter groups that can be defined as those whose Cartan matrix is positive but degener-
ate. These groups can be made to act on a Euclidean space by affine reflections, via the
geometric representation σ (see for example [Hum90, Section 6.5]). Finitely generated
irreducible affine Coxeter group are also classified. Their Coxeter diagrams are given in
Figure 2. They can be obtained by adding one vertex (drawn in white) to a spherical
diagram.

As for the spherical Coxeter groups, there are four families of irreducible affine Cox-
eter groups that can be defined with an arbitrarily large number of generators. We may
wonder whether there exist infinitely generated irreducible affine Coxeter groups.

One can expect that it is impossible to extend these affine Coxeter diagrams to get an
graph with infinitely many vertices.
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Figure 2 – Irreducible affine Coxeter groups

• The Coxeter diagram of type Ãn is a cycle . Intuitively, extending
it would result in an "infinite line" that does not seem to be closable since it has no
starting or ending point.

• For the types B̃n, C̃n and D̃n, one can observe that both ends of the corresponding

diagrams are either 4 or . Adding one generator to the Coxeter group

results in adding a vertex in the middle of the Coxeter diagram which locally looks
like . Therefore, the same problem appears when trying to extend
to infinity.
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Remark 1.19. Observe that none of the affine diagrams in Figure 2 arises as a subdiagram
of another irreducible affine diagram. In fact, a direct consequence of [Vin71, Proposition
11] is that an irreducible affine Coxeter group can never be embedded into a larger
irreducible affine Coxeter group.

In the introduction of the unpublished note [dC12], de Cornulier mentioned in par-
ticular that affine Coxeter groups are finitely generated. In other words, there is no
infinitely generated affine Coxeter group. We provide a proof of this statement in what
follows.

Let A = (as,t)s,t∈S be an S× S Cartan matrix and (W, S) be the corresponding Coxeter
system. On the vector space V = R(S) with canonical basis (es)s∈S, the Tits form BM is
a symmetric bilinear form. When S is finite, let (p, q, r) be the signature of BM with
p + q + r = |S|.

Proposition 1.20 ([Bou02], Theorem V.4.8.2). The Coxeter system is spherical if and only
if q = r = 0, i.e. BM is a scalar product (BM is positive-definite).

Proposition 1.21 ([Bou02], Lemma V.4.9.2). If the Coxeter system is irreducible and q = 0,
then either the Coxeter system is spherical and (p, q, r) = (p, 0, 0) or it is affine and
(p, q, r) = (p, 0, 1).

Let us then give the following definition of an infinitely generated affine Coxeter
group.

Definition 1.22. If S is infinite, the Coxeter system (W, S) is an irreducible affine Coxeter
system if the Coxeter matrix M (and the Cartan matrix A) is indecomposable and if the
Tits form BM is positive and has signature (∞, 0, 1), i.e. its kernel has dimension 1.

We prove that this definition is empty, as suggested in [dC12].

Proposition 1.23. There is no infinitely generated irreducible affine Coxeter group.

Proof . Let W = 〈σi | i > 1〉 < GL(V) be an infinitely generated irreducible affine Coxeter
group where V = R(N) (we identify the group W with its image by the geometric repre-
sentation). Let Wn = 〈σi | i ∈ {1, . . . , n}〉 be the group generated by the n first generators
of W. All the Wn are Coxeter groups (this was proved independently with three different
approaches in [Tit88, Deo89, Dye90]). Denote by Mn the Coxeter matrix of Wn and by
BMn the associated Tits form.

Since BM has signature (∞, 0, 1), there exists x ∈ R(N)
+ \ {0} such that BM(x, x) = 0.

For all n > 0, denote by xn the vector in Rn consisting of the n first coordinates of
x. Let n0 ∈ N be the rank such that all the coordinates of x vanish after the n0-th.
We have BMn0

(xn0) = 0 where xn0 6= 0. Thus, Wn0 is an affine Coxeter group. Let
Wn0 = H1× · · · × Hp be its decomposition into irreducible Coxeter groups where at least
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one of the factors is affine. Up to restricting to this factor, we may assume that Wn0 is
irreducible.

The Cartan matrix of Wn0 has signature (n0 − 1, 0, 1). By irreducibility of W, there
exists σ ∈ W \Wn0 of order 2 which does not commute with at least one of the σi,
1 6 i 6 n0. Consider the Coxeter group G generated by {σ1, . . . , σn0 , σ}. The signature of
the associated Cartan matrix must then be one of the three following, obtained by adding
1 to one of the components:

1. (n0, 0, 1);
2. (n0 − 1, 1, 1);
3. (n0 − 1, 0, 2).

In the first case, G would be an irreducible affine Coxeter group containing Wn0 which
is also irreducible and affine. This is impossible in view of Remark 1.19 and Figure 2.
Both second and third cases are also impossible since either the index of negativity or
the index of isotropy for the Cartan matrix of G would be greater than that of A, this
would be in contradiction with Sylvester’s law of inertia.

1.4 Coxeter groups acting on hyperbolic spaces

Amongst the Coxeter groups that are neither spherical nor affine, we are interested in
those acting irreducibly on a hyperbolic space Hn (by hyperbolic reflections).

Let V = Rn+1, W ⊂ GL(V) be a Coxeter group with n + 1 generators (we identify
W with its image σ(W) via the geometric representation) and A be the Cartan matrix of
W. As in Remark 1.11, let (bi)16i6n+1 be the canonical basis of V and let αi ∈ V∗ denote
the linear form corresponding to the i-th row of A, for 1 6 i 6 n + 1. The geometric
representation gives the linear reflections σi = id−αi ⊗ bi.

Vinberg proved the following characterisation in terms of the Cartan matrix.

Theorem 1.24 ([Vin71], Proposition 24). The following properties are equivalent:
1. W is a group generated by reflections of the hyperbolic space Hn, i.e. the linear

reflections σi preserve Hn, and no proper subspace of Hn nor any point on the
boundary ∂Hn is W-invariant.

2. W operates irreducibly on V, and the Tits form BM is a W-invariant non-degenerate
bilinear form with index of negativity 1 such that for every i, BM(bi, bi) > 0.
Equivalently, the Cartan matrix A is indecomposable, non-degenerate, of rank n+ 1
and index of negativity 1.

Coxeter groups acting on hyperbolic spaces are sometimes called hyperbolic. However,
we will not use this terminology to avoid any confusion with groups that are Gromov-
hyperbolic.
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Moussong proved a characterisation for a Coxeter group to be (Gromov-)hyperbolic,
see [Mou88, Theorem 17.1] or [Dav08, Corollary 12.6.3]: a Coxeter group is hyperbolic if
and only if it does not contain Z×Z as a subgroup. He also gave an equivalent condition
depending on all the subgraphs of the Coxeter diagram.

It is not true that every hyperbolic Coxeter group acts on a hyperbolic space via the
geometric representation, Moussong gave the following example.

Example 1.25 ([Dav08], Example 12.6.8). Consider the Coxeter group W associated to the
diagram

4 4

whose associated Cartan matrix is

A =



2 −
√

2 −1 0 0 0
−
√

2 2 −1 0 0 0
−1 −1 2 −1 0 0
0 0 −1 2 −1 −1
0 0 0 −1 2 −

√
2

0 0 0 −1 −
√

2 2


.

The Cartan matrix A is indecomposable and has signature (4, 2, 0) (one can compute its
eigenvalues for example), so it does not satisfy Theorem 1.24. However, one can eas-
ily check that W satisfies the criterion for (Gromov-)hyperbolicity given by Moussong’s
theorem.

1.5 Discrete groups of reflections

We have seen that any Coxeter group admits a representation as a group generated by
linear reflections. Theorem 1.24 gives a necessary and sufficient condition for the group
to preserve a hyperbolic space. Vinberg’s theory actually also provides conditions for a
reflection group to act discretely on a hyperbolic space Hn.

Let K be a (closed) n-dimensional convex polyhedral cone in V = Rn defined as the
intersection of a finite number of half-spaces bounded by hyperplanes Hi, 1 6 i 6 m.

Definition 1.26. • A face of K is the intersection Fi := Hi ∩ K for some 1 6 i 6 m,
such that dim(Fi) = n− 1.

• Two faces Fi and Fj of K are adjacent if their intersection Fi ∩ Fj has dimension n− 2
(in particular, a face is not adjacent to itself).

Let αi be a linear form on V such that Hi = ker(αi). One can choose the αi in such a
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way that

K =
m⋂

i=1

{αi > 0}.

Let bi ∈ V be vectors such that αi(bi) = 2. Consider the group W ⊂ GL(V) generated
by the linear reflections σi = id−αi ⊗ bi in the hyperplanes Hi. For any subset I ⊂
{1, . . . , m}, we denote by WI the subgroup of W generated by the σi, i ∈ I, and we let KI

be the polyhedral cone defined by the inequalities {αi > 0} for i ∈ I, KI =
⋂

i∈I{αi > 0}.
The cone K will be called a fundamental chamber for the group W if for all w ∈W \ {1},

w(K̊) ∩ K̊ = ∅ (this implies that the group W < GL(V) is discrete as in Corollary 1.15).
Vinberg proved that the discreteness of W only depends on local conditions on pairs

of adjacent faces of K. These conditions can be easily checked by looking at the Cartan
matrix of the group.

Theorem 1.27 ([Vin71], Theorem 1). Let A = (ai,j)16i,j6m be the matrix whose entries are
ai,j = αi(bj) for 1 6 i, j 6 m. Let W be the group generated by the reflections σ1, . . . , σm.
The polyhedral cone K is a fundamental chamber for W if and only if for every pair of
adjacent faces Fi, Fj, the two following conditions are satisfied,

(C1) ai,j 6 0 and (ai,j = 0⇔ aj,i = 0);

(C2) ai,jaj,i > 4 or ai,jaj,i = 4 cos2
(

π

mi,j

)
, with mi,j ∈ N and mi,j > 2.

2 Groups generated by reflections acting on Isom(H∞)

Definition 2.1. Let M be a matrix (of any size, potentially infinite). A submatrix of M is a
matrix obtained by removing some collections of rows and columns from M. We define
a principal submatrix as a finite-dimensional square submatrix obtained by keeping only
the first n rows and n columns of M for some n ∈ N.

If M = (mi,j)16i,j6n0 and n 6 n0, we will denote by Mn = (mi,j)16i,j6n the n-th
principal submatrix of M.

Lemma 2.2. Let A = (ai,j)i,j∈N be an infinite symmetric matrix such that for all i ∈ N,
ai,i = 2. Suppose that there is an integer n0 ∈ N such that for all n > n0, the principal
submatrix An is non-degenerate and has signature (n− 1, 1). Then A has signature (∞, 1)
as the matrix of a bilinear (or quadratic) form of R(N).

Proof . Let V = R(N) = Span({ei}i∈N), where {ei}i∈N is the canonical basis of V. For
all i ∈ N, let bi = ei ∈ V and let αi ∈ V∗ be the linear form such that for all j ∈ N,
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αi(bj) = ai,j. For all i ∈ N, let σi be the reflections associated to bi and αi defined by the
formula

σi = id−αi ⊗ bi.

The vector space V can be endowed with the bilinear form (·, ·) defined by

∀v ∈ V αi(v) = (bi, v).

The reflections σi are orthogonal with respect to (·, ·). Notice that when restricted to a
finite-dimensional subspace Vn = Span(e1, . . . , en), for n > n0, (·, ·) coincides with the
bilinear form (·, ·)n defined be the principal submatrix An = (ai,j)i,j∈{1,...,n} of A. By
hypothesis, (·, ·)n is non-degenerate and has signature (n− 1, 1).

We first show that the bilinear form (·, ·) is non-degenerate. Suppose that v ∈ V⊥,
i.e. v is such that for all w ∈ V, (v, w) = 0. There exists n ∈ N, with n > n0, such that
v ∈ Span(e1, . . . , en) = Vn, v = ∑n

i=1 viei. So in particular, we have

∀w ∈ Vn (v, w) = (v, w)n = 0.

Since (·, ·)n is non-degenerate, the vector v ∈ Vn ⊂ V must be 0, thus (·, ·) is non-
degenerate.

We now show that (·, ·) has index of negativity 1. The principal submatrix An0 has
signature (n0 − 1, 1), so there exists a vector x0 ∈ Vn0 such that (x0, x0) = (x0, x0)n0 < 0.
This vector x0 is time-like and the linear span R·x0 is negative-definite (the quadratic
form of (·, ·) restricted to R·x0 is negative-definite). Suppose now that there exists y ∈ V,
y /∈ R·x0 such that Span(x0, y) is negative-definite. There is an integer n ∈ N, n > n0,
such that y ∈ Vn. The line R·x0 ⊂ Vn is also negative-definite for (·, ·)n and since (·, ·)n

has index of negativity 1 and dim(Span(x0, y)) = 2, the subspace Span(x0, y) cannot be
negative-definite with respect to (·, ·)n. Thus, there is a vector z ∈ Span(x0, y) ⊂ Vn such
that (z, z)n = (z, z) > 0 and Span(x0, y) is not negative-definite for (·, ·). Hence R·x0 is a
maximal negative-definite subspace of V, and (·, ·) has signature (∞, 1).

Proposition 2.3. Let A = (ai,j)i,j∈N be an infinite symmetric matrix such that for all i ∈ N,
ai,i = 2. Suppose that there is an integer n0 ∈ N such that for all n > n0, the principal
submatrix An satisfies Theorem 1.24. Then the group generated by reflections associated
to A acts isometrically on the infinite-dimensional hyperbolic space H∞.

Proof . As previously, let V = Span({ei}i∈N), where {ei}i∈N is the canonical basis of V.
For all i ∈ N, let bi = ei ∈ V, αi ∈ V∗ such that for all j ∈ N, αi(bj) = ai,j and let σi be the
reflections

σi = id−αi ⊗ bi.

Denote by W ⊂ GL(V) the group generated by all those reflections σi.
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By Lemma 2.2, the bilinear form associated to A, (·, ·), is non-degenerate, thus the
vector space V can be decomposed as the orthogonal direct sum

V = R·x0 ⊕ {x0}⊥

where R·x0 is negative-definite and {x0}⊥ is positive-definite. Let 〈·, ·〉± be the scalar
product associated to this decomposition as in Definition II.1.3. Considering the com-
pletion of V for 〈·, ·〉±, we get the Hilbert H = V. Denote by H∞ the (separable)
infinite-dimensional hyperbolic space associated to H. Notice that if V is the direct
sum V = E⊕ F where E and F are orthogonal for 〈·, ·〉, then H = E⊕ F.

The group W then acts on H∞. To prove this, it suffices to show that each reflection
generating W extends to a continuous reflection on H. Let i ∈ N, we have σi(bi) =

−bi, so bi is an eigenvector of σi corresponding to the eigenvalue −1. Since σi is an
orthogonal reflection in V for the bilinear form (·, ·), it acts as id on Hi = ker αi and we
can decompose V as the direct sum

V = R·bi ⊕ Hi.

The vector bi satisfies (bi, bi) = (ei, ei) = 2 > 0, so R·bi is a positive-definite subspace of
V. Then the restriction of (·, ·) to Hi is non-degenerate and has signature (∞, 1). Thus,
there exists xi ∈ Hi such that R·xi is negative-definite and Hi = R·xi ⊕ {xi, bi}⊥. This
provides another ±-decomposition of V:

V = R·bi ⊕ R·xi ⊕ {xi, bi}⊥.

Let 〈·, ·〉i be the associated scalar product. The reflection σi acts as id on Hi and as
− id on R·bi, so σi is uniformly continuous on (V, 〈·, ·〉i) (it is actually of norm 1). By
Lemma II.1.4, since (H, 〈·, ·〉±) is complete, (H, 〈·, ·〉i) is also complete and the two scalar
products 〈·, ·〉± and 〈·, ·〉i are equivalent. Therefore σi : (V, 〈·, ·〉±) → (H, 〈·, ·〉±) is
uniformly continuous. Besides, V is dense inH, so σi extends into a continuous reflection
on H. This holds for all the σi, i ∈ N, which concludes the proof. It also follows that the
linear forms αi are continuous.

Remark 2.4. Denote by σi and αi the extensions of σi and αi to H. We have ker αi =

ker αi = Hi. Since V = R·bi ⊕ Hi where the two spaces R·bi and Hi are orthogonal, we
get

H = R·bi ⊕ Hi = R·bi ⊕ Hi.

Proposition 2.5. Let A as in Proposition 2.3. The action of the group W generated by
reflections on H∞ is irreducible, i.e. it admits no invariant proper subspace, nor invariant
point at infinity.
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Proof . It suffices to show that there is no W-invariant proper subspace in H. Indeed, any
point at infinity, in ∂H∞, corresponds to an isotropic line in the ambient Hilbert space
(see Definition II.1.22 and Remark III.2.2).

Suppose that W stabilises a closed subspace F ⊂ H. Let I = {i ∈ N | bi ∈ F} and
J = N \ I. For every z ∈ F and j ∈ J, we have σj(z) = z− αj(z)bj ∈ F. Since bj /∈ F, this
implies that αj(z) = 0. In particular, for all i ∈ I, we have αj(bi) = 0. Suppose that both I
and J are non-empty. Let i0 ∈ I, j0 ∈ J and let n > max{i0, j0, n0} (n0 being the dimension
from which the submatrices An have index 1). Then we have {1, . . . , n} = In t Jn where
In = {1, . . . , n} ∩ I 6= ∅ and Jn = {1, . . . , n} ∩ J 6= ∅. So

∀(i, j) ∈ In × Jn αj(bi) = 0.

This is in contradiction with the indecomposability of An. Hence we have either I = ∅
or J = ∅.

If J = ∅, then I = N and F contains all the vectors bi, i ∈ N, and so V ⊂ F. As F is
closed, it contains the closure of V which is H. We therefore get F = H.

Now if I = ∅, F contains none of the bi. Let i ∈ N, F is invariant by σi, so F ⊂ Hi.
Indeed, if F contains a vector x /∈ Hi, it can be written using the decomposition H = R ·
bi⊕Hi as x = λbi + x′ with λ 6= 0. And σi(x) = −λbi + x′ ∈ F. So

1
2λ

(x− σi(x)) = bi ∈ F

which leads to a contradiction. Then F ⊂ Hi for every i ∈ N, and

F ⊂
⋂

i∈N

Hi.

Moreover, for all i ∈ N, bi ∈
(⋂

n∈N Hn
)⊥, hence

(⋂
n∈N Hn

)⊥ is dense in H. So its
orthogonal must be trivial and

⋂
n∈N

Hn ⊂

( ⋂
n∈N

Hn

)⊥⊥ = {0}.

Therefore F = {0}.
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3 Examples

3.1 Coxeter groups which are "eventually spherical"

Consider the Cartan matrix of the following form where m > 7 and cm = cos
(π

m

)
,

A =

2 −2cm 0 0 · · ·
−2cm 2 −1 0 · · ·

0 −1 2
. . .

0 0
. . . . . .

...
... 2




.

Observing that the red part of the matrix has signature (2, 1) and the blue part is the
Cartan matrix associated to an infinite spherical Coxeter group of type A∞, it follows
that each principal submatrix An of A is non-degenerate and has signature (n− 1, 1). By
Lemma 2.2, the signature of A is (∞, 1). Such a matrix satisfies Propositions 2.3 and 2.5
and gives rise to another family of Coxeter groups acting on H∞.

Denote by (ei)i∈N the canonical basis of R(N). Let B be the non-degenerate bilinear
form on R(N) whose matrix is A. Since B has signature (∞, 1), there exists a vector
u = (un)n∈N ∈ R(N) whose coordinate un vanishes for all n > 3 and such that B(u, u) =
−1. We can then decompose the vector space R(N) into R·u⊕ u⊥, where R·u and u⊥ are
orthogonal with respect to B. In this decomposition, any vector x ∈ R(N) can be uniquely
written as x = x− + x+ where x− ∈ R·u and x+ ∈ u⊥. We actually have

x− = B(x, u)u and x+ = x− B(x, u)u.

This is a ±-decomposition of R(N) (see Definition II.1.3), and thus defines the following
scalar product

〈x, y〉± = B(x+, y+)− B(x−, y−),

where x = x− + x+ and y = y− + y+ according to the aforementioned decomposition.
Let ‖x‖2

± = 〈x, x〉± be the associated norm.

Remark 3.1. Since u = u−, we have ‖u‖2
± = 〈u, u〉± = −B(u, u) = 1.

Denote by H the completion of R(N) with respect to the ±-norm. Let αi ∈
(

R(N)
)∗

be the linear form represented by the i-th row of the matrix A. For example, if x =

(x0, x1, . . . ) ∈ R(N) (x has finitely many non-vanishing coefficients), then

α0(x) = 2x0 − 2cmx1.
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The Coxeter group associated to A is the group W < GL(R(N)) generated by the
reflections

σi = id−αi ⊗ ei.

By Propositions 2.3 and 2.5, the σi are uniformly continuous with respect to the ±-
norm and thus can be extended to H, as well as the αi. Moreover, all the σi act on H by
preserving H∞ ⊂ H, so W < Isom(H∞).

Lemma 3.2. The topology induced on H∞ ⊂ H by the norm ‖ · ‖± coincides with the
topology of the hyperbolic distance on H∞.

Proof . This is actually Proposition II.1.13.

Lemma 3.3. If H∞ is the infinite-dimensional hyperbolic space defined by the Cartan

matrix A seen as a quadratic form, then H∞ ∩ R(N)
±
= H∞.

Proof . This follows from the fact that H∞ is the completion of the inductive limit of all
the finite-dimensional hyperbolic spaces, see Remark II.1.27.

Lemma 3.4. The operator norms of all the reflections σi are uniformly bounded for the
norm ‖ · ‖±.

Proof . Let x ∈ H be any vector in the Hilbert space. Recall that only the three first
coordinates of u are non-vanishing. We show that all the reflections σi belong to the
orthogonal group O(H, ‖ · ‖2

±) as soon as i > 4. In the (orthogonal) decomposition
H = R·u⊕ u⊥, write x as x = x− + x+. Let i > 4. We have αi(x−) = 0 and thus

‖σi(x)‖2
± = ‖x− αi(x)ei‖2

±

= ‖x− + x+ − αi(x−)ei − αi(x+)ei‖2
±

= ‖x− + x+ − αi(x+)ei‖2
±

= ‖x−‖2
± + ‖x+ − αi(x+)ei‖2

±.

Moreover,

‖x+ − αi(x+)ei‖2
± = B(x+ − αi(x+)ei, x+ − αi(x+)ei)

= ‖x+‖2
± − 2αi(x+)B(x+, ei)︸ ︷︷ ︸

=αi(x+)

+ αi(x+)2B(ei, ei)︸ ︷︷ ︸
=2

= ‖x+‖2
±.

Therefore ‖σi(x)‖± = ‖x‖± for i > 4 and all the operator norms ‖σi‖± are equal to 1 for
i > 4. We may then conclude that sup{‖σi‖± | i ∈ N} < ∞.
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Remark 3.5. It is not surprising that the reflections σi are orthogonal operators with
respect to ‖ · ‖± for i large enough since the Cartan matrix A contains a Cartan matrix
of type A∞ corresponding to a spherical Coxeter group acting by linear reflections on
a sphere. However, observe that the first four reflections σ0, . . . , σ3 do not belong to
O(H, ‖ · ‖±).

Lemma 3.6. For all x ∈ H∞ ∩R(N), the norm ‖σi(x)− x‖± is equal to 0 for i large enough.

Proof . We have ‖σi(x)− x‖± = ‖ − αi(x)ei‖± = |αi(x)|‖ei‖±. Let u = (un)n∈N ∈ R(N)

be the vector used to define ‖ · ‖±. Since the vector u has only three non-vanishing
coefficients, we have ‖ei‖± = 2 for all i > 4. Moreover, as x ∈ R(N) has finitely many
non-zero coefficients, we have

|αi(x)| = | − xi−1 + 2xi − xi+1| = 0

for i large enough.

Proposition 3.7. The group W < Isom(H∞) is not COTD.

Proof . By Lemma 3.2, it is sufficient to show that for all x ∈ H∞ ⊂ H, ‖σi(x)− x‖± −→ 0
as i → ∞. Let then x ∈ H∞. Lemma 3.3 states we can approximate x by points in H∞

which have only finitely many non-vanishing coordinates, i.e. for all ε > 0, there exists
some point x′ ∈ H∞ ∩ R(N) such that ‖x− x′‖± 6 ε. It follows from Proposition 3.4 that
for every pair of points x, x′ ∈ H and for all i ∈ N, ‖σi(x)− σi(x′)‖± 6 λ‖x− x′‖±, for
some fixed λ ∈ R. therefore we have

‖σi(x)− x‖± 6 ‖σi(x)− σi(x′)‖± + ‖σi(x′)− x′‖± + ‖x′ − x‖±
6 (1 + λ)‖x− x′‖± + ‖σi(x′)− x′‖±
6 (1 + λ)ε + ‖σi(x′)− x′‖±.

Finally, since x′ ∈ H∞ ∩R(N), for i large enough, ‖σi(x′)− x′‖ = 0 by Lemma 3.6. Hence,
for i large enough,

‖σi(x)− x‖± 6 (1 + λ)ε.

Thus, σi converges to id for the pointwise convergence topology on H∞ and the group
W = 〈σi | i ∈ N〉 is not discrete with respect to this topology.

Corollary 3.8. The fundamental domain of Γ has empty interior.

Proof . For all x ∈ H∞, there is a sequence wn ∈ W such that wn(x) → x as n → ∞.
Therefore, the quotient H∞/W cannot contain any open ball.

Remark 3.9. If W is not COTD, then it is not WD as well by Proposition II.3.11. It follows
that W has at least one non-discrete orbit.
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Remark 3.10. The example of this section can be further generalised. Indeed, the Cartan
matrix A is built upon the hyperbolic triangle group

 2 −2cm 0
−2cm 2 −1

0 −1 2

 m

where the bottom-right part
(

2 −1
−1 2

)
consists in the Cartan matrix of a spherical

Coxeter group of type A2. We are then able to extend the matrix A by adding rows
and columns in such a way that the remaining Cartan matrix obtained by removing
the first row and first column is exactly that of the infinite spherical Coxeter group
of type A∞. There are only three families of irreducible spherical Coxeter groups (or
irreducible Coxeter diagrams) that can be extended to an arbitrary number of generators
(or vertices). The same construction may be conducted using groups of type Bn and Dn

instead of An.

Example 3.11 (Spherical Coxeter groups of type Bn). The Cartan matrix of a spherical
Coxeter groups of type Bn is of the type

2 −
√

2 0 0 · · ·
−
√

2 2 −1 0
0 −1 2 −1

0 0 −1 2
. . .

...
. . . . . .

 .

They have signature (n, 0) and one can add one row and one column to make its index

of negativity equal to 1. For example, if cm = cos
(π

m

)
, the 3× 3 matrix

 2 −2cm 0
−2cm 2 −

√
2

0 −
√

2 2


has signature (2, 1) whenever m > 5. Its Coxeter diagram is m 4 . Thus expanding
it with 2’s on the diagonal and −1’s around it, we get a Cartan matrix satisfying again
the hypothesis of Propositions 2.3 and 2.5. Therefore, the associated Coxeter group acts
irreducibly on an infinite-dimensional hyperbolic space H∞ by hyperbolic reflections.

m 4
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Example 3.12 (Spherical Coxeter groups of type Dn). The Cartan matrix of a spherical
Coxeter groups of type Dn is of the type

2 0 −1 0 · · ·
0 2 −1 0
−1 −1 2 −1

0 0 −1 2
. . .

...
. . . . . .

 .

They have signature (n, 0) and we can again add one row and one column to make its

index of negativity equal to 1. For example, for all m > 6, cm = cos
(π

m

)
, the 4× 4 matrix


2 −2cm 0 0
−2cm 2 0 −1

0 0 2 −1
0 −1 −1 2


has signature (3, 1). As before, expanding it with 2’s on the diagonal and −1’s around it,
we get a Cartan matrix satisfying the hypothesis of Propositions 2.3 and 2.5. Therefore,
the associated Coxeter group acts irreducibly on an infinite-dimensional hyperbolic space
H∞ by hyperbolic reflections.

m

Proposition 3.13. All the groups W < Isom(H∞) of the type described in the examples
3.11 and 3.12 are not COTD.

Proof . Observe that for each of the three families of irreducible spherical Coxeter groups
that are defined for an arbitrary number of generators, all the Coxeter diagrams are the
same when we remove the subgraphs

4 or

for the type B or D, respectively. Therefore, for i ∈ N large enough, the linear form αi cor-
responding to the i-row of the Cartan matrices only has three non-vanishing coefficients
(0, . . . , 0,−1, 2,−1, 0, . . . ).
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Then the proof of non-discreteness with respect to the compact-open topology is the
same as for Proposition 3.7.

These examples thus provide counter-example to Corollary 1.15 for Coxeter groups
which are infinitely generated.

Remark 3.14. A natural question arising now is whether these groups are discrete for the
weakest notion of discreteness, namely the discreteness for the topology induced by the
uniform operator topology, UOTD. A first step to answer this is to notice that the family
{σi | i ∈ N} is UOTD by considering the operator norm ‖σi − σj‖± for i 6= j and get a
lower bound on this distance.

However, this does not imply that the group generated by the σi is still UOTD.

3.2 Regular polyhedron

For n ∈ N, n > 4, let An be the n by n matrix

2 −1 −1 . . . −1
−1 2 −1 . . . −1

−1 −1 2
. . .

...
...

...
. . . . . . −1

−1 −1 . . . −1 2

 .

The matrix An is symmetric, indecomposable (all the entries are nonzero), of rank n
with index of negativity 1. Indeed, An is diagonalisable with −n + 3 < 0 as a simple
eigenvalue, and 3 is an eigenvalue of multiplicity n− 1. The associated Coxeter group
Wn acts on the vector space V = Rn by the reflections σi = id−αi ⊗ bi, where the bi = ei
are the vectors of the canonical basis of Rn and the linear forms αi ∈ V∗ are identified
with the rows of the matrix An:

α1 = ( 2 −1 −1 . . . −1 )

α2 = ( −1 2 −1 . . . −1 )
...

αn = ( −1 −1 . . . −1 2 ).

For i 6= j, we have (σiσj)
3 = id. Let Γn = 〈σ1, . . . , σn〉. According to Theorem 1.24, Wn is a

Coxeter group acting on Hn−1 and has no hyperbolic subspace nor point at infinity that
is W-invariant.

When n = 4, the reflections σi in H3, i ∈ {1, . . . , 4}, correspond to reflections through

the faces of an ideal regular tetrahedral whose dihedral angles are all
π

3
.
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Let A = (ai,j)i,j∈N be the infinite matrix such that for all i, j ∈ N, ai,i = 2 and ai,j = −1
if i 6= j. Propositions 2.3 and 2.5 imply the following.

Proposition 3.15. The infinitely generated Coxeter group Γ associated to A acts on a hy-
perbolic space without any Γ-invariant proper hyperbolic subspace nor any Γ-invariant
point at infinity.

Remark 3.16. For all m ∈ N, m > 3, let cm = cos
(π

m

)
. The matrices of the form



2 −2cm −2cm . . . −2cm

−2cm 2 −2cm . . . −2cm

−2cm −2cm 2
. . .

...
...

...
. . . . . . −2cm

−2cm −2cm . . . −2cm 2


also satisfy Theorem 1.24 whenever their size is larger or equal to 4 and Propositions 2.3
and 2.5 can be applied to the infinite matrix A = (ai,j)i,j∈N where ai,i = 2 and ai,j = −2cm

when i 6= j, providing again an irreducible action by reflections on H∞.

As for the discreteness properties of the group Γ, the ideas of the examples from
Section 3.1 do not work anymore since we are not able to do explicit computations with
the reflections σi which involve now infinite sums containing potentially infinitely many
negative and positive terms.
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