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THÈSE

présentée et soutenue publiquement le 2 decembre 2024

pour l’obtention du

Doctorat de l’Université de Lorraine

(mention informatique)

par

Kelvin Han

Composition du jury

Président : Anne Vilnat Professeure émérite,
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“I keep six honest serving-men
(They taught me all I knew);

Their names are What and Why and When
And How and Where and Who.
I send them over land and sea,

I send them east and west;
But after they have worked for me,

I give them all a rest.

I let them rest from nine till five,
For I am busy then,

As well as breakfast, lunch, and tea,
For they are hungry men.

But different folk have different views;
I know a person small—

She keeps ten million serving-men,
Who get no rest at all!

She sends’em abroad on her own affairs,
From the second she opens her eyes—
One million Hows, two million Wheres,

And seven million Whys!”

(Rudyard Kipling,
from The Elephant’s Child,

in Just So Stories, 1902)
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Abstract

Question generation (QG) is the task of automatically producing a question given some
information source containing the answer. It is a subtask within natural language generation
(NLG) but is also closely associated with question answering (QA), which is a counterpoint to
QG. While QG is concerned with generating the linguistic expression for seeking information,
the QA task is concerned with meeting that need by automatically identifying the answer to a
question given some information source. Both tasks have direct applicability in domains such as
information retrieval, dialogue and conversation, and education. Recent research also indicates
that QG and QA, when used jointly in QA-based evaluation, are helpful for factual verification
(especially for NLG outputs such as summarisation and data-to-text generations). When used
together to produce a discourse representation, they can also help reduce the propensity of large
language models (LLMs) to produce text with hallucinations and factual inaccuracies.

While QA has long been studied, and approaches have been proposed as early as the 1960s,
QG only started to gain more research attention in recent years. Most research on the tasks
is focused on addressing only one of them and doing so for a single modality. In QG, previous
approaches typically rely on architectures that require heavy processing and do not generally
consider the generation of questions across the entirety of the input information source nor the
diversity of the ways a question can be phrased. In QA, although work has been done for
answering questions given some unstructured input (e.g. a piece of text), and work has also
been done for doing so given some structured input (e.g. knowledge graph (KG) or tables), these
methods are typically not transferable for use on another input modality.

In this thesis, we are focused on QG foremost, with the aim of identifying ways to generate
questions across both structured and unstructured information, namely text and KG inputs,
in a manner that is controllable for increasing the diversity, comprehensiveness, and coverage
of these questions. We also study QG and QA in concert with a model that can controllably
generate both simple and complex questions from one modality and also answer them on another
modality, an ability that has relevance for improving QA-based evaluation. Finally, we examine
doing so for lower-resourced languages other than English, with the view that being able to do
so helps enable similar QA-based evaluation for these languages.

Keywords: question generation, question answering, natural language generation, knowledge
graphs, multilingual
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Résumé

La génération de questions (QG) est une tâche qui consiste à produire automatiquement une
question à partir d’une source d’information en entrée contenant la réponse. Il s’agit d’une
sous-tâche de la génération automatique de textes (NLG), elle est également liée à la tâche de
questions-réponses (QA), qui est l’opposé de la QG. L’objectif de la QG est de générer une
expression linguistique pour rechercher l’information, l’objectif du QA est d’identifier automa-
tiquement la réponse à une question à partir d’une source d’information en entrée. Les deux
tâches ont des applications dans des domaines tels que la recherche d’information, les dialogues
et les conversations, et aussi dans l’éducation. Lorsque les tâches de QG et de QA sont tout deux
utilisées pour évaluation de textes basées sur la QA, elles sont aussi utilisées pour la vérification
des faits (notamment les sorties de la NLG qui peuvent être sur le résumé ou la génération de
texte à partir des données). La plupart des recherches sur ces deux tâches se concentrent soit
sur l’une soit sur l’autre, et généralement dans une seule et unique modalité. Dans le domaine
de la QG, les approches antérieures reposaient sur des architectures nécessitant un prétraitement
intensif. Les questions ainsi générées ne couvraient ni l’entièreté des informations en entrée,
ni la diversité des nuances possibles. Dans le domaine des QA, bien que des approches aient
été proposées pour répondre aux question à partir d’informations non structurées (par exemple,
un document textuel brute), mais aussi structurées (par exemple, des graphes de connaissances
(KG) ou des tableaux), ces méthodes ne sont pas transférables pour une autre modalité. Dans
cette thèse, nous nous concentrons d’abord sur la QG, afin d’identifier les moyens de générer
des questions à partir d’informations structurées et également non structurées, et de le faire de
manière contrôlée pour augmenter la diversité et la couverture des questions générées. Ensuite,
nous étudierons également la conduite de la QG et des QA par un modèle capable de générer
des questions simples et complexes de manière contrôlée à partir d’une modalité, puis répondre
sur une autre modalité. Enfin, nous examinerons la possibilité de faire la même tâche pour les
langues avec peu de ressources autres que l’anglais, ce qui pourrait faciliter l’évaluation basée
sur les QA pour ces langues.

Mots-clés: génération des questions, réponses aux questions, génération automatique de textes,
graphes de connaissances, multilingues

Traduction des termes

génération automatique de textes natural language generation (NLG)
génération de questions question generation (QG)
génération de questions a partir de graphes de connaissances knowledge graph question generation (KQGG)
grands modèles de langues large language models (LLMs)
graphes de connaissances knowledge graphs (KG)
questions-réponses a partir de graphes de connaissances knowledge graph question-answering (KQGA)
questions-réponses/réponses aux questions question-answering (QA)
traitement automatique des langues natural language processing (NLP)
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Génération et réponse à des questions à
partir des textes et des graphes de

connaissances

La génération de questions (QG) est une tâche qui s’inscrit dans le domaine de la génération
automatique de textes (NLG), qui concerne la génération automatique de textes ayant les car-
actéristiques d’un texte écrit par un humain. La tâche de QG est l’opposé de celle de questions-
réponses (QA), qui est une tâche bien établie dans le domaine du traitement automatique des
langues (NLP). La tâche de QA consiste à trouver la réponse correcte à une question à partir
d’une source d’information, alors que la QG consiste à produire la question à partir d’une source
d’information (généralement accompagnée de la réponse recherchée pour la question). La source
d’information fournie dans le cadre de la QG ou des QA peut se présenter dans une forme non
structurée, telle qu’un texte ou une image, ou dans une forme structurée, telle qu’un sous-graphe
d’un graphe de connaissances (KG), un tableau, ou même une combinaison d’entrées de dif-
férentes formes. Les QA sont utilisés, par exemple, dans la recherche d’informations (Kolomiyets
and Moens, 2011), dans le dialogue et la conversation (Reddy et al., 2019), ainsi que dans
l’éducation (Agarwal et al., 2019). La QG est également utile dans les mêmes domaines que les
QA, mais elle peut aussi être utilisée pour générer de nouvelles paires de QA afin d’augmenter les
données pour l’entraînement des modèles de QA. Lorsque la QG et les QA sont utilisées ensem-
ble, elles sont également utiles pour vérifier le contenu sémantique (Wang et al., 2020; Scialom
et al., 2021; Rebuffel et al., 2021), ainsi que pour représenter la structure discursive (Wu et al.,
2023) d’un texte. Dans la NLG, les séquences ordonnées de paires de QA en tant que forme de
plan de discours se sont aussi révélées (Narayan et al., 2023; Huot et al., 2023) utiles pour réduire
l’occurrence des hallucinations et d’incohérences factuelles lorsqu’elles sont fournies comme en-
trées aux grands modèles de langues (LLMs) afin de conditionner leurs générations. Alors que la
tâche de QA a fait l’objet d’une attention considérable de la part des chercheurs, avec diverses
méthodes et ressources proposées depuis les années 1960, la QG, quant à elle, a fait l’objet de
beaucoup moins d’attention. Dans cette thèse, nous nous concentrerons principalement sur la
QG, en particulier sur la génération de questions factuelles vers le texte et les KG.

Il existe différents types de questions, en ce sens qu’elles (i) répondent à une variété de
besoins en matière de recherche d’informations et (ii) prennent des formes différentes. Les formes
prises par les questions ont une correspondance générale avec leur objectif, par exemple les
mots interrogatifs (qui, quoi, lequel, quand, où, pourquoi et comment en français) reflètent le
type sémantique de l’information recherchée (i.e. la réponse). En raison de la caractéristique
des questions et des relations qu’elles entretiennent avec leurs contextes et leurs réponses, la
génération d’une question bien formulée nécessite de s’assurer de la qualité de leur forme (fluidité)
autant qu’à celle de leur contenu (pertinence par rapport à la réponse ; cohérence par rapport
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au contexte). Parmi les types de questions factuelles sur lesquelles nous nous concentrerons dans
cette thèse, nous pouvons trouver : la vérification de connaissances (par des questions fermées),
la demande d’informations spécifiques (“Quelle est la longueur de la vallée du Val de Loire ?”)
ou l’obtention de plus d’informations sur une entité ou un concept (comme “Quel est le lieu de
naissance du designer Louis Majorelle? ”).

1 Questions de recherche et contributions

Un fil conducteur de cette thèse est l’effort fourni pour contrôler l’augmentation de la diversité
et la couverture des questions qui peuvent être générées automatiquement à partir d’une entrée
donnée. Dans le but que ces avancés facilitent les avancées dans les applications en aval, telles que
l’augmentation des données et les méthodes basées sur la QG/QA pour l’évaluation du contenu
sémantique d’un texte. Un autre fil conducteur à cette thèse est l’objectif d’exploiter la QG
et les QA conjointement et de façon intermodale, et pour que les langues autres que l’anglais,
puissent permettre la vérification du contenu sémantique d’un texte généré automatiquement.
L’objectif de cette thèse est d’étudier et de proposer des méthodes et des modèles pour répondre
aux questions de recherche suivantes :

1. 1. Quels avantages les modèles de langues pré-entraînés peuvent-ils apporter à la
tâche de génération de questions à partir d’un triplet de KG ? Comment pourrait-
on en bénéficier pour les QG qui sont des questions typiques avec un focus sur sa
contrôlabilité ?

Pour cette question de recherche, nous nous sommes intéressés à l’amélioration de la généra-
tion de questions simples (Section 2.1) à partir d’une entrée de KG. Il s’agit ici de générer une
question à partir d’un seul fait de KG de la forme x sujet , relation , objet y. Bien que cette
tâche ait été explorée et que des méthodes aient été proposées à cet effet, nous avons souhaité la
réexaminer pour deux raisons principales. Tout d’abord, la capacité à lexicaliser correctement
les entités et les relations d’un KG qui n’ont pas été vues au moment de l’apprentissage. Le
succès initial des modèles génératifs pré-entraînés tels que BART (Lewis et al., 2020a) et T5
(Raffel et al., 2020) - avec leur connaissance paramétrique de la structure des langues ainsi que
des entités et des concepts glanés dans le texte sur lequel ils ont été entraînés - pour des tâches
telles que la traduction automatique et le résumé - suggère qu’ils pourraient être adaptés pour
relever ce défi. Deuxièmement, étant donné que l’ensemble des données pour l’entraînement de
modèles KGQG simples ne contient qu’une seule question pour un triplet KG donné, et que ces
questions ne recherchent que l’objet du fait KG, les travaux antérieurs se sont concentrés sur la
génération de questions d’un tel type et d’une telle forme. Toutefois, les questions de recherche
d’informations peuvent être formulées de plusieurs manières et différentes parties du triplet fait
KG (le sujet ou l’objet) peuvent également faire l’objet d’une interrogation.

2. Comment pouvons-nous améliorer la compréhension et la couverture des sys-
tèmes de QG, et cela peut-il se faire également pour les questions complexes, ainsi
qu’à travers les modalités de la QG et des QA ?

Nous nous sommes intéressés ici à la manière dont l’amélioration de ces aspects (complexité,
compréhension et couverture, et des intermodalités entre la QG et les QA) pourrait contribuer à
renforcer les évaluations basées sur la QG/QA du contenu sémantique des sorties de la généra-
tion de données en texte (Rebuffel et al., 2021). Le fait de pouvoir générer et répondre à des
questions complexes (en plus des questions simples) sur un texte peut renforcer la confiance de
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ces évaluations basées sur les QA. En effet, bien que générer et répondre à un ensemble complet
de questions simples nous permettent de vérifier les faits atomiques d’un texte, un texte fluide
est plus qu’un ensemble de faits atomiques, et les questions simples seules peuvent ne pas fournir
un signe complet sur la qualité sémantique du texte. Par exemple, supposons que nous ayons le
texte suivant :
La personne X est décédé d’un mésothéliome, il était réalisateur du film documentaire « Invisible
Threat ». C’est en relation avec l’exposition à l’amiante. »

qui est généré pour les éléments suivants des faits KG :

{ x Personne X , cause du décès , mésothéliome y, x Personne X , réalisateur , « In-
visible Threat » y, x « Invisible Threat » , genre , documentaire y, x mésothéliome
, cause , exposition à l’amiante y }.

Un ensemble de questions simples pour le texte pourrait être :

{ « De quoi la personne X est-elle décédée ?», « Qui est le réalisateur de « Invisible Threat » ?
», « Quel est le genre de « Invisible Threat » ? », « Qu’est-ce qui cause le mésothéliome ? » }

L’ambiguïté du texte, qui est généralement jugée indésirable, pourrait amener un modèle de
QG à remplacer la dernière question par « Quel est le principal sujet du film « Invisible Threat
» ? », ou un modèle de QA pourrait déterminer qu’il n’est pas possible de répondre à la dernière
question. En revanche, la possibilité de générer des questions complexes telles que « Quelle est
la cause du décès de la personne X, qui est liée à l’exposition à l’amiante ? » et d’y répondre, à
la fois sur le texte et sur l’ensemble des faits KG, fournit un signe sur la qualité du texte avec
un niveau de confiance plus élevé qu’avec le seul ensemble de questions simples.

3. Comment la QG et les QA multimodales peuvent-elles être étendues à d’autres
langues moins bien dotées en ressources, et la QG et l’QA multilingues entre modal-
ités peuvent-elles être réalisées ?

Pour cette question de recherche, nous voulions identifier des moyens d’étendre la QG et les
QA multimodales à des langues autres que l’anglais, où les données et les ressources disponibles
pour la formation des modèles de QG et des QA dans ces langues sont beaucoup plus limitées
qu’en anglais. Bien que des recherches aient été menées sur les QA multilingues et que des études
initiales aient été réalisées sur la QG multilingue, ces travaux se sont concentrés uniquement sur
la QG ou sur les QA; à notre connaissance, aucun travail n’a été porté sur une combinaison de
tous ces éléments. Cela est dû en partie à la disponibilité limitée des données pour l’apprentissage
et l’évaluation des QA et de la QG dans ces langues, et cela est encore davantage compliqué par le
fait que pour les KG publics - tels que Wikidata que nous utilisons dans notre travail, la majorité
des étiquettes pour les entités sont en anglais. Cela nécessite que les QG et QA intermodales
soient également multilingues, par exemple les questions générées à partir d’un texte russe sont
en russe, mais elles sont répondues par rapport à un graphique KG avec des étiquettes anglaises
et les réponses sont comparées entre les deux langues.

2 Vue d’ensemble de la thèse

Cette thèse est organisée de la manière suivante. Tout d’abord, le chapitre 2 fournit une vue
d’ensemble des notions clés, des tâches, des données et des modèles que nous utiliserons.

Ensuite, dans le chapitre 3, nous détaillerons le travail effectué pour répondre à la première
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question de recherche sur l’exploitation du paradigme du pré-entraînement et de l’affinage des
modèles de langues pour générer des questions simples à partir de triplets de KG en utilisant
Wikidata comme la source de KG. Pour ce faire, nous avons collecté un ensemble de questions
sur des faits de KG uniques et plus diversifiés (couvrant les sujets ou les objets des faits de KG et
avec différents types de questions), que nous avons ensuite consolidé avec d’autres ensembles de
données existants. Nous montrons que l’affinage d’un modèle pré-entraîné tel que BART, avec
des questions de type contrôle et notre ensemble de données KGQG simple et élargi, permet de
générer des questions variées en anglais et que l’utilisation de notre modèle pour l’augmentation
des données pour l’entraînement d’un modèle de QA aide à inverser la chute des performances
des modèle lorsque la distribution des types de questions de l’ensemble de test change.

Dans le chapitre 4, nous allons au-delà du simple KGQG en abordant un d’autres aspects (la
QG et des QA sur/à partir des modalités texte et KG et des questions complexes) et répondre
à notre deuxième question de recherche. Notre travail a consisté à créer un ensemble de données
synthétiques pour entraîner un modèle capable de générer et de répondre à des questions simples
et complexes dans un texte et avec un KG en anglais. Nous montrons que (i) le modèle génère
une couverture plus large de questions sur le même élément d’information dans chaque modalité,
(ii) il a une meilleure cohérence de QA par rapport à une base utilisée dans une métrique sans
référence qui s’est déjà avérée utile pour évaluer la génération de texte à partir de données, et
(iii) le remplacement des modèles de base par notre modèle obtenir de meilleures corrélations de
la métrique avec les jugements humains sur les résultats de la génération de texte à partir de
données.

Dans le chapitre 5, nous développerons le travail des deux chapitres précédents pour adresser
notre troisième question de recherche sur l’extension de la QG et des QA multimodales dans des
contextes multilingues. Nous avons utilisé la traduction automatique pour obtenir des données
synthétiques pour le russe et le portugais brésilien, qui sont moins bien dotés (en termes de
données, d’outils et de modèles de NLP) que l’anglais. Nous avons ensuite exploité cet ensemble
de données multilingues pour affiner un LM multilingue pré-entraîné et obtenir des modèles qui
effectuent la QG et les QA de manière intermodale dans ces langues. Cela nous a permis de
générer des questions en russe ou en portugais brésilien dans ces langues pour une modalité,
puis d’y répondre de manière interlingue dans l’autre modalité. Cela a permis de généraliser
une métrique sans référence de l’anglais à ces autres langues. Nous avons ensuite démontré que
l’utilisation de notre modèle permet d’améliorer la métrique à l’aide de jugements humains pour
les résultats dans ces langues.

Enfin, nous conclurons et récapitulerons nos résultats et nos contributions pour chaque ques-
tion de recherche et nous indiquerons les orientations potentielles.
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Introduction

Question generation (QG) is a task within the field of natural language generation (NLG), which
is itself concerned with the machine generation of text that bears likeness with and has the
qualities expected of human-written text. The QG task is a counterpoint to that of question
answering (QA), which is a long-established task in the field of natural language processing
(NLP). QA involves finding the correct answer to a question from some information source,
whereas QG requires producing a question given some source of information as input (typically
together with the answer expected of the question). The information source provided in QG
or QA could be in unstructured form, such as a piece of text or an image, or structured form,
such as a subgraph from a knowledge graph (KG), a table, or even a combination of inputs
of different forms. QA has uses, for example, in information retrieval (Kolomiyets and Moens,
2011), in dialogue and conversation (Reddy et al., 2019), as well as in education (Agarwal et al.,
2019). QG is also helpful in the same domains as QA is, but it can also be used to generate new
QA-pairs to augment the data for training QA models. When QG and QA are used in concert,
they are also helpful for verifying the semantic content (Wang et al., 2020; Scialom et al., 2021;
Rebuffel et al., 2021), as well as representing the discourse structure (Wu et al., 2023) of text. In
NLG, ordered sequences of QA-pairs as a form of discourse plan have also been shown (Narayan
et al., 2023; Huot et al., 2023) to be helpful for reducing the occurrence of hallucinations and
factual inconsistencies when provided as inputs to large language models (LLMs) to condition
their generations upon. While the QA task has received considerable research attention, with
various methods and resources proposed for them since the 1960s, QG has seen far less attention.
Our primary focus in this thesis is thus QG, specifically for generating factual questions across
text and KG modalities.

Questions are different amongst themselves – in that they (i) serve a variety of information-
seeking needs1 and (ii) take different forms. The forms taken by questions have a general corre-
spondence with their purpose, e.g. the question words (who, what, which, when, where, why and
how in English) used reflects the semantic type of the information being sought after (i.e. the
answer). Due to the nature of questions and the relations that they have with their contexts and
answers, generating a well-formed question requires ensuring the quality of their form (fluency)
as much as their content (relevance to the answer; coherence with the context). Some of the types
of factual questions that we focus on in this thesis include: for verification of some knowledge
(such as yes or no questions), for requesting some specific information (“How long is the Loire
Valley? ”) or enquiring for more information on some entity or concept (such as “Where is the

1Or on occasion for pragmatic communicative goals, such as in the form of rhetorical questions (Sun et al.,
2024), but these are not the subject of this thesis.

1



Chapter 1. Introduction

birthplace of the designer Louis Majorelle? ”).

1.1 Research questions and contributions

One common thread through this thesis is our efforts to controllably increase the diversity,
comprehensiveness and coverage of the questions that can be automatically generated from a
given input. This is with the view that such improvements can facilitate advances in downstream
applications, such as data augmentation and QG/QA-based methods for evaluating the semantic
content of a given text. Another common thread through this thesis is our aims to leverage QG
and QA jointly and cross-modally, and for languages outside of English, as a means for
verifying the semantic content of machine-generated text. Our aim in this thesis is to study and
propose methods and models to address the following research questions:

1. What benefits can pretrained language models bring to the task of question
generation from a KG fact triple? How might it be leveraged for question-type and
focus-controllable QG?

For this research question, we were interested in improving the generation of simple questions
(Section 2.1) from KG input. The task here is to generate an NL question given a single KG
fact of the form x subject , relation , object y. While this task has been explored and
methods have been proposed for it, we wished to revisit it for two main reasons. Firstly, a
longstanding challenge of the task was the ability to properly lexicalise KG entities and relations
that were not seen at training time.2 The initial success of pretrained generative models such as
BART (Lewis et al., 2020a) and T5 (Raffel et al., 2020) – with their parametric knowledge about
language structure as well as entities and concepts gleaned from the text they were trained
on – for tasks such as machine translation and summarisation – suggested that they may be
suitable for addressing this challenge. Secondly, because the primary dataset for training simple
KGQG models only contains one single question for a given KG triple, and these questions only
seek the object of the KG fact, previous work focused on generating questions of such type and
form. There are, however, multiple ways that information-seeking questions can be phrased, and
different parts of the KG fact triple (the subject or the object) can also be queried about.

2. How can the comprehensiveness and coverage of QG systems be increased, and
can this be done for complex questions too, as well as across modalities for QG
together with QA?

We were interested here in how improvements for these aspects (complexity, comprehensiveness
and coverage, and cross-modality QG and QA) might help improve QG/QA-based evaluations
of the semantic content of data-to-text generation outputs (Rebuffel et al., 2021). Being able to
generate and answer complex questions (on top of simple ones) over a piece of text can add to the
confidence of such QA-based evaluations. This is because, although generating and answering a
comprehensive set of simple questions allows us to verify the atomic facts in a piece of text, a
fluent piece of text is more than just a bag of atomic facts,3 and simple questions alone may not
provide complete signal about the semantic quality of the text. For example, suppose we have

2For instance, some previous work relied on KG embeddings and a significant amount of engineering to generate
such simple questions.

3A piece of fluent text can be seen as a series of atomic units of information with meaningful connections
between them – where both explicit as well as implicit lexical items are woven between the atomic units to bind
them (Halliday and Hasan, 1976; Prasad et al., 2014).
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1.2. Thesis outline

the following text:

“Person X died of mesothelioma, he was director of the documentary film "Invisible Threat". It
was related to asbestos exposure.”

that is generated for the following pieces of KG facts:

{x Person X , cause of death , mesothelioma y, x Person X , director , "Invisible
Threat" y, x "Invisible Threat" , genre , documentary y, x mesothelioma , has
cause , asbestos exposure y,}

A set of well-formed simple questions for the text could be:

{“What did Person X die of ”, “Who is the director of "Invisible Threat"? ”, “What genre is
"Invisible Threat"? ”, “What causes mesothelioma? ”}

The ambiguity in the text, which is generally seen as undesirable, might, however, cause a
QG model to replace the last question with “What is the subject matter of "Invisible Threat"? ”,
or a QA model might determine that the last question is unanswerable. On the other hand, being
able to generate and answer complex questions such as “What is the cause of Person X’s death,
which is related to asbestos exposure? ” over both the text and the set of KG facts, provides a
signal about the quality of the text with a higher level of confidence than only with the set of
simple questions.

3. How can cross-modal QG and QA be extended into lower-resourced languages,
and can cross-lingual QG and QA between modalities be carried out?

For this research question, we were interested in identifying ways to extend the multimodal QG
and QA into languages other than English, where available data and resources for training QG
and QA models in these languages are much more limited than in English. While some research
has been carried out for multilingual QA and initial investigations into multilingual QG have
been made, such work has been focused on either QA or QG only, and on either text or KG graph
only; to our knowledge, none are across a combination of all these. This is in part due to the
limited availability of data for training and evaluating QA and QG in these languages, and it is
further complicated by the fact that for public KGs – such as Wikidata that we use in our work,
the majority of the labels for entities are in English.4 This necessitates that cross-modal QG
and QA must also be cross-lingual, e.g. questions generated from a Russian text are in Russian,
but they are answered against a KG graph with English labels and the answers are compared
between two languages.

1.2 Thesis outline

This thesis is structured in the following manner. Firstly, Chapter 2 provides an overview of the
key concepts, tasks, datasets and models we use throughout the thesis.

Subsequently, in Chapter 3, we detail the work done to address the first research question
on leveraging the pretraining and fine-tuning paradigm for generating simple questions from KG

4Although entity labels in other languages are available, the coverage of entity labels outside English is irregular.
Most of them are for major Western European languages such as Dutch, French, German, Spanish and Italian. At
the time of writing for this thesis, language coverage for Wikidata entity labels ranged from 57.3% for Dutch before
quickly dropping off to 22.3% for French. Source: https://www.wikidata.org/wiki/User:Pasleim/Language_
statistics_for_items
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Chapter 1. Introduction

triples, using Wikidata as the KG source. We did this by collecting a dataset of questions over
single KG facts that are more diverse (covering the subjects or objects of the KG facts and with
different question types), which we then consolidated with other existing datasets. We show
that finetuning a pretrained model such as BART together with question type controls and our
expanded simple KGQG dataset permit the generation of varied questions in English and that
using our model as a means for data augmentation for training a QA model helps reverse the
drop in QA models’ performance when the test-set distribution of question types shifts.

In Chapter 4, we extend beyond simple KGQG into a number of other aspects (QG and QA
on/from both text and KG modalities and complex questions) and address our second research
question. Our work here involved creating a synthetic dataset to train a single model that can
generate and answer simple and complex questions across text and KG graph in English. We show
that (i) the model generates a broader coverage of questions over the same piece of information
in each modality, (ii) it has better QA consistency over a baseline used in a reference-less metric
already shown to be useful for evaluating data-to-text generation, and (iii) replacing the baseline
models with our model brings about better correlations of the metric with human judgements of
data-to-text outputs.

In Chapter 5, we expand the work in the previous two chapters to address our third research
question on extending cross-modal QG and QA into multilingual settings. We used machine
translation to obtain synthetic data for Russian and Portuguese Brazillian, which are lower-
resourced (in terms of data, NLP tools and models) compared to English. We then leverage
this multilingual dataset to finetune a multilingual pretrained LM and obtain models that carry
out QG and QA cross-modally into these languages. Doing so allowed us to generate Russian
or Portuguese Brazilian questions in these languages for one modality, and then answer them
cross-lingually in the other modality. This enabled the extension of the reference-less data-to-
text metric from only English to these other languages. We then showed that using our model
leads to improvements in the metric with human judgements for outputs in these languages.

Finally, we conclude and round up our findings and contributions for each research question
and highlight potential future directions.

1.2.1 List of publications

The publications in the following list make up the main elements of this thesis:

‚ Kelvin Han, Thiago Castro Ferreira and Claire Gardent. Generating Questions from Wikidata
Triples. In Proceedings of the Thirteenth Language Resources and Evaluation Conference. June
2022, Marseille, France. European Language Resources Association.

‚ Kelvin Han and Claire Gardent. Generating and Answering Simple and Complex Questions
from Text and from Knowledge Graphs. In Proceedings of The 13th International Joint Con-
ference on Natural Language Processing and the 3rd Conference of the Asia-Pacific Chapter
of the Association for Computational Linguistics. November 2023, Bali, Indonesia, Indonesia.
Association for Computational Linguistics.

‚ Kelvin Han and Claire Gardent. Multilingual Generation and Answering of Questions from
Texts and Knowledge Graphs. In Findings of the Association For Computational Linguistics:
EMNLP 2023. December 2023, Singapore, Singapore. Association for Computational Linguis-
tics.
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To aid the reader in understanding the studies we cover in Chapters 3-5, we lay out and
describe in this chapter some of the relevant definitions and concepts used in our work. We start
in Section 2.1 with definitions for the forms of questions we address in this work. An overview
of natural language generation using autoregressive language models, which we use in our work,
is given in Section 2.2. In Section 2.3, we outline the tasks of question generation and answering
from text, followed by a similar outline of the same two tasks but conducted on/from KG. In
Section 2.4, we discuss notions related to KGs and outline how information is stored within
them as well as how it is used for QG and QA. We introduce multilingual pretrained models in
Section 2.7. Finally, we discuss in Section 2.5 the recent research direction of using combined
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Chapter 2. Background

QG/QA-based methods for evaluating the semantic content of generated text. Subsequently,
in Sections 2.8-2.9, we introduce the datasets used in our work and describe the evaluation
methodologies used for assessing the performance of the models we propose.

2.1 Definitions

We begin by providing here an analytic framework for the types of questions that we focus on
generating and answering in this thesis. As we are interested in the multi- and cross-modal QG
and QA (i.e. questions that can be asked and answered on text as well as on KG), the set of
questions we generate and answer is bound to the forms of questions ask-able for the information
that is captured by both modalities. While there is a greater diversity and variety of information
typically found in unstructured text, the structured information in KG conforms to the types
of information that can be captured by the schema of the KG being used, thereby serving as a
limitation on the range of question classes addressable.

2.1.1 Forms of questions

A taxonomy of 13 conceptual classes of questions (see Table 2.1) was proposed by (Lehnert,
1978) as part of her thesis for a cognitive model for human question answering – and is oft-cited
within the natural language processing (NLP) field (Graesser and Person, 1994; Rus and Arthur,
2009; Chernov et al., 2015; Krishna and Iyyer, 2019).5 Using Lehnert’s taxonomy, we define the
scope of the types of questions that we generate and answer in this thesis; broadly, the questions
we address come under verification, concept completion, quantification and feature specification
classes of questions. These types of information-seeking questions are particularly relevant for
the technologies in the domains of search (e.g. user queries), education (e.g. automated testing),
dialogue systems, factuality verification and knowledge graph completion. The ability to generate
such questions automatically either directly enables these technologies, or else can be useful
indirectly (such as for generating data for training models to handle these tasks).

2.1.2 Simple and complex questions

In Chapter 3, we will examine the generation of simple questions from KG, which we will then
build upon to extend into the generation of complex questions in Chapters 4-5. We base our
definitions of simple and complex questions with respect to QG and QA from KG. Specifically,
a simple question from KG (qkg) is one that involves a single KG relation (or asking for either
the subject or the object of a single KG fact triple). An analogue for qkg can be easily found for
text – a similar question (qt) can be generated from/answered by text that contains the same
information as that of the KG fact triple – for e.g., spans of text containing simple assertions or
clauses that hold a verb (for e.g. “Paris is the capital of France.” in text, and x Paris , capital
, France y as a KG RDF triple) or adjectival/attribute information (“The Île de France region

5Lehnert’s theory for having a conceptual classification of questions is that: “If a question has been understood
conceptually, it is ready to be classified conceptually. A conceptual categorisation of a question determines which
memory processes will be invoked to attempt further interpretation.” (Lehnert, 1978). She gives an example of
a conversation that takes place in a context with two individuals, without any money and food in their home,
having a discussion about dinner that evening, and examines how this dialogue turn: “How are we going to eat
tonight? ”; “With silverware” is incongruous with the context; proposing that it is a sign that the interpretation
of the question was incorrect. Instead of being understood by the answering party as a question asking for
the conditions that will enable them to have food for a meal that evening, it had been interpreted as seeking
information for the instruments used in eating, thereby giving rise to such an infelicitous answer.
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2.1. Definitions

Question
category

Information sought Example

Casual an-
tecedent

For the causes of an event Why did the founders of the Prix
Femina establish it?

Goal orienta-
tion

For the motivation/ goal of an ac-
tion

Why did Anne Hildago swim in
the Seine?

Enablement For requirements that allow a
state to be reached

What is needed to open a factory
in France?

Causal conse-
quent

For the consequences of an event What happens when someone
finds a feve in a slice of galette de
rois?

Verification For confirmation/ refutation of a
proposition

Was Valéry Giscard d’Estaing
President of France?

Disjunctive For the selection of something
from a choice of at least two al-
ternatives

Do you prefer Johnny Hallyday or
Edith Piaf?

Instrumental/
procedural

For the tools/steps to complete an
action

How do you make a Paris-Brest
(pastry)?

Concept com-
pletion

For information on a known con-
cept

When did the first Tour de France
take place?

Expectational For what should/ is likely to occur
in a given context

How many kisses on the cheeks
when greeting someone?

Judgemental For a value judgement on some-
thing

Was the Palme d’Or for Anatomy
of a Fall justified?

Quantification For a quantity/ numerical value How many square kilometres does
Lake Bourget cover?

Feature speci-
fication

For an attribute of an entity or
event

Where is the departmental seat
for Côte-d’Or?

Request (Command/request) For an ac-
tion to be carried out

Can you pick up two baguettes on
the way?

Tab. 2.1: The 13 conceptual classes of questions proposed by (Lehnert, 1978), together with a
description of each class and an example for it.
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has a population of 12 million.” in text and x Île de France , population , 12,000,000 y as
a KG RDF triple).

On the other hand, varying definitions exist for what constitutes a complex question,
which is dependent on the natural language processing domain being considered. For instance,
in QG for tutoring (Gong et al., 2022) and in the discourse community (Jahangir et al., 2024),
questions are often deemed complex (also termed as ‘deep’) when they correspond to causal
antecedent, causal consequent and goal orientation questions in Lehnert’s taxonomy. The term
complex question is also often used in QA to refer to multi-hop questions (Talmor and Berant,
2018), that is, questions which require some inferencing or reasoning over multiple pieces of
evidence (e.g. sentences or documents) in order to arrive at the answer. More specifically, the
complexity of a question is tied to the number of relations (also termed as ‘hops’) or constraints
it involves (Talmor and Berant, 2018; Usbeck et al., 2018). As KG information can be seen as an
aggregation of the knowledge around an entity, which is often distributed over multiple sources,
there is some correspondence between such a view of complex questions and that of multi-hop
questions. Other definitions of question complexity used have been empirically defined – e.g.
(Seyler et al., 2017) based it on quasi-annotated data such as questions from a popular television
game show, Jeopardy!, whereas (Gao et al., 2019) used the answerability by MRC models as
a yardstick for complexity. For our studies, since we work on QG and QA from both KG and
text and use datasets such as WebNLG and KELM (see Section 2.8) that have a correspondence
between the two, we adopt the definition tying question complexity to the number of KG triples
it relates to.

2.1.3 Terminology and notation

We establish here the definitions of some of the terms and notations we use throughout this thesis.
We use the term graphs (denoted by g) to refer to subgraphs of the Wikidata KG (Vrandečić
and Krötzsch, 2014) and texts (t) to refer to texts (in English if not specified otherwise). A KG
graph is a set of triples (also called facts) of the form x subject , predicate , object y. We
write X to denote the (text or graph) context of a question and X 1 to denote its semantically
equivalent counterpart in the other modality; g1 is a subgraph of g that corresponds to a question
q and its answer; nf is the number of facts related to a given q (i.e. the size of its corresponding
subgraph |g1| ); Ñ́q is a list of NL questions; and aX is an answer in X whereby a graph answer
ag is either a subject or an object entity in g whereas a text answer at is a span in t.

2.2 Natural language generation with autoregressive language
models

As we have noted in the introduction, QG is a subtask falling under NLG, which is focused
on generating natural language text given some conditioning input. Modern text generation
approaches are based on the autoregressive language modelling (LM) paradigm, which
involves learning a model to be able to predict the next token based on the previously predicted
tokens. The generation task is then to select either the most probable token in the vocabulary
at that point (greedy decoding), or sample from the most probable subset of the vocabulary –
the latter, using strategies such as top-k and top-p/nucleus sampling (Fan et al., 2018; Holtzman
et al., 2020), or with beam search (Lowerre, 1990; Reddy, 1977) by maintaining multiple decoding
branches and selecting the overall most probable sequence.

Initially, LM tokenisation was done at a word level, but this resulted in the need to truncate
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the vocabularies so as to manage model parameter sizes; words in the training data that are
not in the model vocabulary are then represented with a token for all such unknown words.
This limited the possible words a model could generate; and one characteristic of early autore-
gressive LMs was the appearance of such tokens in the generated output thereby impacting its
fluency. Subsequent innovations in tokenisation – by defining vocabularies using frequency-based
character-sequence schemes e.g. WordPiece (Devlin et al., 2019) and BPE (Sennrich et al., 2016),
permitted the representation of words composed at the sub-word level and significantly alleviated
this constraint.6

Early autoregressive LM models (Mikolov et al., 2010) were based on the recurrent neural
networks (RNN) architecture (Rumelhart et al., 1986), which generates the next token given a
computed hidden state that is a fixed-sized vector accumulating information about all the pre-
ceding tokens generated. This single-vector hidden state, effectively a coarse summary of the
preceding tokens, is limited in its ability to model long contexts where long-range dependencies
are present, thereby limiting the performance of these early RNN-based models (Murphy, 2023).
Attention mechanisms made prominent by (Bahdanau et al., 2016)’s work that provided a so-
lution for addressing this by computing an attention vector across the entire preceding context,
which is effectively a representation of the relative importance of each preceding token towards
the current token that is to be generated.

Current autoregressive LMs are implemented with the Transformer (Vaswani et al., 2017)
architecture which gathers these innovations – subword tokenisation and multi-head attention,
with engineering to allow efficient processing of all tokens in parallel at training time. This
combination permitted better modelling over longer contexts as well as efficient training over large
amounts of training data, giving rise to the pretrain & fine-tune paradigm. This involved a
first stage of pretraining (with an unsupervised language modelling objective) on text data that
is a filtered crawl of the web, followed by a second phase of supervised fine-tuning (SFT) on
downstream tasks such as for natural language inference, QA, translation and summarisation,
sentence similarity and coreference resolution. The first few generative pretrained LMs with
promising performances, such as BART (Lewis et al., 2020a) and T5 (Raffel et al., 2020) were
trained with between 160 gigabytes to 750 gigabytes of data drawn from the web, and then
fine-tuned with between 10 and 20 tasks (primarily from the GLUE (Wang et al., 2019b) and
SuperGLUE (Wang et al., 2019a) benchmarks), whereas recent models such as GPT-4 (OpenAI
et al., 2024) and Llama 3 (Dubey et al., 2024) are pretrained with data with sizes in the terabytes,
as well as SFT with more than hundreds of tasks (both human annotated and synthetically
generated) that is followed by preference tuning (Ouyang et al., 2024; Longpre et al., 2023) to
better align the model’s generated outputs with human preferences for form and content.

This training and fine-tuning enable these models to learn broad knowledge about the world
(Petroni et al., 2019; Roberts et al., 2020), going beyond linguistic knowledge about structure,
form and meaning to include factual knowledge, abstract concepts, and some semblance of
reasoning-related knowledge (commonsense (Li et al., 2022), arithmetic (Imani et al., 2023),
spatio-temporal (Li et al., 2024) etc). This parametric knowledge is useful for addressing the
semantic gap (Li et al., 2021) between KG graphs (in the form of RDF triples that can be
seen as an underspecification of a corresponding NL utterance) and natural language text that
is expected of data-to-text generations, and we investigate the use of such pretrained models
from Chapter 3 for the task of KGQG and continue to leverage these pretrained models for the

6For example, instead of having to represent the words “dog”, “doggy”, “dogged” and “doggedly” with individual
tokens, a model – depending on its subword tokenisation scheme – might instead use tokens for “dog”, “_ged”,
“_gy”, “_ly” where the last three may be shared with other lemmas, giving a significantly reduced vocabulary.
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remainder of our studies.

2.3 Models for generating and answering questions

The task of question generation is to learn a function that generates the sequence of tokens
that make up the question by conditioning on the input context. When using an autoregressive
pretrained language model (see Section 2.2) to do so, such a model can be expressed in the
following form:

ppq1, ..., qnq “
n

ź

i“1

ppqi|X,A, q1, ..., qi´1q ; qi P V (2.1)

where qi denotes the tokens that make up the question and are drawn from a vocabulary
V , and X denotes the input context provided to the model, which can be either a paragraph
of text (Du et al., 2017) (see also Sections 2.3.1), a KG graph (Serban et al., 2016) (see also
Sections 2.3.3 & 2.4), meaning representations (Deng et al., 2022) or an image (Mostafazadeh
et al., 2016). A denotes the expected answer to the question to be generated.

Most QG models generate a single question given a (X,A) tuple, which is largely due to the
fact that benchmark QG/QA datasets such as SQuAD and HotpotQA have been constructed
to have a single question for a given input. Some work (Lopez et al., 2021) including ours in
Chapters 4 & 5 generate Ñ́q , a sequence of questions given the input. Other work (Shakeri et al.,
2021; Ushio et al., 2023a,b) have also been done to generate both the question and answer given
only the context, in which case the task is termed question and answer generation (QAG).

On the other hand, the task of question answering is to learn a model that can return the
answer to the question given the context. When using an autoregressive pretrained language
model to generate the answer given some question and context, such a model can be written as:

ppa1, ..., anq “
n

ź

i“1

ppai|Q,X, a1, ...ai´1q ; ai P V (2.2)

where ai denotes the tokens that make up the answer that is conditioned on the question
Q and the context X. Within the QA task are a number of specialised areas of focus with
their unique requirements and task set-up, these include machine reading comprehension (MRC),
where the goal is to derive the answer to a question from a given text, open-domain QA (ODQA)
(Voorhees, 2000) that typically relies on modules to retrieve relevant contexts in order to answer
the question, closed-book QA (Roberts et al., 2020) where it is expected of a model to answer
question-based on its parametric knowledge, and conversation QA (Reddy et al., 2019) where
the question and the answer to be given are part of the dialogue. In this thesis, we focus on
generating and answering questions from/on the text and KG modalities.

Research on automating QA predates those for QG, and the former continues to enjoy more
research attention over the latter. Systems were already being developed for QA as early as the
1960s and 70s (Green et al., 1961; Woods, 1977), whereas QG as a field started to consolidate only
after the TREC-led series of Question Generation workshops and shared challenges (Rus et al.,
2010, 2008). The pioneering QA systems (Sections 2.3.2 & 2.3.4) were rules-based, as were the
early QG approaches that came after (Sections 2.3.1 & 2.3.3). These rules-based approaches were
based on written grammars and templates and mostly focused on narrow domains (e.g. baseball
statistics and data on lunar geological specimens), which were brittle and failed to generalise well.
They gave way to machine learning and early neural network-based models that allowed some
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flexibility in modelling. In recent years, the success of the Transformer architecture (Vaswani
et al., 2017) and the pretrain & finetune (Devlin et al., 2019) paradigm over vast amounts of text
data brought about substantial improvements in QG and QA and are currently the de rigueur
model architectures of choice for these tasks.

The following sections provide an overview of the tasks in each of these modalities, briefly
describing the main approaches for them and outlining the main challenges/limitations found in
each. We structure the following sections by starting with QG, as it is the primary focus of this
thesis, and from the text modality, as one of the earliest works on QG was focused on generating
questions from text for educational purposes. The rest of the sections are structured to position
QG of a particular modality alongside QA of that modality.

2.3.1 Generating questions from text

Initial QG efforts were motivated towards automatically generating questions for educational
purposes and were based on rules-based transformations on the surface forms of assertions
to convert them into questions. This was typically done by removing certain lexical information
in the assertion and inserting question-related words (for e.g. a simple example involves the
replacement of the named entity “Charlemagne” with a “Who” and the period with that question
mark in the statement “Charlemagne was the first king of the Carolingian Empire.”). An early
system by (Mitkov and Ha, 2003) for generating multiple-choice educational questions relied on
key term extraction using syntactic parsing followed by a set of rules-based transformations to
generate the generation. Their evaluation of the system showed that about 60% of the generated
questions were of acceptable quality and that though the remainder required some manual post-
editing, the effort to do so was nearly five times less than having a teacher generate the question
manually from scratch.

Subsequent work for QG from text sought to extend rules-based approaches to handle more
complex linguistic phenomena, such as those with clauses or embedded structures. (Heilman
and Smith, 2010)’s system was designed for use on texts found in Wikipedia and used rules to
first simplify complex constructions in order to more easily transform them into questions. For
instance, the example sentence they give: “During the Gold Rush years in northern California,
Los Angeles became known as the ‘Queen of the Cow Counties’ for its role in supplying beef
and other foodstuffs to hungry miners in the north.” was transformed into “Los Angeles become
known as the ‘Queen of the Cow Counties’ for its role in supplying beef and other foodstuffs to
hungry miners in the north”. By carrying out this intermediate transformation of the statement,
the sequence of transformation required to go to “What did Los Angeles become known as the
‘Queen of the Cow Counties’ for? ” is simplified. To improve the generalisability of their system,
instead of writing specialised transformation rules for each type of linguistic phenomena, they
used a set of general-purpose question transformation rules and relied on over-generation and
ranking with a logistic regression model to identify the most suitable generation candidate.

Despite this early progress for QG, such initial rules-based models were brittle and would
break down when their use was extended to constructions not covered by the grammar or when
applied to a new domain. QG methods then began shifting towards sequence-to-sequence
(seq2seq) autoregressive modelling (Equation 2.1) using recurrent neural networks – such
as with Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) and Gated Re-
current Unit (Cho et al., 2014) architectures, after breakthrough performances were achieved in
machine translation (Sutskever et al., 2014) with them. (Du et al., 2017) trained such a model
with an added attention mechanism as well as using pretrained GloVe word embeddings (Pen-
nington et al., 2014a) for encoding the context. Their model, trained on the SQuAD (Rajpurkar
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et al., 2016) dataset, achieved significantly better performance in automatic and human evalua-
tion over (Heilman and Smith, 2010)’s rules-based system. One limitation of these early neural
approaches lies in their fixed vocabularies, which are fixed at the top-k most frequent words in
the training dataset. As a result, the long tail of rare tokens (in particular for named entities,
which is important for factoid QG) is either represented with a token for unknown words or
else is difficult for a model to learn a good representation of. To address this, subsequent work
(Song et al., 2018; Qiu and Xiong, 2019) incorporated copy mechanisms (Gulcehre et al., 2016)
to facilitate better handling of such rare words. Success in machine translation with the Trans-
former architecture (Vaswani et al., 2017) and development in the pretrain & fine-tune paradigm
(Peters et al., 2018; Radford et al., 2018) were extended into QG to give rise to increasingly
capable QG models. The focus also began to shift from generating simple factoid QG models
to more complex and/or specialised questions such as multi-hop (Fei et al., 2022; Cheng et al.,
2021), deep (Pan et al., 2020), conversational/dialogue (Wang et al., 2018), clarification (Rao
and Daumé III, 2018) questions.

2.3.2 Answering questions from text

A closely related task to QA is information retrieval (IR), where a user query (which need not
be a fully-formed NL question, for e.g. a sequence of terms in an Internet search engine query) is
addressed by matching the query over a large collection of documents (in the tens of thousands
to millions) to find the most relevant documents (typically from 10 to 100). In other words, the
information needs of a user’s query is met by returning him/her a set of documents where the
user may find the answer to the query. These approaches represent the document as a collection
of vectors (either using weighted word-count methods such as TF-IDF (Sparck Jones, 1988)
and BM25 (Robertson et al., 1995), or dense embeddings such as those from BERT-like models
(Khattab and Zaharia, 2020; Karpukhin et al., 2020)), and use similarity-based measures such as
cosine similarity to identify the set of documents most similar to the query (and therefore most
relevant to addressing it).

The TREC-8 Question Answering Track Evaluation (Voorhees and Tice, 2000) helped usher
(Roy and Anand, 2022) a new research direction that went from document retrieval-based an-
swering towards extracting spans of text in a document as answers for queries. Initial rules-based
systems for such general ODQA depended on pipelines, the one proposed by (Harabagiu et al.,
2000) first parses and then classifies the question, followed by extraction of the set of entities
from the text (on the assumption that questions tend to seek information on entities within the
text) before handwritten templates with the help of ontologies like WordNet (Miller, 1994) are
used to extract the answer.

Over time machine learning (ML) techniques were introduced to improve parts of the rules-
based pipeline approaches. For instance, (Moschitti et al., 2007) focused on improving question
and answer classification and utilised a Support Vector Machines (SVM) (Boser et al., 1992)
model for the task to obtain better answer and question matching, which led to improved overall
QA performance. While bringing about improved performances, these early ML-based methods
still required extensive feature processing and struggled with the limited amount of training data
available then; for e.g. (Moschitti et al., 2007)’s SVM model required syntactic and argument
structure parsing of the input before building and selecting features from these parses. The
release of the SQuAD dataset (Rajpurkar et al., 2016) (see Section 2.8) with more than 100,000
extractive QA pairs, provided a meaningful amount of data to enable the development and
testing of QA using ML techniques and neural models. Accompanying their dataset release,
(Rajpurkar et al., 2016) proposed a logistic regression model that uses manually built features
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Fig. 2.1: Graphical overview of the components in the FALCON (Harabagiu et al., 2000) rules-
based pipeline QA system.

from n-gram frequencies and dependency tree paths to predict the answer to the question from
the set of constituent parses in the context. Shortly after, methods using neural networks (Xiong
et al., 2017; Wang and Jiang, 2017) were proposed for the SQuAD dataset that were capable of
obtaining major improvements over (Rajpurkar et al., 2016)’s approach.

The advances from the pretrain & finetuning paradigm significantly shifted the way QA –
especially ODQA, was carried out. The authors of the BERT (Devlin et al., 2019) model showed
that it was possible to use their model (a pretrained encoder) and do away with the need for heavy
pre-processing to achieve significant improvements on SQuAD. They obtained results better than
previous baselines, as well as over human performance (87.4 vs 82.3 exact match, 93.2 vs 91.2
token F1). Since the QA task in SQuAD is extractive (i.e. the answer is exactly a span in the
context document used for answering), such BERT-based QA models cast the answering task as
token-level classification (i.e. whether a token is within the span of text that corresponds to the
answer) whereby the question and text are encoded to give a contextualised representation of
the entire input, which is then passed through an output layer that gives a binary prediction of
whether the token is inside or outside the answer span.

Shortly after the BERT model’s release, investigations (Radford et al., 2019; Petroni et al.,
2019) suggested that BERT and similar pretrained models such RoBERTa (Liu et al., 2019b)
which is trained with 10 times more data, and GPT-2 (Radford et al., 2019) a decoder-only causal
LM, showed promise in answering questions without having the need for access to a context. This
formulation of the QA task is termed closed-book QA in the sense that, when given a question,
an answer to the question could be obtained from the model just from the knowledge stored in
its parameters; knowledge acquired after having been trained over these large amounts of text.

In parallel to the research on closed-book QA, another direction (Guu et al., 2020; Lewis
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Fig. 2.2: Overview of the BERT (Devlin et al., 2019) model’s pretrain and finetune approach.

et al., 2020c; Borgeaud et al., 2022) investigated ODQA using IR methods to retrieve relevant
contexts for an NL question and to go on to use those contexts to answer the question. An
example of this is the Fusion-in-Decoder (FiD) system first proposed by (Izacard and Grave,
2021), which achieved state-of-the-art on the TriviaQA and NaturalQuestions datasets. Their
system combined the dense passage retrieval model from (Karpukhin et al., 2020) and the T5
encoder-decoder pretrained model (Raffel et al., 2020). The system encodes each of the relevant
retrieved passages using the T5 model and concatenates each of their encoded representations
together with that of the question before giving this as input to the T5 decoder to condition the
generation of the answer to the question. In this generative form of QA, the answer is generated
token by token in contrast to the extractive QA approach (see above). Subsequent work by (Asai
et al., 2021) extended this approach to multiple languages.

A continued limitation of pretrained autoregressive LMs – from BART, T5 and up to state-
of-the-art billion-parameter models such as GPT-4 and Llama 3 – lies in their being prone
to introduce hallucinations or non-factual information in their outputs. This is usually most
severe when the model only has its parametric knowledge to rely on (i.e. the closed-book QA
setting); as such arguments have been made for augmenting these LMs generative abilities with
retrieval when addressing knowledge-intensive tasks (Lewis et al., 2020c). This direction, termed
retrieval-augmented generation (RAG), has become an established method for QA with the
latest large LMs, especially for use in specialised domains (Siriwardhana et al., 2023), whose data
may not have been heavily represented in the training data for the large LMs, thereby increasing
their propensity for hallucinations. Our downstream QA evaluations in Chapters 4-5 make use
of models that are part of these RAG approaches.

2.3.3 Generating questions from KG

The task of generating questions from KG falls under data-to-text generation in NLG, which
covers the generation of text from some structured information such as KG graphs but also
tables and meaning representations such as Abstract Meaning Representation (Banarescu et al.,
2013; Fan and Gardent, 2020) for text and Discourse Representation Structures (Kamp, 2004;
Liu et al., 2021) for discourse and dialogue as well as query languages such as SPARQL (Lecorvé
et al., 2022).

Initial KGQG efforts (Olney et al., 2012; Seyler et al., 2015; Song and Zhao, 2017; Seyler
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et al., 2017) were similarly rules-based and focused on generating simple questions from
KG graphs. They leveraged the observations that (i) generating factual questions from a given
KG graph typically involves copying mentions of relational and entity references that appear
together with the answer in the text; and (ii) generic syntactic forms of NL questions for a given
relation are shared between entities of similar types, e.g. “What is X of Y? ”. Many of these
approaches, therefore, made use of hand-crafted templates, which required significant human
effort, generalised poorly and were difficult to scale up.

The neural-based models that came after, brought improvements over rules-based approaches
by being able to learn patterns for lexicalisation from training on large datasets of (KG triple,
NL question) pairs. They also do not require as much manual intervention as rules-based ones.
Within the semantic web community, (Kumar et al., 2019) introduced a neural question generator
over KG where the complexity of the output can be controlled. (Serban et al., 2016) first trained
a recurrent encoder-decoder network with attention on SimpleQuestions dataset (Bordes et al.,
2015). To handle unseen entities, they used a placeholder for the subject entity in the question
and trained on the delexicalised data. These early neural models, however, still often required
complex processing such as de-lexicalisation and template-writing that are also challenged when
faced with unseen relations and types.

In simple KGQG, (Elsahar et al., 2018) focused on generalisation in a zero-shot setting.
To handle unseen entities and properties, they enriched the KG input with a lexicalisation of
the input KG property obtained through distant supervision and with the Freebase type of the
input subject and object entities. They also delexicalised the data by replacing matching terms
in this additional information and the output questions with placeholders, replacing these by
their value after inference. The RDF triples are initialised with learned TransE (Bordes et al.,
2013a) embeddings. Two separate encoders are used for the RDF and the textual context, and
the decoder attends to both. (Liu et al., 2019a) expanded the contextual information used by
(Elsahar et al., 2018) with information about the domain and the range of the input property. To
improve question specificity, they propose an answer-aware loss by optimising the cross-entropy
between the generated question and the answer type words. (Bi et al., 2020) developed an
encoder-decoder question generator, which also enriches the input facts with additional infor-
mation and constrains the decoder with word types to preserve the adequacy of the generated
question.

An early work on complex KGQG sought to leverage a compositional approach for gener-
ating CQs. (Zhao et al., 2019), (i) to address the limited availability of CQ data which makes
directly training a complex KGQG model difficult, and (ii) by recognising the promising perfor-
mance of neural models for simple QG (Serban et al., 2016). They proposed an LSTM-based
model that seeks to generate a CQ given a query graph.7 They supplement their model with
an encoder trained on NL SQs, with the intuition that SQs (or approximates, i.e. SQs that are
similar) – effectively decompositions of the CQ – can be matched to parts of the input CQ query.
By concatenating the representations for SQs with the input, the model is allowed to learn to
attend to and copy information from the SQs when verbalising the CQ from the query graph.
Later complex KGQG models sought improvements by using meta-learning and graph retrieval
(Zhang et al., 2022) and graph neural networks for better capturing the structural information
from the input graphs (Chen et al., 2020, 2023).

7A form of structured representation (Yih et al., 2015; Lan and Jiang, 2020; Qin et al., 2021) for an NL
question, containing entities, relations and variable nodes for implicit entities and the answer entity.
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Representations for KG facts

There are several methods for representing a KG fact when training models for data-to-text
generation. One way is to use KG embeddings such as TransE and DistMult, where the unique
representations for each entity relation in the KG embeddings can be directly leveraged; this was
the method used in (Serban et al., 2016)’s system that we introduced above. One limitation of
such KG embeddings-based models (including when used for KGQA, see Section 2.3.4) is that
the KG embeddings that they rely on require intensive resources for training and for inference;
furthermore, once trained, it is not trivial to update KG embeddings with new entities and
relations that appear subsequently.

Another direction involved the use of early word embeddings like word2vec (Mikolov et al.,
2013) and GloVe (Pennington et al., 2014a) for the labels of KG entities and relations to initialise
a representation for them, as was done in data-to-text generation by (Marcheggiani and Perez-
Beltrachini, 2018; Moryossef et al., 2019).8 Finally, recent work that leverages pretrained LMs
and LLMs for data-to-text generation (Kale and Rastogi, 2020; Ribeiro et al., 2021; van der Lee
et al., 2023,?) treat the data-to-text task as a sequence-to-sequence transformation of the graph
input into NL text. This approach places the (subject, relation, object) triples in the KG graph
in a linear sequence, which has the effect of bringing the graph input closer to the form of data
(NL text) seen at training by these pretrained LMs/LLMs.9 This is also the approach taken
by (Oguz et al., 2022) in their work proposing a unified representation across modalities (KG,
tables and lists) to solve multimodal QA over text and structured information.

2.3.4 Answering questions from KG

Some of the earliest QA work involved answering questions over a structured knowledge source
such as databases containing baseball statistics or information about rocks from the moon (Green
et al., 1961; Woods, 1977). The task of KGQA, that is, answering questions by identifying
answers in a knowledge graph, is a specific form of QA over structured information that has
arisen from the development of KGs (Section 2.4). Approaches for KGQA can be found from
at least five broad families, namely: (i) semantic parsing, (ii) information extraction, (iii) KG
embeddings, (iv) graph neural networks, and (v) generative approaches with pretrained LMs
and LLMs. Much of the research into KGQA has been focused on answering simple questions,
although recent efforts (see the end of this subsection) have started shifting towards addressing
complex QA.

Semantic parsing (Kate et al., 2005; Lu et al., 2008) approaches work by parsing NL
questions into query languages (e.g. SPARQL) so that these can be executed as a search against
a KG to obtain the answer. A key goal in semantic parsing was to learn some mapping between
the NL phrases in the question and components to compose a logical form. This is usually done
by maintaining a lexicon of NL utterances together with the KG relations they correspond with.
Context-free grammars such as Combinatory Categorial Grammar (CCG) (Steedman, 1987) are

8Despite these word embeddings not taking a word’s context into consideration e.g. the word “bank ” has the
same representation regardless of whether it was used to denote a financial institution or the side of a river, since
they were trained over a relatively large amount of text, they still provide a useful means for initialising the
representation for a KG entity or relation than learning this from scratch with smaller amounts of data generally
available for the actual data-to-text task. This method was also used in RDF2Vec (Ristoski and Paulheim, 2016),
which sought to learn KG embeddings by representing entities with the paths obtained for them from graph walks
across their neighbourhood.

9A simple linearisation may, however, see a linearised input with repeated information, especially in the case
of a ‘star-shaped’ graph where a central entity may hold relationships with multiple other entities.
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then used to compose a logical form meaning representation from the matched components (Yao
et al., 2014). It is worth noting that KGQA research in the early 2010s was mostly carried out on
the Freebase KG, which was the largest and state-of-the-art among publicly accessible KGs at the
time. It, however, held information in a less structured manner compared to traditional ontologies
and more modern publicly accessible and maintained KGs such as DBpedia and Wikidata.10

Therefore, a meaningful part of the work in this period (Berant et al., 2013; Reddy et al., 2014)
was focused on addressing the challenge of entity and relation linking over the noisy information
due to Freebase’s schema.

Information extraction-based approaches such as (Yao and Van Durme, 2014) use entity-
linking (Milne and Witten, 2008) on a query to identify the key entity (or entities) of interest in
the query and use them to query a k-hop subgraph from the KG, which is used as the candidate
set for finding the answer to the query. These approaches are based on training models to produce
a score-based judgement; for example, a logistic regression model in (Yao and Van Durme, 2014)
on the match for the candidates to the answer. Another class of approaches (Huang et al., 2019;
Mohammed et al., 2018) is based on KG embeddings such as TransE (Bordes et al., 2013b)
and DistMult (Yang et al., 2015), which are obtained by training over an entire KG (or a large
portion of one) to have embeddings for its entities and relations: (i) that place similar ones
closer to each other in the embedding space, and (ii) where a rotation of the embedding for a
subject entity s using a relation embedding should give the embedding for the entity that holds
the relationship with s in the KG. (Huang et al., 2019) uses an LSTM model – at training, their
model learns a representation for a simple NL question, which is optimised to match to find the
TransE embeddings for the subject entity and relation mentioned in the question; at inference
time, answering the question is then merely finding the closest fact in the KG that corresponds
to the matched embeddings. We use the models of (Huang et al., 2019; Mohammed et al., 2018)
for downstream evaluation in our work in Chapter 3.

These earlier methods mainly focused on the answering of simple questions i.e., questions
which verbalise a single KG fact. More recently, some researchers have started to address complex
KGQA i.e. questions on more than one KG fact (Saha et al., 2018; Christmann et al., 2019; Perez-
Beltrachini et al., 2023). One way of addressing complex KGQA is to find better ways to model
the graph structural information that is inherent in KG graphs of which one is using graph
neural networks that carry out message passing (Gilmer et al., 2017; Kipf and Welling, 2017)
between nodes and edges to obtain a structurally-informed representation of the KG graph.
Another direction is to include the use of generative LLMs when answering the question – for
instance, (Sen et al., 2023)’s system uses existing methods for KG graph retrieval for a given NL
question, and then linearise the KG graph (using the text labels for its entities and relations) so
that it can be provided as input together with the NL question to an LLM to return the answer
in a zero-shot manner. Another model proposed by (Yasunaga et al., 2021) for multiple-choice
KGQA uses both a pretrained LM as well as KG embeddings for KGQA to construct a joint
graph containing embedding constructed from the LM (for the NL question and entities in the
graph) as well as retrieved nodes for the entities in a retrieved KG graph for the question. They
use a GNN architecture over this joint graph to identify the entity that is the answer to the
question.

10This is because Freebase employed a schema that organised information on ‘type-property-value’ model and
allowed relatively free creation of entity types and properties. This led to instances of synonymous properties
and even conflicting information (Bollacker et al., 2008). More recent KGs such as DBpedia and Wikidata
have tighter management of the KG schema and established procedures for property creation (see, for example
https://www.wikidata.org/wiki/Wikidata:Property_proposal).
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2.4 Knowledge graphs

In each of our studies for this thesis, we carry out QG and QA from the Wikidata KG (see
Figure 2.4 for an example subgraph from Wikidata), which is currently the largest public KG.
Wikidata has accumulated more than 100 million pages11 that have been contributed, edited and
maintained by volunteers across the world, making it a powerful epistemic resource. The ability
to generate and answer questions on a KG like Wikidata facilitates many uses – for instance, for
use in educational exercises, for verification of information (as we investigate in Chapters 4-5)

A KG is defined as being a data structure/collection that is ‘‘intended to accumulate and
convey knowledge of the real world, whose nodes represent entities of interest and whose edges
represent relations between these entities” (Hogan et al., 2021). More specifically, KGs are de-
signed and populated with information that allow the representation of knowledge about the
relationships between entities (such as persons, organisations, events, objects, places, concepts
etc...), as well as frequently, the attributes possessed by some of these entities (e.g. the date
of birth of a prominent figure). More concisely, a KG can be expressed as having the following
form:

T “ t ph, r, tq | h, t P E, r P Ru (2.3)

where E and R are, respectively, the set of entities, and the set of relations in the KG, i.e.
ph, r, tq is a triple fact denoting a directed relationship r between the entities h and t.

KGs gained popularity in the early 2010s, with the disclosure12 of Google’s construction of
its Knowledge Graph, which it has used to serve results on its search engine. An early public KG
Freebase (Bollacker et al., 2008), was acquired by Google and folded into its proprietary graph
in 2010 before Google re-released Freebase knowledge to the public again by offering to map
Freebase schema and data to the then-nascent but growing Wikidata (Vrandečić and Krötzsch,
2014) (Pellissier Tanon et al., 2016). Concurrently, other private enterprises such as Airbnb,
Amazon, eBay, Facebook, IBM, LinkedIn, Microsoft and Uber have also built and maintained
their own KGs to serve their business needs (Hogan et al., 2021). Besides Wikidata, there also
exist other modern large-scale publicly accessible KGs such as DBpedia (Lehmann et al., 2015),
as well as ConceptNet(Speer et al., 2017) and BabelNet (Navigli and Ponzetto, 2012). In the
European Union, the EU Knowledge Graph13 has been constructed to hold information about
EU institutions, legislation and regulations as well as grant information.

KGs rely on three Semantic Web technologies that are based on standards deliberated and
recommended by the World Wide Web Consortium, namely the Resource Description Framework
(RDF)14, the Web Ontology Language (OWL)15, and the SPARQL query language 16. RDF
defines a graph data structure with nodes (entities)17 that are linked by directed edges (i.e. a
relation between node Ei to Ej does not directly imply the same relationship from Ej to Ei,
unless the semantics of the relation is defined to be so). OWL provides a standard to represent
the ontological knowledge about concepts, classes and groups of entities, the relations that hold
amongst them and therefore, the ability to carry out reasoning on entities based on their class

11https://stats.wikimedia.org/#/wikidata.org/content/pages-to-date
12https://blog.google/products/search/introducing-knowledge-graph-things-not/
13https://linkedopendata.eu/wiki/The_EU_Knowledge_Graph
14https://www.w3.org/RDF/
15https://www.w3.org/OWL/
16https://www.w3.org/TR/sparql11-query/
17There are three types of nodes – (i) resource; (ii) literal; and (iii) blank nodes – that allow (i) things; (ii)

values; and (iii) as-yet unspecified resources/values to be represented in the KG.
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and relational knowledge. Four relations are primarily used in Wikidata to capture ontological
information between the entities and concepts, namely: “class” (Q16889133), “entity” (Q35120),
“instance of” (P31), and “subclass” of (P279).18

The RDF and OWL standards facilitate the merging and mapping of initially different KGs
– for example, once a resource node of a given KG is resolved as referring to the same entity
E as that of a node in a different KG, work on merging, propagating and/or de-conflicting the
relational knowledge about E from both KGs can be carried out. Notably, two of the largest
public KGs, DBpedia and Wikidata, were partially developed in this manner. In Chapter 3,
we work on mappings to port datasets of RDF triples and their lexicalisations originally from
Freebase and DBpedia into the Wikidata KG. The entities and relations in KGs are tagged with
labels (primarily in English, and occasionally in other languages), and we use these labels (in
the form of x subject , relation , object y triples) as input for QG and QA from KG.

2.5 QG/QA-based evaluation of generated text

Automatic evaluation for generated text in NLG (such as summaries or data-to-text outputs)
has for a long time been based on evaluating the similarity of the generated text (using either
surface or contextual embedding similarity, see Section 2.9 above) against one or more human-
written reference(s). As the capabilities of QG and QA models improved, proposals (Eyal et al.,
2019; Wang et al., 2020) were made to use such models to automatically evaluate the quality of
machine-generated summaries. The intuition is based on the observation that a good summary
should only consist of a subset of the most relevant information in the original document; as
such, there should be some level of correspondence between the questions that can be answered
on the summary as well as on the source document.

In the system proposed by (Eyal et al., 2019), a set of QA pairs that have been defined as
being key in the document being summarised are posed together with the generated summary to
an off-the-shelf QA model; the quality of the summary is then assessed based on the proportion
of the questions that can be answered correctly using the summary. This QG/QA evaluation
paradigm for summarisation was not entirely new, albeit the automation was – work from as
early as the 1990s (Jing et al., 1998; Narayan et al., 2018; Chen et al., 2018) already sought
to evaluate machine-generated summaries by assessing whether human annotators are able to
answer a set of questions from the source document against the summary.

The arrival of pretrained/large language models such as BART (Lewis et al., 2020a) and
T5 (Raffel et al., 2020) brought about further improvements in the capabilities of QG and QA
models and a body of research on QG/QA-based evaluation of summary quality were developed
(Wang et al., 2020; Honovich et al., 2021; Scialom et al., 2021; Fabbri et al., 2022) as well as
extended into other NLP tasks such as for text simplification (Trienes et al., 2024), knowledge-
grounded dialogues (Honovich et al., 2021). It was also extended for evaluating NLG outputs
conditioned on information across domains, such as for evaluating image captions (Lee et al.,
2021) and data-to-text generations (Rebuffel et al., 2021; Zhang et al., 2023b).

Our work in Chapters 4-5 seeks to improve multi-modal QG and QA to aid QG/QA-based
evaluation for data-to-text generation. Prior work by (Rebuffel et al., 2021) created synthetic
multimodal-QA/QG datasets to train the QG/QA models used for cross-modal evaluation of
KG-to-Text outputs. They show that the models can be used to evaluate KG-to-Text generation
models and report better correlations between their measure, the Data-QuestEval metric, with
human judgements of semantic adequacy than existing automatic metrics. Our work, which

18https://www.wikidata.org/wiki/Wikidata:WikiProject_Ontology/Modelling
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Fig. 2.3: Overview of (Scialom et al., 2021) QG/QA-based framework for evaluating the quality
of generated summaries.

extends (Rebuffel et al., 2021)’s, is based on the intuition that a QG/QA-based measure of the
semantic quality of NLG generations should be supported by a set of QG and QA models that
can systematically generate and answer questions across as wide a swath of information in all
modalities to allow a more confident assessment about the quality of generated output.

2.6 Bridging modalities: QG/QA across Text and KG

An area of focus in this thesis (our second research question, see Section 1.1) is the ability to
generate questions based on input from one modality, which can be answered by a context that is
in another modality. Figure 2.4 provides an illustration of this. We refer to these as ‘cross-modal
questions’ here. Bodies of work exist for the text-vision modalities, in visual question generation
(VQG) (Mostafazadeh et al., 2016; Zhang et al., 2017; Krishna et al., 2019), which is the task
of generating NL questions from an image, and visual question answering (VQA) (Antol et al.,
2015; Zhang et al., 2016; Yu et al., 2020), which is the task of answering NL questions over an
image.

With regards to QG, there exists a historical distinction between QG from text and QG from
KG. Due to the fact that information that can be simply expressed in a piece of text might have
to be captured in a KG via multiple relations because of the KG’s schema19, the distribution
of the types and forms of questions likely to be asked from text tend to be different from the
questions likely to be asked from KG, and is especially for complex questions. As a result, this
is reflected in the forms of the questions collected for the QG/QA training data in each of the

19As a simple example, “A is the grandparent of C ” in text might be captured in a KG as (x A , parent , B
y, x B , parent , C y).
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Fig. 2.4: Generating and answering questions from text and from KG. On the top is a snippet
of the Wikipedia page for a city, and on the left is a subgraph of Wikidata corresponding to the
information (entities and relations) mentioned in the text.

modalities, and models trained on such data naturally have a distinction in their distribution
when they come from different modalities. To our knowledge, there was no previous work done
on QG from text with the view that the generated questions would be answered with a KG input,
or vice-versa.

On the other hand, efforts have been made in QA to leverage information from different
modalities to answer a question, and some of such recent methods can easily be applied to
answering questions across modalities. Initial efforts to bridge QA between modalities focused
on supplementing limited KG coverage by extracting relational information from more abundant
texts. For instance, (Fader et al., 2014; Das et al., 2017) leveraged both structured (KB, tables,
lists etc) and unstructured (text) information and used information extraction methods such as
OpenIE (Banko et al., 2007) and UniversalSchema (Yao et al., 2012) so as to employ semantic
parsing- or rules-based KGQA methods. More recent work instead casts structured information
as text to access their knowledge through textual QA methods. (Agarwal et al., 2021) constructed
Kelm as a verbalisation of a large KG (Wikidata) to add to a retrieval LM corpus, obtaining
performance improvements on benchmark QA datasets. (Oguz et al., 2022) obtain improvements
by adding Wikipedia tables and lists to the data mix; they also propose a unified representation of
structured information in a text-like format so that they may take better advantage of pretrained
LMs and LLMs that are trained over large amounts of text. We take a similar approach (Oguz
et al., 2022)’s in our work (see Section 2.3.3).

A closely related but distinct task is the use of inputs from more than one modality to help
with QG or QA (Wang and Baraniuk, 2023; Talmor et al., 2021; Lehmann et al., 2024). IBM’s
DeepQA ODQA system (Ferrucci et al., 2010) is one such example of this for QA; it has gained
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prominence for beating human champions in the long-running Jeopardy! quiz show. In QG,
recent work by (Dong et al., 2024) proposed a GNN-based architecture that seeks to leverage
information from both text and graph to improve the quality of questions generated from data in
WebQuestions (KGQG) and SQuAD (TextQG). While useful for improving either the QG or the
QA task individually, such approaches are not suitable for certain downstream applications such
as fact verification, NLG data-to-text evaluation and tools to aid knowledge graph completion
where it is important to establish what can be asked/answered specifically by the information in
each modality.

2.7 Multilingual QG/QA

Another area of interest in this thesis is the extension of multimodal QG (and QA) into languages
other than English (Chapter 5). Being able to do so helps enable the equitable availability of
NLP tools for populations across the world by allowing access to such tools for speakers of
other languages. Moreover, models that can generate and answer questions in local languages
cater better to the information needs of users. It can also be useful for extending QA-based
evaluations (Section 2.5) into these other languages and provide a means for helping to automate
the verification of generated information.

A key limitation to having such multilingual QG and QA models is the lack of non-English
data for training, which in turn also limits the availability of models for these languages. One im-
portant source of data for KGQA came from the Question Answering over Linked Data (QALD)20

series of annual challenges, but even there the data available numbers in the hundreds21 and insuf-
ficient for training neural network-based models. Additionally, since open KGs such as Wikidata
remain English-centric, the setting we examine has to involve cross-linguality when carrying out
QG and QA in the graph modality. For QA over text, it was only very recently that annotated
multilingual QA/QG datasets (Lewis et al., 2020b; Artetxe et al., 2020) became available and
even then, these datasets were limited in size (and coverage) and mainly useful for evaluating
models only. Furthermore, none of these QA/QG datasets have alignment of QA pairs across
modalities, as well as across languages (besides QALD).

Due to these data limitations, efforts for multilingual KGQA were mainly based on QALD
data and started with rules-based methods using grammars capable of parsing for multiple lan-
guages (Zimina et al., 2018; Perevalov et al., 2023; Pellissier Tanon et al., 2018). Another early
approach added an off-the-shelf (grammar-based) machine translation model to translate NL
questions from other languages into English before using available models for KGQA in English
to answer the question (Ahn et al., 2004). The use of MT, together with advances from neural
network-based models, continues to enable KGQA over unseen languages (Perevalov et al., 2022),
and we leverage it in our work in Chapter 5 as a means to augment the available Russian and
Brazilian Portuguese text-graph aligned data (Section 5.5) for use.

Similar to the advances in QG and QA in English due to the capabilities of pretrained
generative LMs (Section 2.2); recent work – including ours in Chapter 5 use similar multilingual
models such as mT5 (Xue et al., 2021) as well as mT0 and BLOOMz (Muennighoff et al., 2023)
to address the task. Using a similar approach as us in Chapter 5 (Zhang et al., 2023a) verbalise
a multilingual KGQA dataset to utilise textual QA methods for KGQA; their work does not,
however, examine QG, nor cross-modal QA over text and graph.

20https://qald.aksw.org
21The ninth edition of the challenge (Usbeck et al., 2018) provided training data over 11 languages but these

were limited to 408 question-answer pairs in each language.
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On the other hand, QG across languages is a relatively new area of study. To alleviate
the issue of data scarcity, (Riabi et al., 2021) also used a combination of synthetic QG22 and
MT to obtain QA pairs for training cross-lingual QA (i.e. the question and context are in
different languages). However their use of SQuAD and similar datasets (with one question per
context passage) does not provide wide-coverage QG. In an effort to address this limitation (as
well as for more efficient computation), (Ushio et al., 2022, 2023a,b) explored paragraph-level
and multilingual QAG methods in a series of work, but they train only on SQuAD data and
acknowledged that their models are “fine-tuned on questions that require one-hop reasoning only,
so they are unable to generate multi-hop reasoning questions” (Ushio et al., 2023b).

2.8 Data

Since QG is an inverse task of QA (and vice-versa), datasets originally constructed for QA can
be repurposed for QG with relative ease, and the same applies vice-versa. QG models and
approaches (as described above), have been proposed using benchmark QA datasets such as
SQuAD (Rajpurkar et al., 2016) for training. On the KG side, datasets from the long-running
LC-QuAD (Dubey et al., 2019) and, as mentioned above, QALD (Usbeck et al., 2023) KGQA
challenges have also been used for QG.

2.8.1 QG/QA data for KG

As such, our KGQG work in Chapter 3 leverages the SimpleQuestions (Bordes et al., 2015)
dataset that was originally intended for KGQA and became accepted as a benchmark of KGQG
models. SimpleQuestions is a set of 108K natural language QA pairs that were collected by
crowdsourcing. It is based on one-hop triples from the Freebase KG; the questions were collected
by showing crowd workers a single KG triple and asking them to write a question that mentions
the subject and the relation of the triple and which is asks for the object of the triple as the
answer.

Although SimpleQuestions is meaningfully large enough as a starting point for training
neural-based KGQA/KGQA models, the Freebase KG it is based on has not been actively main-
tained or updated since the early 2010s. To update it and increase the diversity of available
KGQG training data, we collected additional NL questions on the one-hop KG triples in the
WebNLG dataset where the semantic content of text and graph are aligned. We did this
through crowdsourcing and asked annotators to write questions asking for the subjects of the
triples as answers, as well as questions doing the same for the objects. WebNLG is the eponymous
dataset used in a series of NLG challenges that started in 2017. The initial version23 contains
9,674 sets of RDF triples that are paired with crowd-sourced texts in English that lexicalise the
triplesets. Each tripleset is paired with between three and seven texts, giving a total of 25,298
texts.

At the same time, we also converted the ZeroshotRE (Levy et al., 2017) KGQA corpus
for use as KGQG training data. This dataset – part of the KILT benchmark (Petroni et al.,
2021) that was intended to evaluate pretrained language models’ ability to answer knowledge-
intensive tasks, is made up of about 160,000 questions that were generated by slot-filling. The
questions were instantiated from 1,192 crowdsourced question templates (e.g., “Where did X

22Using a QG model trained on SQuAD to generate new questions on texts from a different dataset.
23An updated and enlarged version of the WebNLG dataset has been released and was used in subsequent

editions of the WebNLG challenge (Castro Ferreira et al., 2020).
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graduate from? ”, “In which university did X study? ” and “What is X’s alma mater? ”) for 120
Wikidata properties.

2.8.2 QG/QA data aligned across modalities

As we noted in Section 2.6, there is, however, no dataset that is closely aligned for questions,
answers and context over both text and KG, which is vital for work on our aims for cross-modal
Text-KGQG and KGQA in Chapters 4-5. While some work has used distant supervision to
pair KG graphs with text scrapped from the Internet, the approach is approximate and often
results in texts that either add, omit or alter the information contained in the KG graph they
are supposed to serve as lexicalisations of. To resolve this, in our work, we leverage the WebNLG
dataset where the texts are human-written (collected via crowdsourcing) to be aligned with the
information in KG graphs.

Synthetic data Other work has investigated the use of synthetically-generated data with
round trip filtering techniques and shown improved textual QA performance (Alberti et al.,
2019; Puri et al., 2020; Kwiatkowski et al., 2019). (Riabi et al., 2021; Agrawal et al., 2023)
have also examined multilingual synthetic QA/QG data generation. Similarly, we used data
augmentation and round trip filtering to improve generalisation; however, these other works are
aimed at improving textual QA only, unlike ours, which aims to improve multilingual QG and
QA jointly, which is also cross-modal for text and graph while also ensuring wide QG coverage.

While WebNLG is of meaningful size, it only covers a limited set of entities and relations.
The latter is especially important as models often struggle to plug the semantic gap between KG
relation labels and natural language. We therefore include the KELM (Agarwal et al., 2021),
which originally consists of 15 million (Wikidata KG graphs, English texts) pairs. The English
texts were synthetically generated from the Wikidata graphs using a T5 (Raffel et al., 2020)
pre-trained model that was itself fine-tuned on TekGen, a large dataset of (graph, text) pairs
that was created using distant supervision. By using off-the-shelf Text QG and QA models to
generate and answer questions on the texts in WebNLG and Kelm together with filters such
as round-trip filtering (Alberti et al., 2019), we obtain a QG/QA dataset with silver-quality
alignments between questions, answers, texts and graphs. Details on how we do so can be found
in Section 4.2.

2.8.3 Aligned QG/QA data outside of English

On top of the QA datasets (which can be repurposed for QG) mentioned in Section 2.7, the
QG-Bench (Ushio et al., 2022) dataset has been released for use as a benchmark dataset for
evaluating paragraph-level (i.e. generating multiple questions from a single context paragraph)
multilingual and multidomain QG from text. All of these datasets, however, do not possess all
the needed components that are aligned between them (i.e. non-English text that is aligned with
graph, questions and answers over the text and graph).

On the other hand, WebNLG has been expanded into other languages; besides English,
WebNLG has been translated into Brazilian Portuguese (Almeida Costa et al., 2020), German
(Castro Ferreira et al., 2018), Russian (Shimorina et al., 2019) as well four low-resourced lan-
guages Breton, Irish, Maltese, Welsh (Cripwell et al., 2023). Therefore, we leveraged the Brazilian
Portuguese and Russian versions of WebNLG to generate multilingual cross-modal QG/QA data
to use for evaluations in our study in Chapter 5. Since WebNLG only contains pairings of text
and KG graphs, in that work, we rely on machine translation of WebNLG and Kelm together
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with off-the-shelf QG and QA models to produce silver-quality question, answer, text and graph
instances for training our cross-modal cross-lingual models.

2.9 Evaluation

2.9.1 Evaluation for QA

Evaluation for QA is focused on assessing whether a model can identify or produce the correct
answer given the question and context.24 In our first work (Chapter 3), we use Accuracy@1
when we carry out downstream evaluation for QG using QA (Section 2.9.2). This is a measure
that is used in KG embedding-based KGQA systems (Section 3.5.4) that return a list of possible
candidate answers. Accuracy@1 is strict as it only counts the question correctly answered if the
reference answer is predicted as the most probable answer candidate by the KGQA system.

Two other metrics, exact match and token F1, have also traditionally been used in QA
evaluation (Jurafsky and Martin, 2024). Exact match is the percentage of answers produced by
a QA system that exactly matches the gold reference answer in a test dataset, whereas token
F1 is the average amount of token overlap between the predicted and gold reference answer for
each of the questions in a test dataset. These two metrics were, however, developed at a time
when QA technologies were primarily extractive and carried out in one modality, for e.g. QA
datasets (e.g. SQuAD (Rajpurkar et al., 2016)) were constructed by having human annotators
select spans in the text as the answers to questions.

In recent years, QA approaches have evolved towards returning generated answers as models
became increasingly based on pretrained/large language models. In the generative case, models
often give answers to questions that are similar to the gold reference answer and, therefore,
semantically correct. However, the generated answer may not be found exactly in the text (e.g
“Joe Biden” instead of “Joseph R. Biden”), and therefore shares little surface similarity with the
gold reference answer, which results in a lower EM and token F1 scores that do not accurately
reflect the model’s performance. Similarly, in the cross-modal case, the way in which an answer
is lexicalised in text is often different from how it has been captured in the KG label. As such,
the use of contextual similarity-based metrics such as BERTScore has been extended to evaluate
QA systems; in our two subsequent works on cross-modal QG, our approaches rely on generative
QA (Fusion-in-Decoder and MGEN, see Sections 4.5.3 & 5.7.5) for both text and KG modalities
and we use BERTScore for evaluating the correctness of the answers generated.25

2.9.2 Evaluation for QG

Evaluation for QG, on the other hand, is focused at a fundamental level on three main aspects
of the question: (i) its answerability using the input context it was conditioned on, and if the
answer was part of the input, that it is appropriate for the answer; (ii) its semantic adequacy –
in the case of KQGG, whether it appropriately verbalises the information in the KG input, and in
text, whether it reflects the information in the input text and does not add or omit information;
and (iii) its fluency and grammaticality i.e. whether the question is syntactically well-formed
and sounds natural. In this section, we focus mostly on describing the more complex evaluation
protocol required for QG.

24In the case of open-domain QA, which is not the focus of our work, the context is not provided.
25We do measure the exact match and token F1 scores nonetheless as a point of verification and report these

in the appendices, see Appendix C.
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There are, however, different aspects of QG, and depending on the research focus, a more
specific set of evaluation criteria is called for. As an example, efforts focused on generating
challenging multi-choice questions require not only that the question can be answered by the
context, but that the answer candidates chosen must be plausible and potentially semantically
similar amongst them (so as to serve as strong confounds). For our work on KGQG (Chapter 3,
we were also interested in the ability to generate a diverse set of questions in a controllable
manner for a given one-hop triple, and that therefore necessitated evaluating how different a
generated question is from the reference question in our tests sets. For our work on multi-modal
QG for improving QG/QA-based evaluation of data-to-text generation, an important objective is
to generate questions that ask about as many parts of the input text (or KG graph) as possible;
therefore, it necessitated evaluating the semantic coverage of the generated questions. Therefore
in Chapter 4, to verify that our models were generating complex questions as intended, we also
include this aspect in our evaluation protocol for that work.

Some efforts (Gollapalli and Ng, 2022; Wang et al., 2022; Mohammadshahi et al., 2023) have
been made to develop specialised automatic metrics for QG that provide a single numerical
score which captures different aspects expected of good QG; these efforts however often involve
complex processing or workarounds and have yet to reach the ability to produce judgements of
QG quality that is close to par with human judgements. To account for the answerability of
generated questions (that standard surface metrics such as BLEU do not account for), initial work
by (Nema and Khapra, 2018) proposed QBLEU by adding to BLEU an answerability measure
that is approximated by the question having “relevant content words, named entities and question
types and function words”. A learnable weight, tuned on the dataset and tailored for the different
QG tasks of KGQG, text QG and visual QG, is then used to combine the surface-based metric
with the answerability score.

Recent work on a reference-free metric for QG by (Mohammadshahi et al., 2023) use a
question-answering model (UnifiedQA-v2 (Khashabi et al., 2022)) to first extract an answer span
for the question from the context, then a pre-trained RoBERTa encoder that is tuned to predicts
a score of between one and five for the answer span. They report that their metric RQGUE,
which, while surpassing previous work, achieves less than 0.5 correlation (i.e. demonstrating
only correlation that is moderate or less) (Spearman rho and Kendall tau) or less with human
judgements across aspects of grammaticality, answerability and relevance.

As such, a viable evaluation strategy for QG to derive meaningful signal on the quality of
the questions generated could be to use a multi-prong evaluation strategy that directly assesses
the aspect we wish to evaluate. For instance, in our studies, we use combinations of surface-
based and contextualised embedding metrics to assess the similarity of the generated question
to a reference, downstream QA to assess the answerability of the question and, where feasible,
human evaluation to further assess the naturalness and semantic adequacy of our generated
questions. Finally, our work in the last two chapters of this thesis (Chapters 4 & 5) was intended
to improve QG/QA-based reference-less evaluations of data-to-text outputs. The evaluation for
NLG evaluation metrics is usually based on computing how well a proposed metric correlates
with human judgements for the aspects the metric is designed for (e.g. semantic adequacy,
fluency, etc).

It is established practice in the many NLP fields to use automatic measures to assess the
quality of decisions or generations produced automatically, and this applies to NLG as well.
While human evaluations continue to serve as the gold standard for evaluating generated text,
the resources required for executing such evaluations over large amounts of generated text and
across multiple models are prohibitive. Furthermore, it has been shown that, in the face of the
continuously improving quality of machine-generated text, there are limitations to using human
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evaluation protocols to assess the quality of such texts. In their study, (Clark et al., 2021) found
that human evaluators performed poorer than random chance (i.e. 50%) when asked to choose
which of a human-written text and one generated from a large language model (GPT-3 (Brown
et al., 2020)) was written by a human. In our work, we use human evaluations for QG where
meaningful, and use it as a complement to automatic metrics to obtain a more comprehensive
assessment of the quality of the generated questions. In Chapters 4 & 5, we use a form of cyclic
QA consistency measure to derive confident support that our approach leads to improvement
over a baseline. In the following paragraphs, we introduce the automatic metric and human
evaluation protocols we use in our works.

Automatic metrics

BLEU (Papineni et al., 2002) is an established and widely-used metric within the NLG as well
as machine translation (MT) field to assess if the quality of a generated (or translated) sentence
is of good quality. It is based on string matching and approximates the semantic quality of a
generated text by assessing how much of its words are present against that of a reference sentence,
i.e. the precision of generated text. As the metric was initially designed for MT systems, where
early models often generated repeated words, the BLEU metric computes a “modified unigram
precision” where precision count is capped at the “total count of each candidate word by its
maximum reference count”. BLEU can be measured at different n-gram levels from one to
four, with the intuition that matches at higher n-gram levels provide a stronger signal about the
semantic correspondence between the generated text and the reference sentence. It is common to
report the 4-gram (BLEU-4) count when comparing the results of different systems, and we have
done so in our work as well. While the BLEU authors carried out tests conducted that showed
it to correlate well to human judgements of generation quality, there are, however, limitations
in relying on n-gram overlaps to determine the quality of a candidate as it is often unable to
assign a high score to a perfectly acceptable paraphrase of the reference sentence (Zhou et al.,
2006). We ameliorate these by using a suite of other surface-based automatic measures as well
as a contextualised similarity-based measure, which we describe below.

Another similar metric, ROUGE (Lin, 2004), was initially developed for automatically as-
sessing the quality of machine-generated summaries of text but has since been adopted for use
in evaluating other NLG tasks. Similar to BLEU, it is based on string matching and seeks to
identify how much of the generated text can be found in the reference text(s); although ROUGE
differs from BLEU in that it is the ratio of matched n-grams divided by the total sum of the
number of n-grams appearing in the reference(s). This makes it a recall-oriented metric and a
suitable complement to BLEU’s focus on precision. Like BLEU, ROUGE can be measured at
different n-gram levels, and there is also a form that computes ROUGE, the longest common
subsequence between generated text and reference. The latter (ROUGE-L) permits flexibility
in matching, especially when there is paraphrasing (i.e. a smaller n-gram span could reasonably
fall within another larger n-gram span and would have captured similar semantics) instead of a
strict n-gram-level match. When using ROUGE in our work, we report the ROUGE-L form.

METEOR (Banerjee and Lavie, 2005) is another surface-based automatic metric; however,
it seeks to go beyond simple n-gram matching in BLEU and ROUGE by taking into consideration
paraphrases. The metric aligns the words (using exact match, stem, synonyms and paraphrase
matching) against the words found in a reference text. In doing so, the METEOR metric more
closely measures the quality of text in light of variability that can be found in human-written
text.

BERTScore (Zhang et al., 2020) provides an alternative to surface-based automatic evalua-
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tion metrics (BLEU, METEOR and ROUGE); it embeds candidate sentences with a pre-trained
BERT (Devlin et al., 2019) model (or similar models26) and uses the hidden representation from
the model at a given layer to obtain a contextualised representation of the candidate sentence.
This is done by producing token alignments – in a greedy manner to maximise the cosine sim-
ilarity, between the generated text and the reference. The authors report a strong correlation
between BERTScore assessments of semantic similarity compared with human judgements, which
has been broadly verified by subsequent investigations (Hanna and Bojar, 2021; Xiao et al., 2023).
As a result, the use of BERTScore has become widespread in NLG. We use BERTScore in all of
our work in Chapters 3-5.

Human evaluation

QG typically shares a similar human evaluation protocol with those used for other NLG tasks (see
(van der Lee et al., 2019) for a position paper on best practices for NLG evaluation). It usually
involves multiple human annotators (either recruited for their expertise and/or familiarity with
the task being evaluated or through a larger pool of crowd annotators). Evaluation involves
showing the raters the generated question and soliciting a judgement for it for the aspects of
interest (see above). Depending on the task set-up and the QG aspects being evaluated, the input
context and the answer may be shown; generated questions from two or more systems may also be
presented to the rater at the same time. Evaluation is usually done with respect to the generated
questions from a baseline or a competitive QG system and the judgements solicited from the
raters are for gauging whether a proposed model or approach leads to better QG performance
for the aspects being evaluated. In some cases, as we do in Chapter 3, annotators are also shown
a reference question that is available in the dataset and asked to judge the generated question
with respect to this reference. In our case, this was because we wished to understand the ability
of our proposed approach to controllably generate questions that are diverse (i.e. different from
the reference).

These judgements may be collected in a number of ways. Raters could be asked to give a
numerical score to a generated question, e.g. using a Likert scale with integer values or on a sliding
scale with real numbers, with the scores being averaged over all the questions from a given system
and compared to the same for another system to identify the better-performing system. They
could also be presented with the output questions for two or more systems and asked to express
their preference for one; with the system selected the most often deemed the better performing.
NLG systems evaluation with human judgements is prone to their own set of limitations, most
notably bias that may arise from annotators (variance in annotator judgements, rating fatigue,
annotator inconsistencies) or the collection protocol. Recommendations (e.g. (Howcroft et al.,
2020; Schoch et al., 2020)) have been made and are typically taken in the collection procedures to
mitigate these, some of which measures include recruiting qualified raters, presenting the NLG
output to them in an anonymised and randomised order and providing neutral prompts and
example ratings.

Downstream evaluation

Besides using automatic metrics to compare generated text against a reference and human eval-
uation, another evaluation method to assess the quality of QG is to carry out downstream
evaluation. By using question answering with QA/MRC models on the generated questions
and taking their level of answerability, we obtain useful signal about the quality of the generated

26See the spreadsheet on https://github.com/Tiiiger/bert_score for a list of models.
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questions (i.e. if the question can be answered by the QA/MRC model, it informs us that the
generated question quite likely contains sufficient information relevant to obtain the answer). We
use this approach in all of our studies in Chapters 3-5.
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To handle rare entities and generalise to unseen properties, previous work on KGQG resorted
to extensive, often ad-hoc pre- and post-processing of the input triple. In this chapter, we revisit
KGQG – using pretraining, a new (triple, question) dataset and taking question type into account
– and show that our approach outperforms previous work both in a standard and in a zero-shot
setting. We also show that the extended KGQG dataset (also helpful for knowledge graphs
question answering) we provide allows not only for better coverage in terms of knowledge graphs
(KB) properties but also for increased output variability in that it permits the generation of
multiple questions from the same KG triple. Our code and dataset can be found at: https:
//gitlab.inria.fr/hankelvin/wikidataqg
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This chapter is structured as follows: we start with an overview of the work in Section 3.1,
the relevance of the simple QG from KG task, as well as, the reasons for revisiting it and
for it to be controllable. We then go on to describe the data we used for our experiments in
Section 3.2, followed by the description of our approach in Section 3.3. In Section 3.4 we describe
our experimental set-up, which is followed in & Section 3.5 with the results we obtained and an
analysis of the results. Finally, in Section 3.6, we conclude with a summary of our key findings.

3.1 Introduction

Question generation from knowledge graphs (or knowledge graphs question generation, KGQG)
is the task of generating questions from structured database information, typically in the form
of triples representing facts. RDF (Rich Description Framework, (Lassila and Swick, 1999)) is a
semantic web standard for encoding knowledge. In an RDF KB, facts are encoded as triples of
the form ps, p, oq, where s and o are RDF entities (also called resources), and p is a property.

With the rise of large-scale knowledge graphs (KGs) such as Wikidata (Vrandečić and Krötzsch,
2014), DBpedia (Auer et al., 2007), and Cyc (Lenat and Guha, 1993), large amounts of factual
data have become available, which can be used to answer factual questions. In that context,
teaching machines to generate a question from a KG item (question generation from KB, KGQG)
has become an important issue with multiple potential applications. By translating a KG fact
(e.g., x henry_poincaré , birthplace , france y) into a natural language (NL) question
(e.g., Where was Henri Poincaré born? ), KGQG facilitates access to KGs by non-experts. It
could help improve the ability of dialogue models to ask factual questions and support the devel-
opment of tutoring systems that ask the user a series of questions about some KG entity. Finally,
it is useful for creating or augmenting the sets of (KG content, NL question) pairs necessary to
train Question Answering (QA) systems on KGs (KGQA). However the scale of these knowledge
graphs, the high number of rare entities they contain and the lack of NL aliases for KG relations
still leave this task a challenging problem.

The state of the art in KGQG has mainly focused on how to address these rare entity and
unknown relation issues. Typically, the KG input is enriched with lexicalisation information
extracted from the KG (semantic type of the entities, domain and range of the relations) or/and
using distant supervision from comparable KB/NL data (Elsahar et al., 2018; Liu et al., 2019a;
Serban et al., 2016). Delexicalisation has also been commonly used, where KG entities are
replaced with placeholders both in the input and in the output text (see table A.2). The model
is trained on the delexicalised data, and at inference time, post-processing replaces placeholders
with the corresponding values (Elsahar et al., 2018; Liu et al., 2019a; Serban et al., 2016).

Yet even if these approaches have yielded good results, they require extensive, often ad-hoc,
pre- and post-processing techniques to be effective, increasing the complexity of the model. More-
over, these additional methods might not be generic enough to scale up to new databases with
other schema and broader signature. Delexicalisation for instance, which requires matching KG
entities (e.g., Barack Obama) in the input with their corresponding NL mentions in the output
text (e.g., the former President of the United States) may be quite complex and may also result
in incorrect or incomplete delexicalisations when applied to a new KB. Similarly, distant super-
vision is only possible given some comparable data and might only provide partial information.
In fact, (Liu et al., 2019a) notes that (Elsahar et al., 2018)’s distant supervision approach only
provides textual information for 44% of the predicates present in the SimpleQuestion dataset
they use for training. Finally, the presence and coverage of type, domain and range information
that are relevant for the generation of NL questions vary depending on the database and might
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not be sufficient to support the verbalisation of unknown entities or relations (i.e., entities and
relations which have not been seen at training time).

1. Input rdf: x Henri_Poincare , birthPlace ,
France y

qfocus-pos: obj qtype:
which

Output Which country was Henri Poincaré born in ?
2. Input rdf: x Henri_Poincare , birthPlace ,

France y
qfocus-pos: obj qtype:
where

Output Where was Henri Poincaré born ?

Fig. 3.1: Input/Output Examples: 1 and 2 show how the same input triple may map to multiple
questions with different question types.

From around 2019, pretraining and fine-tuning have been shown to be effective for providing
neural models with additional information about the structure of natural language and improving
generative tasks (Dong et al., 2019; Song et al., 2019; Lawrence et al., 2019). In this chapter,
we leverage pretraining to provide a model for KGQG, which requires neither delexicalising the
training and test data nor enriching the KG input with additional information. We use BART
(Lewis et al., 2020a), a Transformer-based encoder-decoder pretrained using a denoising objective
on large quantities of text, and we propose an approach to the KGQG task which differs from
previous work in two ways. First, we use the question type (e.g., what, which, where, when,
etc. see Section 3.2.2) to guide generation. This helps capture the fact that, as illustrated by
Examples 1 and 2 in figure 3.1, a given KG fact may give rise to multiple questions. Second,
we provide a novel dataset for KGQG using Wikidata (Vrandečić and Krötzsch, 2014) as a KG
and deriving (KG fact, question) pairs from three existing datasets, namely, SimpleQuestions
(Bordes et al., 2015), ZeroShotRE (Levy et al., 2017) and WebNLG (Gardent et al., 2017a).
This novel dataset is both more up-to-date (replacing Freebase, which is no longer available with
Wikidata, which has become one of the largest and most prominent collections of open data on
the web) and linguistically richer (contrary to the SimpleQuestions dataset, which maps each
input to a single question, the dataset derived from the WebNLG data allows for a one-to-many
input/question mapping).

We show that our approach outperforms previous approaches in a zero-shot setting for KG
properties and entity types (i.e., for KG facts whose property/entity type does not occur in the
training data); that additional data increases coverage (more KG properties can be accounted
for); and that controlling generation using question type helps improve diversity (one KG triple
can be used to produce multiple questions).

3.1.1 Task and Terminology

Given an RDF triple of the form ps, p, oq, the KGQG task consists of generating an NL question
about the object o (or the subject s) of the triple. Some examples of input and output are shown
in figure 3.1.

We call the questioned part of the RDF triple the question focus, and we refer to the
semantic type of the question focus, which can be extracted from the KG as the question focus
type. We use the term question focus position to refer to the position (subject or object) of
the question focus in the RDF triple.
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3.2 The WkdQG Dataset

To evaluate our approach using the BART model, we created WkdQG, which is the compilation
of three KGQG datasets: SimpleQuestions (Bordes et al., 2015), ZeroshotRE (Levy et al., 2017)
and WebNLG-Q. Its creation was motivated by the lack of standard between the three datasets,
since each one verbalises natural questions based on different knowledge graphs, some not even
maintained anymore. To unify these datasets, WkdQG maps their knowledge graphs and aligns
their natural questions to the Wikidata format (Vrandečić and Krötzsch, 2014), currently one of
the largest and most prominent collections of open data on the web. Moreover, we also enrich the
standardised datasets with additional typing and lexicalisation information that is not present
in the original versions to allow comparison with previous approaches.

In this section, we first describe the creation and content of these three datasets and how they
were mapped to Wikidata. We then explain how these datasets were enriched with additional
typing and lexicalisation information to help guide generation.

# (RDF,Q) # qtype/RDF # RDF # RDF
pairs (avg/min/max) prop. ent.

SQ 53,624 1.0/1.0/2.0 196 62,088
WQ 10,272 2.26/1.0/4.0 184 2,713
ZQ 282,543 1.22/1.0/4.0 120 193,576
TOTAL (union) 346,439 1.19/1.0/4.0 342 247,720

Tab. 3.1: Datasets statistics - 1.

S/O/S&O Vocab. Question Size
Size (avg/min/max)

SQ 0.77/0.20/0.03 16,602 7.96/1.0/36.0
WQ 0.11/0.71/0.18 6,084 10.08/5.0/42.0
ZQ 0.74/0.24/0.01 22,970 8.99/4.0/38.0
TOTAL (union) 0.75/0.22/0.03 30,607 8.86/1.0/42.0

Tab. 3.2: Dataset statistics - 2. (S/O/S&O denotes the proportion of entities occupying the
subject, object or subject as well as object positions of the triples in the data. Vocab. Size is
the number of distinct subword-tokens in the NL question part of the data, Question Size is the
number of word tokens in each NL question.)

3.2.1 (RDF, Question) Datasets

SQ. We transformed the original SimpleQuestions (SQ) dataset (SQ-FB) into its Wikidata
version (SQ hereafter) by mapping its entity pairs into Wikidata using the P646 property (Free-
Base ID). We noticed that a small set of Freebase entities map to more than one entity in
Wikidata; to resolve these subject entity ambiguities we used token overlap with the target
question.27

27For instance, the Freebase entity 08fc1w is linked to two Wikidata entities, Q14798562 and Q153441 as at
January 2022. They have entity labels ‘Margarita Luti’ and ‘La fornarina’, respectively. The entity Q153441 was
selected given its label’s uncased word token overlap with the question in the SQ sample: “What artist created
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Next, we identified the set of all Wikidata properties between each entity pair. The entity
pairs (in Wikidata format) are then grouped by their Freebase property (FB cluster). First,
we consider all the one-to-one relations; if all entity pairs in a Freebase cluster with Freebase
property pifb share the same WKD property pjwkd, we map pifb to pjwkd. If, on the other hand,
not all pairs of the FB cluster are related by the same WKD property,28 we check whether there
exists a Wikidata property shared by at least 75% of the FB cluster. If this is the case, we
assign this Wikidata property to all pairs of the FB cluster. Otherwise, we manually inspect the
set of Wikidata properties associated with the FB cluster to decide whether to keep (assign one
property to the group or from a set of properties for members of the group) or discard the found
Wikidata properties.

This was done first in the forward direction, and then we repeated the process in the backward
direction for the remaining unassigned Freebase entity pairs. Finally, for the remaining entity
pairs without any Wikidata relations between them, we used the Freebase-to-Wikidata property
mappings already found.

We note that in the original corpus, the question focus is always the object of the triple.
When converting from Freebase to Wikidata, it sometimes shifted from being the object of the
RDF triple to being the subject. We ensured that the relevant information in such samples are
appropriately reversed. The final Wikidata RDF triple is represented by the English-language
labels for the entities and property of the triple.

‚ ZQ. Although the ZeroshotRe dataset is already in the Wikidata format,29 its test set
comprises of only RDF triples, whose question focus is missing. For example, the question
‘Which award did Hrant Melkumyan get?’ is paired with the incomplete RDF triple x Hrant
Melkumyan , award received , _ y. To circumvent this, we used SPARQL queries to
retrieve the answer set for these questions in Wikidata. For those with more than one possible
answer, we instantiated new samples in the corpus.30.

‚ WQ. The WebNLG dataset (Gardent et al., 2017b) is another popular data-to-text bench-
mark, with natural language assertions to 3,790 unique RDF triples as well as their combinations.
We collected a data-to-question version of this corpus, comprising 11,664 NL questions to 3,625
(95.6%) of the single RDF triples of version 2.1 of the original corpus.

The questions were collected using the AMT crowdworking platform. Participants were asked
to produce a question for an RDF triple given a question type and a question focus to ensure wide
coverage of such questions, which is our aim for WkdQG. In terms of question focus, they were
given both subject and object parts of the RDF triples to ask for (e.g., x Albennie_Jones
, activeYearsEndYear , 1950 y Ñ Which singer closed out her career in 1950? and x
Albennie_Jones , activeYearsEndYear , 1950 y Ñ When did Albennie Jones’ career
come to a close? respectively) .31

"La Fornarina"? ”
28For example, in the Wikidata KB, the FB property www.Freebase.com/music/artist/origin sometimes map

to the Wikidata relation “place of birth” (P19) and sometimes to “location of formation” (P740).
29We used the version of it that is included in the KILT benchmark (Petroni et al., 2021), publicly available in

the HuggingFace datasets library.
30A small set of 217 of these incomplete RDFs (534 samples) remained without answers (from the time Ze-

roshotRE was created to present, the subject in the RDF no longer holds the property); they are marked “NoAn-
swer” in the dataset and excluded from our experiments

31The question focuses were classified using a coarse-grained set of KG types (Location, Organization, Person,
and Event/Date, Measure, Number as well as an Other category) and mapped to the corresponding question
types from What, When, Where, Which, Who, How many.
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Question type SQ WQ ZQ

What 58.3% 42.3% 57.7%
When ă0.1% 1.0% 3.0%
Where 9.6% 7.7% 1.6%
Which 14.1% 38.3% 20.8%
Who 13.1% 8.5% 15.5%
How many - 2.2% -
Other 4.9% - 1.4%

Tab. 3.3: Distribution of question types in the SQ, ZQ and WQ datasets.

As the WebNLG triples come from the DBpedia knowledge graphs, we mapped their entities
and properties into Wikidata using a process similar to that for the SQ dataset. Details are given
in the appendices. Due to differences in the data models of DBpedia and Wikidata, 412 out of
the 3,625 WebNLG original single triples could not be mapped into Wikidata as their properties
have no or multiple counterparts in Wikidata. Another set of 90 single triples maps into a smaller
set of 45 Wikidata triples.32 As a result, only 10,272 RDF-Q pairs remained in WQ after the
mapping.

3.2.2 Adding typing and lexicalisation information

For all datasets, we enrich each RDF-question pair with question type and the semantic type of
its question focus. This information was obtained from the Wikidata public SPARQL endpoint in
the second half of 2021. For SQ, we also include the additional information released by (Elsahar
et al., 2018).

‚ Question type. SQ, WQ and ZQ contain What, When, Where, Which and Who questions,
whereas WQ also contains quantity-seeking questions (e.g. ‘How many pages is the novel A Long
Long Way?’). We detect these question types with regular expressions/string match.33 Besides
these question types, SQ and ZQ contain ‘inform-me’ questions (e.g. ‘The date of birth of Glyn
Pardoe is? and ‘Name a modern jazz singer.’) and polar questions (‘Is highly refined pirates a
post-rock album?’) as well; in our work, we label these questions as being of the Other type.

‚ Question focus type. For SQ, we use the Freebase entity type information contained in
the version of the original dataset released by (Elsahar et al., 2018) (see Section 3.2.2) to allow
for a comparison with Elsahar et al’s model. For WQ and ZQ, we retrieved the set of Wikidata
supertypes for every entity in the dataset from Wikidata using the ‘instance of’ (P31) and
‘subclass of’ (P279) properties. If an entity has multiple possible supertypes, we select the one
that is the most common across the training split of the dataset for our experiments. Table 3.2
shows some statistics about each dataset, and Table 3.3 about the question type distribution.

32For instance the DBpedia triples x Bacon Explosion , main ingredient , bacon y and x Bacon Explo-
sion , ingredient , bacon y both map to x Bacon Explosion , has part , bacon y in Wikidata.

33First with regular expressions at the start of the question, and if no question type word was detected there,
a fallback to string match inside the question (for embedded questions, e.g. ‘’Name an artist who plays rock
music.’).
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‚ SQ additional information. When comparing our approach with (Elsahar et al., 2018)
on the SQ dataset, we use the additional lexical information they released. This comprises
verbalisations of the RDF property, obtained by distant supervision, as well as the Freebase
semantic type of the RDF entities.34 For SQ instances without such additional information, we
used a special token to represent the missing information.35

3.3 Approach

Instead of enriching the input with NL information as was done in previous work, we leverage
advances in pretraining and use the WkdQG dataset to adapt the BART pretrained model
to KGQG. BART (Lewis et al., 2020a) is a Transformer-based encoder-decoder using sub-word
tokenisation (byte-pair encoding) and was trained using a generative denoising objective on a
combination of news, Wikipedia and books.

In adapting BART for question generation from RDF input, we explore two main options:
one where only the RDF is used as input (Bartrdf ) and another (for the SQ dataset only) where
the RDF input is enriched with the additional NL information provided as a support for the
lexicalisation of the RDF content by (Elsahar et al., 2018) (Bartrdf`nl).

We also explore variants regarding the question type: (Bartrdf ), (Bartrdf,qt) and (Bartrdf,mtl),
which we describe below; Table A.2 in the appendices provide examples of the inputs provided
to each of these models.

‚ Bartrdf . This is a BART model without modification, which takes as input an RDF triple
and a token indicating the question focus position. The RDF is represented linearly in the ps, p, oq
order with a special token separator (‘|’) between each of them.

‚ Bartrdf`nl. This is the same as Bartrdf except that we enrich the input with lexicalisa-
tion information for the RDF property provided by (Elsahar et al., 2018).36 We separate this
additional information from the rest of the input using a special token.

‚ Bartrdf,qt. The input to Bartrdf,qt is the concatenation of the input RDF triple, a token
representing the question focus position, the semantic type of the question focus (e.g., musical
artist, location) and a special control token for the target question type. We separated each of
these four fields with markers in the input. The addition of the question type information is
equivalent to an oracle setting when evaluating on the SQ test set. Our interest in it is motivated
by its usefulness for generating varied questions (see Section 3.5.3).

‚ Bartrdf,mtl. Bartrdf,qt requires that the type of the question that can be generated from
an RDF triple be known (since the question type is part of its input). We also explore a setting
where this requirement is lifted by using multi-task learning where QG is the main task and
predicting the question type is an auxiliary task. The input to both tasks is the concatenation

34The semantic type information for the entities in SQ were obtained by (Elsahar et al., 2018) from the FB5M
version of Freebase using the ‘fb:type/instance’ property.

35As indicated in Section 3.1, Elsahar’s distant supervision approach only provides lexicalisation information
for 44% of the predicates present in SQ.

36For e.g. the RDF x Adler School of Professional Psychology , country , United States of
America y and type information for the question focus, we reused the lexicalisation “is location of” from (Elsahar
et al., 2018) and inserted the entities in their correct argument position to give “United States of America is
location of Adler School of Professional Psychology”.
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of the triple with the question focus position and the question focus type. The model is trained
by minimizing the weighted sum of the loss from the main KGQG task and this auxiliary task.
We found that a 0.3 weight for the auxiliary task and 0.7 for the QG task to perform best.

3.4 Experiments

3.4.1 Training Details

For all our experiments, we used the bart-base model from the HuggingFace transformers
library. The bart-base model has six layers each in its Transformer encoder and decoder blocks
with a hidden size of 768. We used the bart-base tokeniser with a vocabulary size of 50,282 tokens
(having added special tokens for the RDF separator, question and question focus types). We
fine-tune all of the models by minimising the standard cross-entropy loss of the outputs against
the targets. We use the ADAMW optimiser with a learning rate of 0.0002 and a learning rate
scheduler with a linear warm-up of 10% of the training steps. All of the bart-base models were
trained for 10 epochs and tuned on the BLEU-4 score of the development set.

3.4.2 Elsahar’s Model.

We compare our approach with the BART model with (Elsahar et al., 2018), an RNN-based
encoder-decoder model with attention as well as delexicalisation. The model is trained with the
delexicalised output, at inference time, the decoder output is re-lexicalised. In the RDF-only
setting, only information about the RDF (in the form of TransE pretrained embeddings) is
provided to the model. Word-based tokenisation was used, and word tokens were represented
with pretrained 100-D GLOVE embeddings (Pennington et al., 2014b). For the RDF triple,
pretrained Wikidata embeddings released by (Han et al., 2018)37 were used to represent the
elements of the triples.

In the RDF+NL setting, the additional lexicalisation information about the property and the
entities (see Section 3.2.1) is added to the RDF input using separate encoders and GLOVE
embeddings for the lexicalisation part of the input. We used the publicly released code by
(Elsahar et al., 2018), making only changes to load the pretrained Wikidata KG embeddings
and ensuring that their and our decoders are not constrained by a max length in order to allow
comparability.

3.4.3 Automatic Evaluation

To evaluate the models’ outputs, we used the BLEU-4 (Papineni et al., 2002), ROUGE-L (Lin,
2004), and METEOR (Denkowski and Lavie, 2014) automatic metrics. These n-gram-based
measures are widely used as indicators of the surface similarity (BLEU-4 and ROUGE-L) and
paraphrase (METEOR) between a model’s generated output and a reference. We also report
the BERTScore (Zhang et al., 2020) metric, which using a BERT model, provides an indicator
of the embedding-based semantic similarity between output and reference. To ensure direct
comparability between the outputs from the BART model (subword-based tokenisation) and
Elsahar’s (word-based), we applied the MOSES detokeniser on all the models’ outputs and
references, as well as a set of regular expression rules on Elsahar’s model outputs to detokenise
contractions and possessives (e.g. don’t) not handled by the MOSES detokeniser, before scoring
with the automatic metrics.

37http://139.129.163.161/index/toolkits#pretrained-embeddings
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3.4.4 Human Evaluation

We also conducted a human evaluation to assess to what extent the question type control token
and the variability present in the WQ dataset (one triple can be mapped to multiple questions
with different question types) can help generate questions of different types from the same triple.
In this evaluation, we compare our best model trained on SQ only with the same model trained
on all three datasets (SQ, WQ, ZQ). Our hypothesis is that WQ variability will help the second
model learn to generate different types of questions for the same triple. We collect 50 randomly
selected input triples covering different properties from the output of both models. We show the
annotators the input triple, the reference question and the output of the two models, and we ask
them which of the two outputs verbalises the input property best (A: Adequacy); and differs most
from the reference question (D:Difference); is most natural (N:Naturalness) and verbalises the
entities best (E:Entity). A third option is possible for cases where both outputs score similarly.
We measure the percentage of time one model was chosen over the other, taking the majority
agreement between three evaluators.

3.5 Results and Discussion

We first compare our approach with Elsahar’s on SQ considering four settings: with and without
NL information, on seen data (RDF properties present in the test data have been seen at training
time), and in a property zero-shot setting (RDF properties present in the test data have not been
seen at training time). We also examine the seen and zero-shot settings for entity types. We
then examine the impact of the additional datasets, in particular, the WQ dataset, which allows
for the same triple to be mapped to multiple questions with different question types.

3.5.1 With and without additional NL information on Seen data

Table 3.4 shows the results for the standard setting, where RDF properties present in the test
data have been seen at training time.

‚ Pretraining helps bridge the gap between RDF properties and their lexicalisation.
Our approach outperforms Elsahar’s in both settings (with and without additional lexicalisation
information in the input). Moreover, Bartrdf , which uses no additional information, yields
comparable results to Elsaharnl’s model, which uses additional NL information. This indicates
that pretraining and word pieces suffice to bridge the gap between the name of the RDF properties
and the way they are lexicalised in text. It also shows that despite the high ratio of named entities
in RDF triples (the subject and object, which make up two-thirds of an RDF triple, usually are
named entities), delexicalisation (used by Elsahar’s) can successfully be replaced by these two
methods: both pretraining and word pieces help the model generate names that might not have
been seen at training time.

‚ Question type helps improve performance. Whether it is implicitly learned through
multi-task learning (Bartrdf,mtl, Bartrdf`nl,mtl) or explicitly input to the model (Bartrdf,qt,
Bartrdf`nl,qt), informing the model with the target question type improves performance.
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Model B-4 BSc R-L M

RDF-only
Elsahar 34.01 64.85 61.51 32.67
Bartrdf 37.05 69.42 65.12 34.22
Bartrdf,mtl 37.91 69.68 65.20 34.55
Bartrdf,qt 41.95 73.51 71.21 36.78

RDF+NL
Elsaharnl 38.13 68.63 65.48 34.74
Bartrdf`nl 38.38 70.00 65.67 34.87
Bartrdf`nl,mtl 38.10 70.17 65.57 34.73
Bartrdf`nl,qt 42.67 73.78 71.50 37.28

Tab. 3.4: Results on the SQ dataset under a SEEN setting, i.e. no zero-shot constraints (B-4:
BLEU-4, BSc: BERTScore, R-L: Rouge-L and M: Meteor).

3.5.2 Zero-Shot Learning

We used the same cross-validation approach as (Elsahar et al., 2018) to approximate a zero-shot
property setting. Specifically, we split the SQ dataset into 10 folds, with mutually exclusive sets
of RDF properties (no fold contains RDF properties found in another fold) and draw two of
these folds in turn for use as the test set in each cross-validation run. At the start of each run,
we reload the original parameter weights for the pretrained BART model. Following Elsahar,
we repeat the same zero-shot setting on entity types (which is stricter than a zero-shot entity
set-up), taking care to account for the fact that a SimpleQuestions triple in Freebase may have
a different order when mapped to Wikidata.

Table 3.5 includes the mean and standard deviation of the automatic metrics from cycling
through these data splits for a zero-shot property setting. Table 3.6 shows the same but for the
zero-shot entity type settings.

‚ Pretraining outperforms a delexicalisation model whose input is enriched with
lexicalisation information. Regardless of a zero-shot property or zero-shot entity type set-
ting, our approach outperforms Elsahar’s whether or not the input is enriched with lexicalisation
information. Notably, the BART model without NL information (Bartrdf ) performs on par
with Elsahar’s model with NL information (Elsaharnl). This illustrates the capacity of pre-
trained decoders based on subword units to handle unseen units: while the RDF properties of
the test data have not been seen at training time, their subword units probably have been and
can be used by the decoder to generate the corresponding NL expressions. There is, however,
a 10-BLEU point gap between the zero-shot property and zero-shot entity type settings for the
top-performing model (Bartrdf`nl,qt), indicating the importance of lexicalisation data for KG
properties.

3.5.3 Additional data

The main contribution of the extended dataset WkdQG (in particular WQ) is that it helps
generate multiple questions from the same KG triple. In SQ, each RDF is only paired with a
question of a single type as well as a single question focus (either the subject or the object).
Accordingly, a model trained (and evaluated to perform well) on SQ data alone is unlikely to be
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Model B-4 BSc R-L M

RDF-only
Elsahar 14.24 47.94 44.30 24.43

(˘2.48) (˘2.23) (˘2.66) (˘0.92)

Bartrdf 22.63 59.12 53.14 27.02
˘2.85 ˘2.55 ˘2.64 ˘1.35

Bartrdf,mtl 26.63 62.24 56.52 28.91
˘3.03 ˘1.20 ˘2.21 ˘1.19

Bartrdf,qt 28.35 64.40 60.84 30.46
˘3.33 ˘2.98 ˘2.67 ˘1.62

RDF+NL
Elsaharnl 20.54 55.73 51.11 27.32

(˘3.68) (˘2.34) (˘2.96) (˘1.45)

Bartrdf`nl 23.42 59.52 53.74 27.46
˘ 3.38 ˘2.66 ˘2.73 ˘1.39

Bartrdf`nl,mtl 25.25 61.29 55.04 28.27
˘3.35 ˘2.49 ˘2.42 ˘1.34

Bartrdf`nl,qt 28.74 64.18 60.62 30.38
˘3.38 ˘3.27 ˘2.90 ˘1.45

Tab. 3.5: Results on the SQ dataset under a zero-shot setting for RDF properties.

Model Sub-type Obj-type
B4 R-L B4 R-L

RDF-only
Elsahar 29.96 58.46 23.94 53.54

(˘2.10) (˘2.29) (˘4.34) (˘3.23)

Bartrdf 32.90 61.59 30.40 60.05
(˘1.90) (˘1.79) (˘3.09) (˘2.34)

Bartrdf,mtl 33.21 62.11 31.07 60.49
(˘1.50) (˘1.74) (˘2.65) (˘2.33)

Bartrdf,qt 37.30 67.48 35.05 66.11
(˘1.68) (˘1.38) (˘3.03) (˘1.97)

RDF+NL
Elsaharnl 32.92 61.43 28.58 58.42

(˘2.77) (˘1.91) (˘4.48) (˘2.98)

Bartrdf`nl 34.23 62.29 30.96 59.87
(˘2.33) (˘2.28) (˘3.27) (˘3.02)

Bartrdf`nl,mtl 34.32 62.31 31.24 60.13
(˘2.01) (˘1.98) (˘3.23) (˘2.55)

Bartrdf`nl,qt 38.51 68.08 35.76 66.62
(˘1.68) (˘1.51) (˘3.12) (˘2.13)

Tab. 3.6: Results on the SQ dataset under a zero-shot setting for RDF entities (subject/object
for Elsahar, question focus and the other entity in the triple for the BART models).
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able to generate questions of a different form (paraphrased or with a different question type).
On the other hand, although WQ is five times smaller in size, it has a wide coverage of question
types for each RDF in it and there is also variation in the question focus. While the questions in
ZQ were instantiated from templates, and their question focus is all on the object of the RDF,
all of its questions are of a high quality in terms of specificity. We included them in WkdQG
for these reasons.

Using the additional parallel data created with WkdQG, we also explored different ways of
combining it (training on all data or training and fine-tuning) but did not find it to improve
results over training and testing on each of the three datasets (cf. Table A.1 in the appendices)
likely because the datasets have very different properties in terms of question type/input ratio
and vocabulary size.

Model | Metric B-4 BSc R-L M

TestO
Bartrdf,qt 41.95 73.51 71.21 36.78
Bartrdf,qt,wkdqg 41.31 72.63 70.28 36.62
TestA
Bartrdf,qt 26.60 60.15 49.53 29.27
Bartrdf,qt,wkdqg 26.37 59.48 49.29 29.30

Tab. 3.7: Results on the SQ dataset under a SEEN setting. Bartrdf,qt,wkdqg : model fine-tuned
on the WkdQG data. TestA (for alternative) is the SQ test set with a different question type
provided to the model. TestO (for original) is the SQ test set with the original question type.

Choice | Measure D A N E

Bartrdf,qtTest0 14% 12% 18% 2%
Bartrdf,qt,wkdqgTestA 76% 4% 10% 4%
Same 8% 80% 62% 92%
No Majority Vote 2% 4% 10% 2%

Tab. 3.8: Human evaluation on 50 outputs (D:Difference from the reference, A:Semantically
Adequate, N:Naturalness, E:Entity Lexicalisations). For each criterion, the first two lines of
the columns indicate which model is preferred. E.g., Bartrdf,qt,wkdqg’s output is judged more
different from the reference 76% of the time than Bartrdf,qt’s.

‚ Finetuning with varied data permits generating questions with different question
types from the same triple. Using SQ as test set, we show that Bartrdf,qt fine-tuned on
the WkdQG data (Bartrdf,qt,wkdqg) is able to generate questions that are paraphrases of the
reference. We do this by replacing the question type in the input with one for a different but
semantically plausible question type.38

We found that in this setting (TestA), Bartrdf,qt,wkdqg is able to almost always faithfully
generate a question of this new type: the model output only deviated from the provided question

38We used a BERT model to predict the distribution of question types given an entity type and a question
focus position as input. This model is trained on data from the train and development sets of SQ, WQ and ZQ.
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type seven times (out of the 10,725 instances in the test set).39 Tables 3.7 (automatic evaluation)
and 3.8 (human evaluation) show the results of this experiment, and Table 3.10 contain examples
of the generated outputs here. While the automatic metrics show significantly lower scores
for the TestA setting since the question type of the generated questions is different from the
reference, the human evaluation indicates that the Bartrdf,qt,wkdqg model generates questions
with a comparable level of adequacy (A), naturalness (N) and entities (E) than in a TestO setting
but a greater difference with the reference. The agreement among the three annotators was 0.521
(Fleiss’ kappa). This demonstrates that by controlling for the question type and using training
data with greater variability, KGQG models can be used to generate high-quality questions that
differ from the reference.

Model B-4 BSc R-L M

Bartrdf,qt 41.95 73.51 71.21 36.78
-question type 37.73 69.72 65.41 34.51
-question focus 41.43 73.17 70.81 36.54

Tab. 3.9: Ablation Study: each line indicates the (non-cumulative) removal of the corresponding
component from Bartrdf,qton the SQ dataset

3.5.4 Downstream QA Evaluation

We evaluated the utility of our generated varied questions on the performance of two downstream
QA systems – KEQA (Huang et al., 2019) and BuboQA (Mohammed et al., 2018), leveraging the
approach and code of (Han et al., 2020). While we generate questions using Wikidata triples to
enrich the SQ dataset, all of the QA experiments described here use Freebase data. The results
of these experiments are summarised in Table 3.11 here and details are provided in Table 3.12.

Using the same Test_A set as in Section-3.5.3 while leaving the train and development sets
unchanged, we show that simply changing the distribution of the question types at inference
time results in a 3.5% drop in top-1 accuracy (see SQ_w1 and SQ_w2 in Table 3.12).

We were able to reverse this drop in performance on Test_A by using an enriched training
and development set. We do this using the same question type prediction model above,40 and
using the obtained set of plausible question type tokens as controls for the BART model, we
generated the set of paraphrased questions of (different question types) for each SQ sample.

We also show that this enrichment approach enables robust QA performance – in the face of
a shift in the distribution of the question types in the test data. The same models trained on
the enriched training and validation set perform as well on the original test set (i.e. Test_O in
Section-3.5.3, compare (SQ_o+e:SQ_o and SQ_w3:SQ_w0). Consistent with the findings
of (Liu et al., 2019a), we find that enriching the training data with generated questions leads to
a minor decline (« 0.5 percentage points) in top-1 accuracy.

39In all seven cases, the new question type provided to the model was ‘Other’, and the generated questions
were of the ‘What’ (4) and ‘Which’ (1), and ’Where’ (2) types.

40Except that, instead of picking a single question type for each sample, we returned the set of all possible
question types capped at four (including the original).
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SimpleQ Sample

1. Reference what category of celestial object is 7624 gluck
(O) Input x 7624 Gluck , instance of , asteroid y, WHAT, AN-

SOBJ, category
Generated what type of celestial object is 7624 gluck

(A) Input x 7624 Gluck , instance of , asteroid y, WHICH, AN-
SOBJ, category

Generated which type of celestial object is 7624 gluck

2. Reference what is maurizio calvesi’s profession
(O) Input x Maurizio Calvesi , occupation , cinematographer y,

WHAT, ANSOBJ, profession
Generated what is maurizio calvesi’s profession

(A) Input x Maurizio Calvesi , occupation , cinematographer y,
OTHER, ANSOBJ, profession

Generated is maurizio calvesi a cinematographer or a technician

3. Reference who was born in compton
(O) Input x Clarence Duren , place of birth , Compton y, WHO,

ANSSUBJ, american football player
Generated who was born in compton, queens

(A) Input x Clarence Duren , place of birth , Compton y,
WHAT, ANSSUBJ, american football player

Generated what former football player was born in compton, illinois

Tab. 3.10: Examples of the outputs of Bartrdf,qt(O) on TestO compared with those of
Bartrdf,qt,wkdqg on TestA for the same sample (except for a different question type provided
to the model). In boldface are the question-type markers provided to the model.

3.5.5 Ablation

We also performed an ablation study using the SQ dataset (cf. table 3.9) and found that removing
the question focus from the input has limited negative impact (-0.52 BLEU-4) but that removing
the question type control token leads to a strong decrease in performance across all automatic
metrics (-4.22 BLEU-4). This indicates that the benefits brought about by pretraining, through
knowledge about the question focus embedded in the model, are limited relative to question type
information, at least for the goal of generating questions faithful to the type in the reference.

3.6 Conclusion

To summarise, for the work in this chapter, we revisited the task of KGQG and introduced a
novel approach of generating questions from KG triples using a fine-tuned large language model,
without the ad-hoc processing and reliance on complicated-to-update KG embeddings required
of prior work. Experimental evidence on WkdQG revealed that pretraining and question type
control contribute to improved performance both in a standard and in a zero-shot setting. We
investigated the capacity of the BART model and extended dataset to generate questions whose
type is distinct from that of the gold truth, and found that it leads to better or similar quality
questions of varied types in our human evaluation. Additionally, we quantified the decline in
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Model OOO OOA EEA EEO
BuboQA Acc @ 1 85.12 81.42 85.08 84.57
KEQA Acc @ 1 86.85 81.15 83.79 86.44

Tab. 3.11: Results of QA systems with and without questions generated with our approach. The
column headers denote the train-dev-test set compositions. O denotes original, A alternative
and E enriched sets of questions.

Split/Model SQ_o SQ_o+e SQ_w0
Train O, (75,722) O+E, (173,063) O_w, (37,521)

Dev O, (10,815) O+E, (24,664) O_w, (5,360)

Test O, (21,687) O, (21,687) O_w, (10,726)

BuboQA Acc@1 74.63 74.03 85.12
KEQA Acc@1 75.30 74.76 86.85

Split/Model SQ_w1 SQ_w2 SQ_w3
Train O_w, (37,521) O_w+E, (149,710) O_w+E, (149,710)

Dev O_w, (5,360) O_w+E, (21,380) O_w+E (21,380)

Test O_w-A, (10,726) O_w-A, (10,726) O_w (10,726)

BuboQA Acc@1 81.42 85.08 84.57
KEQA Acc@1 81.15 83.79 86.44

Tab. 3.12: Results of QA system performance on SQ with and without generated varied questions
in the train, dev and/or test sets. In the table above, O denotes the use of original SQ questions,
E denotes enrichment (of O) with generated varied questions in train and dev, A denotes a
question of an alternative (to O’s) question type for each sample in the test set. _w denotes
the set of SQ samples successfully mapped to Wikidata. In brackets are the sizes of the dataset
splits.

current QA systems’ performance at inference time when the question type distribution is shifted
from that seen at training, and showed that by enriching the training data with the set of possible
questions generated by our approach, these systems’ performances are restored.
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In the previous chapter, we focused on the controllable generation of simple questions using
a single RDF triple as input. Seen alongside already existing methods for generating questions
from either text or from KG, we could envision approaches that are able to generate questions
on information that reside in either modality. Contemporaneously, methods (Scialom et al.,
2021; Rebuffel et al., 2021) that combine and leverage both QG and QA systems were showing
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promise for use to verify the contents of two inputs (notably for text summarisation and data-
to-text generation). However, while both text and KG may be used to answer a question, most
existing QA and QG models were designed to work only on a single modality and on either
simple or complex questions, rarely both. For this chapter, we introduce a multi-task model that
can generate and answer questions from both KG and text input modalities. The model has
wide coverage and handles both simple (one KG fact) and complex (more than one KG fact)
questions. Extensive internal, cross-modal and external consistency checks and analysis of the
quality of the generated questions show that our approach outperforms previous work. Our data
and modelling also lead to improvements in downstream tasks, including a better performance
with fine-tuning Open-Domain QA architectures and better correlation with human judgments
than the Data-QuestEval metric, which was previously proposed for evaluating the semantic
adequacy of KG-to-Text generations. They, however, did not provide a systematic evaluation
of their models; so we have provided a detailed evaluation of our model and compare it against
theirs. We also examine how using our model – instead of (Rebuffel et al., 2021)’s original,
impacts the Data-QuestEval metric’s correlations with human judgments.

In this chapter, we outline rationales for building multimodal QG-QA in Section 4.1 and
the key challenges to being able to do so. We then give in Section 4.2 a high-level overview of
our proposed approach for the task, followed by a discussion on the data we used. Details of
how we approach the modelling of the task are in Section 4.3. Section 4.4 contains details of
our experimental set-up, including the baseline we compare with, as well as how we evaluate our
model against it. This is followed by our results and analysis in Section 4.5, before we summarise
our findings and highlight our conclusions in Section 4.6.

4.1 Introduction

Previous work on question generation (QG) and question-answering (QA) mainly focused on a
single modality such as Natural Language (NL) (Lyu et al., 2021), Knowledge Graphs (KG) (Hu
et al., 2019) or images (Shah et al., 2019). Although QG and QA should be able to operate
consistently across semantically equivalent sources regardless of their modality, previous work
is hampered by the lack of large-scale aligned cross-modal QA-QG data that also ensures wide
QG coverage. As argued in (Rebuffel et al., 2021), such cross-modal QG-QA models can also
be used to assess semantic consistency between KG and Text in KG-to-Text generation (i.e.
Do questions on the generated text yield the same answer on the input graph and vice-versa?).
Finally, cross-modal KG/NL models are key for interacting with KGs in natural language.

One key challenge to building multimodal QG-QA, however, is the lack of annotated QG-QA
data aligned between modalities available for training and evaluation of such models. Further-
more, to be useful for RDF-to-Text output evaluation, a multimodal QG-QA approach has to be
robust to surface variations since the answer to a question likely has different surface forms in the
input graph and the output text. Its QG and QA also have to be cross-lingual so that questions
from multilingual texts can be generated and answered from English-centric KGs. Additionally,
the set of questions generated for a given (graph, text) pair should be sufficiently large, and the
model(s) should also perform QA with accuracy and consistency so as to be able to provide a
fair assessment of the semantic consistency between graph and text.

Building on datasets pairing KG graphs with text, we develop a multitask, KG/NL model
(QTT) that, given a text in English or a graph from the Wikidata KG, can generate and answer
simple and complex questions across the two modalities.

We evaluate the model in terms of QG coverage and internal, cross-modal and external QA
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consistency. We also examine the quality of the generated questions using human evaluation.
The results show that our approach outperforms previous work across the board. We further
demonstrate that our approach also brings improvements to two downstream tasks, namely,
better performance with fine-tuning Open-Domain QA architectures and better correlations with
human judgements when used for the Data-QuestEval metric (Rebuffel et al., 2021). Our code,
data and pretrained models are available at https://gitlab.inria.fr/hankelvin/quartet_
qgqa.

4.2 Method and data

Our approach comprises the creation of graph-text aligned QG-QA datasets covering simple and
complex questions (Section 4.2); and multimodal, multi-task training of a generative QG-QA
model (Section 4.3) – we call this model QTT for the number (4, or QuarTeT) of its main
fine-tuning tasks.

To train our QTT model, we derive a dataset of pg, ag, t, at, g1, nf, qq tuples from two existing
datasets pairing KG triples with their natural language verbalisations, Kelm (Agarwal et al.,
2021) and WebNLG(Gardent et al., 2017a).41 (see Chapter 2).

Our training data is derived from Kelm and WebNLG in three steps. First, we create
pg, ag, t, at, g

1, nf, qq tuples by applying text-based QG and QA on the texts and heuristically
aligning text answers with the corresponding graph answers – we call the resulting datasets
Q-KELM and Q-WebNLG0. Second, we use Q-KELM to train two general multimodal QG
models. Thirdly, we apply those models to WebNLG and add to Q-WebNLG0, thereby ex-
tending the coverage of the data for training QTT. Figure 4.1 illustrates the process, and we
describe the three steps below.

4.2.1 Associating Graphs and Texts with Questions and Answers (Step 1)

Given pg, tq, which is an instance of any aligned KG-to-Text dataset, we create synthetic Multi-
modal QG-QA Data by: (i) generating a question q from t using text-based QG; (ii) extracting
the text answer at using QA to obtain pt, at, qq;42 and heuristically aligning at with the cor-
responding graph answer ag. To improve quality, we filter out any questions that QA found
unanswerable, or whose text answer cannot be aligned with a graph entity. We also heuristically
align each generated question with the matching subgraph g1 Ď g and label it with its size nf i.e.,
the number of facts each question denotes. The size information permits distinguishing between
simple (SQ) and complex (CQ) questions which allows us to take a differentiated approach in
Step 2 and generate more QA-QG data. Further details about the implementation details for
these steps can be found in Appendix B.2.1.

Our filtering above of unanswerable questions, however, comes at the cost of question coverage
– when our full data generation procedure is applied to WebNLG, only 2,044 CQs remain
(Table 4.2). Nonetheless, we keep these (as stated earlier, we call this set Q-WebNLG0) to have
as wide coverage as possible.43 Applying the procedure on Kelm, we get much larger sets of SQs

41In WebNLG, the graphs are from the DBpedia KG. Here we use a version where some of the DBpedia graphs
have been mapped to Wikidata (Han et al., 2022), or else removed of underscores and camelcase to align with
the Wikidata format.

42In our work, we used t5-base-e2e-qg, a T5-base QG model fine-tuned on SQuAD 1.0 data and the deepset
RoBERTA-based QA model fine-tuned on SQuAD 2.0.

43This was not necessary for SQs since SQ-Gen in our next step (3) generates SQs across varying qtype and
facts.
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Fig. 4.1: Procedure for generating Q-WebNLG.

and CQs, which we call SQ-KELM and CQ-KELM, and which together form Q-KELM. Some
examples of Q-KELM instances are in Tables 4.1 . Table 4.2 shows the sizes of the intermediate
datasets resulting from this step.

4.2.2 Training QG Models on Q-KELM (Step 2)

We use Q-KELM to train two multimodal QG models, one (SQ-Gen) fine-tuned on SQ-KELM
for simple questions and another (CQ-Gen) tuned on CQ-KELM for complex ones. Both are
based on the T5-base public checkpoint, and are able to generate questions from text and from
graph.

Using a set of textual prompts (see Table 4.3) at the start of the input sequence to train the
CQ-Gen model allows us to controllably generate a complex question from input of the form
pX, aX , atype, nfq. Here, atype is the semantic type of the answer entity detected by ELQ (Li et al.,
2020) or Duckling44; it is retrieved from the 2021-12-29 Wikidata RDF dump (for entities) or
the prediction from Duckling (for values). atype is added to improve QG. SQ-Gen is similar to
CQ-Gen except that the question type (qtype) is used in the input to increase the number and
variety of the generated questions (see Table B.2 in Appendix B.2.1 for the textual prompt used
here).

44https://github.com/facebook/duckling
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KELM

Instance Description Example

Graph g ‚ g: a Wikidata graph xJNR Class DE15, subclass of, diesel-hydraulic locomotivey,
xJNR Class DE15, instance of, locomotive classy,
xJNR Class DE15, manufacturer, Kawasaki Heavy
Industriesy,
xJNR Class DE15, service entry, 00 1967y

Text t ‚ t: an English text generated from g The JNR Class DE15 is a diesel-hydraulic locomotive class
made by Kawasaki Heavy Industries, which entered service
in 1967.

Q-KELM

Instance Description Example

Text (CQ)
pt, q, atq

‚ q: generated from t using Text QG
(Step 1)

What is the name of the diesel-hydraulic locomotive class
made by Kawasaki Heavy Industries?

‚ at: answer derived from pt, qq using
Text QA (Step 1)

JNR Class DE15

Text (SQ)
pt, q, atq

‚ q: generated from t using Text QG
(Step 1)

When did the JNR Class DE15 enter service?

‚ at: answer derived from pt, qq using
Text QA (Step 1)

1967

Graph (CQ)
pg1, q, agq

‚ g1 Ď g: a graph of g heuristically
aligned with q

xJNR Class DE15, subclass of, diesel-hydraulic locomotivey,

xJNR Class DE15, instance of, locomotive classy,
xJNR Class DE15, manufacturer, Kawasaki Heavy
Industriesy

‚ q: generated from t using Text QG
(Step 1)

What is the name of the diesel-hydraulic locomotive class
made by Kawasaki Heavy Industries?

‚ ag : graph answer i.e. entity in g1

heuristically aligned with at ‚

JNR Class DE15

Graph (SQ)
pg1|1|, q, agq

‚ g1|1| P g: a graph of g, of size one xJNR Class DE15, service entry, 00 1967y

‚ q: generated from t using Text QG
(Step 1)

When did the JNR Class DE15 enter service?

‚ ag : graph answer i.e. entity in g1|1|

heuristically aligned with at

00 1967

Tab. 4.1: Q-KELM Dataset. For each pg, tq pairs in the filtered version of Kelm (see Sec-
tion 4.2), QA pairs are created for both t and g1 Ď g. The question q is generated from t,
heuristically aligned with the corresponding graph g1, and both the text and the graph answer
are extracted from t and g1, respectively.

# Facts Q-KELM Q-WebNLG0 QTT-Data

1 544,464 – 19,467
2 341,082 1,858 61,346
3 234,170 175 25,170
4 22,607 11 13,918
5 7,031 - -

TOTAL 1,149,354 2,044 119,901

Tab. 4.2: Data Statistics. Number of questions in the QA datasets; nf : the size of the question
(no. of facts). Training multimodal QG models on Q-KELM and applying them to WebNLG
drastically enlarges the Q-WebNLG0 training data.
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Modality

Text Input generate 1 complex question of 2 facts from text [ANS] 1988 [Sp2] value
duration | value distance [INP] Peter Vermes represented the United
States, where he began his career in 1988 and ended it in 1997.

Target cq 1 2 text[ANS] 1988 [QST] When did Peter Vermes begin representing
the United States?

Graph Input generate 1 complex question of 3 facts from rdf [ANS] SoundApp [Sp2]
software [INP] [SUB] SoundApp [PRP] instance of [OBJ] Software [SUB]
SoundApp [PRP] operating system [OBJ] System 7 [SUB] SoundApp
[PRP] license [OBJ] Freeware

Target cq 1 3 rdf[ANS] SoundApp [QST] What is the name of the freeware
software program for the operating system of System 7?

Tab. 4.3: CQ-GEN Examples of inputs and targets for complex questions training instances, for
text and for graph. [ANS], [INP], [QST], [Sp1], and [Sp2] are special tokens we use to demarcate
parts of the input/target. [SUB], [PRP] and [OBJ] are used in graph inputs to demarcate subject,
property and object elements of a triple.

4.2.3 Extending Q-WebNLG0 (Step 3)

By applying the controllable QG models from Step 2 to WebNLG, we can extend Q-WebNLG0

from Step 1. This gives us the final training data for QTT, and we call it QTT-Data.
Our QG models (CQ-Gen, SQ-Gen) generate a question given a context and an answer.

Hence, a set of answers must first be selected from the context. For a given X in WebNLG, we
use the same answer selection method as (Rebuffel et al., 2021). For g, the set of possible graph
answers is comprised of the subjects and objects in g. For t, it is the set of named entities (NEs)
and noun phrases (NPs) detected in t using the spacy package.

For SQs from graphs, we follow our previous work on SQ generation from RDF triples (Han
et al., 2022) and use the qtype prediction model, which returns the set of plausible qtype for an
answer given its position in the triple and its semantic type.

Finally, we add an answerability+consistency filter on the generated questions by posing
them to two QA models45 and keep only questions where both QA models return an answer
which (i) has a confidence score ě 0.7, and (ii) shares at least a token overlap with the other
model’s answer and with the answer used to condition QG.

In sum, by iterating over possible answers, nf from 1 to 4, and qtype for SQ-Gen, our con-
trollable approach to QG drastically increases the number of generated questions. A breakdown
of QTT-Data’s composition can be found in Table 4.2, and the number of questions associated
with the various input and nf size is shown in Table 4.5 .

4.3 QTT, a multimodal QG-QA Model

Our model (QTT) is trained in a multi-task manner to handle both QA and QG. It is based on
the T5-small checkpoint (60.5M parameters), allowing for direct comparison with (Rebuffel et al.,
2021). We fine-tune on QTT-Data using four main and four auxiliary tasks, all of which are

45The deepset QA above and one based on DeBERTaV3 https://huggingface.co/deepset/
deberta-v3-base-squad2.
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WebNLG Data

Graph rAs xAkita Museum of Art, floor count, 3y

rBs xAkita Museum of Art, opening date, 2013-09-28y

rCs xAkita Museum of Art, address, 1-4-2 Nakadoriy
rDs xAkita Museum of Art, floor area, 3746.66 (sqm)y

Text
rEs The Akita Museum of Art at 142 Nakadori has 3 floors with a total area of 3746.66
square metres and was inaugurated on 28th September 2013.

QTT Data

X = graph rBs, rCs

aX = g ent Akita Museum of Art

Complex Questions
{What museum opened in 2013-09-28 in Nakadori? What is the name of the

museum that opened in 2013-09-28 in Nakadori?}

X = graph rBs

aX = g ent 2013-09-28

Simple Questions
{In what year was the Akita Museum of Art opened? Which year was the Akita

Museum of Art opened?}

X = text rEs

aX = t span {The Akita Museum of Art}

Complex Questions
{What is the name of the museum that has 3 floors with a total area of 3746.66

square metres?}

X = text rEs

aX = t span {2013}

Simple Questions
{What year was the Akita Museum of Art inaugurated? Which year was the

museum inaugurated?}

Tab. 4.4: QTT-Data instances derived from WebNLG Data. Enclosed letters refer to the
triple/text above.

Text Graph

nf avg/min/max # Qs avg/min/max # Qs

1 2.9 / 1 / 7 10,205 2.9 / 1 / 10 9,262
2 2.2 / 1 / 9 52,517 1.6 / 1 / 11 8,829
3 1.5 / 1 / 6 17,734 1.9 / 1 / 17 7,436
4 1.4 / 1 / 6 8,841 1.9 / 1 / 21 5,077

Tab. 4.5: QTT Data. Average, minimum and maximum number of questions for text and
graph inputs of size nf (the size is the number of facts matched by the question)

cast in a sequence-to-sequence manner. Using a single Nvidia A40 GPU, it takes approximately
20 hours to fine-tune QTT. The four main and four auxiliary tasks are:

‚ QG from text/graph Given (X, aX , nf), generate a set of questions Ñ́q . We obtain this
set by first gathering together questions in QTT-Data that were generated from a given context
X, and which share the same size nf and answer, and then adding to these the questions
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Fig. 4.2: Fine-tuning tasks used for QTT.

generated from other "smaller" pieces of contexts (whose information is fully contained in X),
and also sharing the same attributes (nf and answer). This gathering process is detailed in
Appendix B.3.1.

‚ QA from text/graph Given (q,X), generate an answer âX . We leverage sets of pX, aX , qq
from QTT-Data for training these tasks. Additionally, to maximise the use of the data for
training QA, we also associate questions answerable by a text t to larger pieces of text that se-
mantically contain t (details in Appendix B.3.1). To allow QTT to abstain from an answer if the
question cannot be answered from the context, we use two strategies (details in Appendix B.3.1)
to generate negative unanswerable (q,␣X) pairs.

‚ KG-to-Text/Text-to-KG These auxiliary tasks consist in either verbalising a graph or
deriving a graph from a text. We instantiate each of the WebNLG graph-text pairs as training
instances.

‚ Entity typing on graph/text These auxiliary tasks combine entity detection and typing.
Given a context X, the task identifies the entities/values mentioned in X, and their semantic
types. We use BLINK (Wu et al., 2020), Duckling and Wikidata to obtain the target information
for the tasks.

54



4.4. Experiments

As the number of instances varies across QTT-Data, we upsampled between modalities and
tasks to balance them. Details of each task and upsampling can be found in Appendices B.3.2
and B.3.1. Also, when the input is a graph, we linearise it using the same format for data-to-text
tasks in the GEM benchmark (Gehrmann et al., 2021). During training, we use cross-entropy
loss as the objective. At inference, we generate with greedy search.

4.4 Experiments

We compare QTT to the original models (DQE, hereafter) used in the Data-QuestEval metric
(Rebuffel et al., 2021) in terms of QG coverage, QA accuracy and consistency as well as perfor-
mance in two downstream tasks. In the following, we describe DQE, our evaluation data and
methodology.

‚ Baseline: the DQE models DQE comprises four T5-small (Raffel et al., 2020) models
fine-tuned for QG-QA from graph and text. For text, their QA model DQE-TextQA46 was fine-
tuned on SQuAD 2.0 and the QG model DQE-TextQG47 on SQuAD 1.0. For graphs, both their QG
DQE-KGQG48, DQE-KGQA49 and QA models were fine-tuned on a synthetic QG dataset of (g, ag, q)
triples created by applying DQE-TextQG to a (g, t) corpus.

4.4.1 Evaluation data

We reserved the test part of WebNLG, which comprises 1,779 (graph, text) instances, for
evaluation. The parallel (g, t) data here ensures that a question can be answered using graph or
text, allowing us to check the models’ cross-modal consistency (Section 4.4.3). We apply both
DQE and our model to the test set and generate questions for every graph and text.

4.4.2 Evaluating QG Coverage

We compare the coverage of QTT against DQE by measuring the number of unique questions
they each generated on the WebNLG test set. We also compare the semantic coverage of the
questions using BERTScore (BSc) (Zhang et al., 2020), by taking one model’s question for a given
entry as prediction and the other’s generated questions for the same entry as multi-references.
This is repeated with both approaches swapped. The intuition is that if approach A scores higher
with approach B’s questions as references than vice-versa, A’s questions are "contained" in B’s,
and conversely, B has wider semantic coverage.

4.4.3 Evaluating QA Consistency

In what follows, we refer to aX , the answer used to condition the generation of qX , as the
ground truth (GT) or the reference answer. We use âX to denote a generated answer. For a
given question, âX is the answer derived from modality X and âX 1 is from modality X 1. We use
superscripts (e.g. âAX and âBX) to distinguish answers generated by different models for the same
question q and input context X.

46https://huggingface.co/ThomasNLG/t5-qa_squad2neg-en
47https://huggingface.co/ThomasNLG/t5-qg_squad1-en
48https://huggingface.co/ThomasNLG/t5-qg_webnlg_synth-en
49https://huggingface.co/ThomasNLG/t5-qa_webnlg_synth-en
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Fig. 4.3: QA Accuracy. Bold lines denote QA comparisons within/between modalities and/or
approaches. Dotted arrows indicate the context X or X 1 that the question (qX) is posed against
to obtain the answers.

Accounting for the various ways in which a question can be answered (i.e. aX , âX , âX 1), we
evaluate the quality of multimodal QG-QA models by computing three consistency metrics.50

Internal Same-mod (GT) compares the generated answers âX against the reference answers aX ,
indicating the approach’s self-consistency. Internal X-mod (GT) compares the ground truth
aX with the answer derived from the other modality âX 1 . Finally, Internal X-mod (Gen Ans)
compares âX 1 and âX , the answers derived from each modality.

We also investigate QA across approaches, allowing an external indication of each’s QG-QA
capabilities. Here, we examine the two answers that can be generated by approach B (âBX and
âBX 1) when given qAX , a question generated by A. We do this on three levels: (i) X-Appr Same-
mod (GT), by comparing âBX against aAX on the same modality that qAX came from; (ii) X-Appr

50QTT and DQE generates differing numbers of questions for a given X; to ensure a fair evaluation, when an
Approach A generates more questions for X, we randomly sample from its set as many questions that Approach
B generates for X.
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X-mod (GT) comparing B’s generated answer with the reference answer across modalities (i.e.
âBX 1 vs aAX); and (iii) X-Appr X-mod (Gen Ans) where âBX 1 is compared against âAX . A graphical
overview of these QA consistency comparisons can be found in Figure 4.3.

4.4.4 Downstream: QA with FiD

For another external verification of QTT’s (and DQE’s) QG, we conducted experiments with
Fusion-in-Decoder (FiD) (Izacard and Grave, 2021). We use a checkpoint51 that was trained on
TriviaQA (Joshi et al., 2017) as the questions there are factual in nature, i.e. compatible with
the texts in WebNLG. To investigate the quality of QTT-Data, we also fine-tune the same
FiD checkpoint using either QTT-Data or DQE’s training data and use these for QA.52 Similar
to X-Appr Same-mod (GT) above, we compare âBX against aAX , except that B, in this case, is a
given fine-tuned (or not) FiD QA model while A is DQE or QTT. Though such a setting gives
upper-bound FiD scores,53 the differences in scores – when varying fine-tuning data and QG –
independently validates QTT’s QG vs DQE’s and QTT-Data too.

4.4.5 Downstream: Data-QuestEval metric

Since DQE was originally used in the Data-QuestEval metric, we also compare the correlation of
the resulting Data-QuestEval metric with human judgements when DQE is replaced with QTT.
For this, we compute the correlations with the judgements collected on 2,007 outputs from 9
participating systems in the WebNLG Challenge (Gardent et al., 2017b). Following (Rebuffel
et al., 2021), we compute Pearson’s r , but also report Spearman’s ρ.54

4.4.6 Evaluation settings

The following describes and explains the settings for our evaluations.

‚ Answer selection for QG inference To have a direct comparison with (Rebuffel et al.,
2021)’s models, we follow their use of the spacy pipeline for answer selection on t (see Sec-
tion 4.2.3), and report results with this setting in Sections 4.4 and 4.5. However, this approach is
noisy and often segments NEs with nouns or NPs (e.g., ‘English’ being extracted from ‘English
Without Tears’), leading to ill-formed questions. We trained an answer selection model for texts
(see Appendix B.3.2) using QTT-Data, ensuring that the answers for QG are meaningful spans
in t. We conducted our ablation experiments and human evaluation (Sections 4.5.4 and 4.5.5)
using this answer selection method for text.

‚ Automatic metric Following (Rebuffel et al., 2021), we use BERTScore (BSc) for evalua-
tion to address the restrictiveness of token F1 for cross-modality QA. We use the same settings,
except the following for a clearer analysis: (i) BScs were rescaled against the official BSc baseline
for a wider spread, (ii) “unanswerable” strings were set to an empty string to avoid non-zero BSc
for these and "over-counting" them, and (iii) lowercasing.

51https://dl.fbaipublicfiles.com/FiD/pretrained_models/tqa_reader_base.tar.gz
52Here, when the context is a graph, we use the linearisation scheme from (Oguz et al., 2022) to utilise FiD for

KGQA.
53i.e. the information to answer the question is in a single document and this gold document is being provided

to FiD.
54The latter may be appropriate since the system outputs for the WebNLG 2017 challenge evaluation were

selected to cover a spread of automatic scores and are therefore unlikely to be normally distributed.
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‚ Self-consistency filter Since both QTT and DQE are trained on synthetic data, some
generated questions may be ill-formed and pose an impact on QA. We, therefore, filter from both
QTT and DQE the questions: (i) which cannot be answered from their source context; or (ii)
whose generated answer âX has a BSc < 0.7 when compared against the reference aX . We focus
our analysis for QA Consistency and the Downstream Evaluations on the results after filtering
as this is the upper bound of the approaches’ performance; the impact of removing this filter is
included in our ablations (Section 4.5.4). For congruence with our QG Coverage analysis, if the
filtering will leave a given approach A – and therefore B as well – with no QA pairs (i.e. no
coverage), we keep one QA pair for A.

We note also that the self-consistency filter above is important in the downstream Data-
QuestEval evaluation (see above) – given how the Data-QuestEval metric is computed (i.e. the
generated answer is compared against the GT answer) if a generated question cannot be answered
by the source context and yet still posed to the other modality, it will not capture the factuality
comparison accurately (i.e. it will skew the metric and affect its reliability).

4.5 Results

4.5.1 QG Coverage

QTT generates three times as many questions as DQE when the input is a text (14,141 vs 42,959)
and 10 times more when it is a graph (7,272 vs 75,906). Figure 4.5 provides a fine-grained view
of the QG coverage by the (graph-based) size of the context.

This higher coverage results from three modelling choices differentiating QTT from DQE: (i)
QTT is trained to generate multiple questions from a given X; (ii) the enlarged size and coverage
of QTT’s training data by applying Q-KELM-trained QG models to WebNLG; and (iii) the
use of qtype controls in SQ-Gen, permitting multiple SQs of various types to be generated from
a single X.

The BScs are also higher with QTT’s questions as references (89.7 vs 85.3 for text; 90.4 vs
82.5 for graph), suggesting that QTT is not just generating more questions but also ones that
"contains" DQE’s as well as semantically different ones from DQE’s.

4.5.2 QA Consistency

Table 4.6 summarises the comparisons between QTT and DQE on QA accuracy. A finer-grained
analysis of QTT’s Internal performance across question complexity can be found in Table B.1
in Appendix B.1.

‚ QTT outperforms DQE on self-consistency Despite QTT and DQE both starting
fine-tuning from the same T5-small checkpoint, QTT gains over DQE in Internal Same-mod
(GT) (+8.0 BSc for text, +3.8 for graph). This shows that using QTT-Data – which provides
aligned wide-coverage QA-QG data – for training in a multimodal multi-task manner enables
QG and QA with greater internal roundtrip consistency.

‚ Our synthetic in-domain data improves performance QTT’s self-consistency gains
over DQE for text also stem from our procedure for creating in-domain data. DQE-TextQG and
DQE-TextQA were fine-tuned on SQuAD only, leading to a drop in scores when DQE-TextQA is
applied on WebNLG (vs DQE-KGQA’s 95.0). This out-of-domain effect also shows when it answers
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Fig. 4.4: Comparative QG coverage DQE vs. QTT. Total and average number of generated
questions is much higher for QTT across both modality and input size. The delta increases with
the size of the input.

a question QTT generated with text (95.4 to 56.8, Table 4.6); whereas, in the reverse case, the
drop for QTT when it answers a DQE question generated is much less (87.4 to 81.4).

‚ Q-Data with multi-task training improves cross-modality performance QTT out-
performs DQE by at least 9.1 BSc (e.g. 69.7 vs 60.6 for TÑ G) in Internal X-mod (GT) showing
that it can more accurately answer questions cross-modally with respect to the reference answer,
and/or generate questions that allow this. This is beneficial when using the QG-QA model(s)
for evaluation, such as the Data-QuestEval metric where this comparison (âX 1 and aX) is relied
on to assess the semantic concordance between the data input and generated text. Furthermore,
a low discrepancy in the Internal X-mod (Gen Ans) performances between the cross-modal di-
rections (i.e. G Ñ T vs T Ñ G) is ideal under our parallel data evaluation setting, as it shows
that the QG-QA model(s) is able to reflect the agreement between the pg, tq pairs. QTT’s 4.3
BSc gap here narrows by nearly two-thirds the 12.1 BSc gap faced by DQE (i.e. 76.4-72.1 vs
51.8-63.9).

‚ QTT’s performance is consistent across question complexity and externally vali-
dated We find that QTT also performs consistently for all nf , (the number of facts q relates
to) for text and for graph (Table B.1 in Appendix B.1). Our findings above on QTT’s internal
performance also hold when examined cross-approach (X-Appr, i.e. external); whenever QTT is
used to answer questions generated by DQE, the drop in QA accuracy is significantly lower (or
in some cases a gain) than vice-versa.
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Fig. 4.5: Comparative QG coverage DQE vs. QTT. Total and average number of generated
questions is much higher for QTT across both modality and input size. The delta increases with
the size of the input.

4.5.3 Downstream Evaluations

QTT also outperforms in two downstream tasks. Our FiD experiments (Table 4.7) show that
the QTT’s questions can be answered with higher accuracy than DQE’s for both modalities
– likely because QTT’s training data permits it to generate more CQs than DQE, which is
closer to the forms in TriviaQA. The combination of fine-tuning FiD with QTT-Data and QTT
QG also betters every other combination with DQE and/or its training data. These validate
(i) our procedure for creating QTT-Data, and (ii) the use of it with multimodal multi-task
modelling for improved QG. Besides that, using QTT for computing the Data-QuestEval metric
also boosts by >10 points the score’s correlation (Spearman’s ρ) with human judgements of
semantic adequacy (Table 4.8). This is likely due to the improved QG (quality and coverage) for
both modalities, allowing QA-based evaluation to more accurately assess the information content
of the data and the generated text.

4.5.4 Ablation

We also studied the impact of four variations to the data and modelling: (i) X-Filt removes the
question self-consistency filter (Section 4.4.6); (ii) Data uses a similar data setting as (Rebuffel
et al., 2021) i.e. synthetic QG-QA data on WebNLG plus SQuAD, without Q-KELM and Steps
2 & 3 in Section 4.2; (iii) SPO uses another graph linearisation, where each (s, p, o) in g is shown
as they appear; and (iv) X-Aux, removes all auxiliary tasks. All these models were trained for
383,445 steps. These ablation results can be found in Table 4.9.
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Internal X-Appr

QG: DQE QTT DQE QTT
QA: DQE QTT QTT DQE

Same-mod (GT)
T Ñ T 87.4p˘0.01q 95.4p˘0.14q 81.4p ´6.0q

p˘0.02q
56.8p´38.6q

p˘0.31q

G Ñ G 95.0p˘0.01q 98.8p˘0.04q 76.2p´18.8q

p˘0.05q
79.4p´19.4q

p˘0.47q

X-mod (GT)
G Ñ T 51.4p˘0.04q 75.8p˘0.35q 60.3p `8.9q

p˘0.04q
48.2p´27.6q

p˘0.52q

T Ñ G 60.6p˘0.02q 69.7p˘0.35q 59.8p ´0.8q

p˘0.02q
51.6p´18.1q

p˘0.27q

X-mod (Gen Ans)
G Ñ T 51.8p˘0.04q 76.4p˘0.35q 58.2p `6.4q

p˘0.04q
48.4p´28.0q

p˘0.51q

T Ñ G 63.9p˘0.01q 72.1p˘0.38q 61.2p ´2.7q

p˘0.02q
53.1p´19.0q

p˘0.28q

Tab. 4.6: Consistency Results Avg. of BScs between answers. In subscripts are std. dev. across
5 random runs; superscripts are the difference between X-Appr and Internal. X/Y indicates the
QG/QA model used. QTT betters DQE on all consistency tests and for all modalities.

Fusion-in-Decoder

QG: DQE DQE DQE QTT QTT QTT
QA: FiD0 FiDD FiDQ FiD0 FiDD FiDQ

Same-mod (GT)
T Ñ T 68.94

(0.01)

86.24
(0.04)

86.60
(0.02)

77.06
(0.42)

88.89
(0.26)

91.48
(0.18)

G Ñ G 74.25
(0.03)

91.07
(0.02)

88.66
(0.05)

82.14
(0.33)

91.10
(0.27)

94.99
(0.17)

Tab. 4.7: Consistency Results with FiD (Similar to Table 4.6.) FiD0 is the public FiD
checkpoint trained on TriviaQA. FiDD/FiDQ denotes that checkpoint fine-tuned on training
data from DQE/QTT for that modality.

Measure DQE QTT

Spearman’s ρ 47.9 (1.47e-104) 58.6 (4.81e-168)

Pearson’s r 51.8 (2.69e-125) 61.8 (1.24e-191)

Tab. 4.8: Correlations with human judgements. Comparing when DQE and QTT are
used in the computation of the Data-QuestEval metric. All (p-values) « 0.001.

The ablations show that other than the question self-consistency filter and using QTT-Data,
the other variations have relatively limited impact on QTT’s Same-mod (GT). It also shows that
using our data generation procedure leads to improvements in QA; especially in cross-modal
settings (X-mod (GT) and X-mod (Gen Ans)).
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QTT X-Filt Data SPO X-Aux

Same-mod (GT)
T Ñ T 97.6 76.6 95.7 97.4 97.4
G Ñ G 98.8 86.0 99.5 97.8 98.9

X-mod (GT)
G Ñ T 75.5 70.3 71.4 75.3 75.4
T Ñ G 77.7 63.8 64.4 74.9 75.8

X-mod (Gen Ans)
G Ñ T 76.0 76.3 71.7 76.0 76.0
T Ñ G 78.3 72.3 66.6 75.5 76.7

Tab. 4.9: Ablation results. All models here use the text answer selector. Comp. denotes
consistency comparison, and Mod. denotes QG and QA modalities, respectively.

4.5.5 Human evaluation

Modality Consistency Naturalness Complexity

Text 0.76 (0.53) 0.77 (0.45) 0.75 (0.72)
Graph 0.64 (0.56) 0.67 (0.55) 0.93 (0.86)

Tab. 4.10: Human evaluation for QG. Each score is the average of all annotators’ ratings.
Values in brackets are the Fleiss’ kappa coefficient for that particular aspect.

We conducted a human evaluation on the quality of QTT’s questions since there are no refer-
ence questions. To have a broad study, we sampled 10 questions each from bins combining these
characteristics: (i) modality - whether QG from graph or text; (ii) complexity - the question’s
size (nf); and (iii) QA accuracy, where the questions were separated into three quantiles based
on their Internal Same-mod (GT) score.55

Three doctoral candidates in NLP fluent in English were shown the 240 questions and their
contexts and asked to rate each question on three aspects with a binary choice: whether it is (i)
consistent with the context, (ii) natural-sounding, and (iii) a CQ. For the last aspect, we report
whether their rating matches the control (nf=1 or nf>1) used for generation. The results can
be found in Table 4.10.

The overall agreement between the annotators is substantial (Fleiss’ kappa: 0.65 for KGQG;
0.61 for TextQG). For TextQG, QTT scores ě 0.75 on all aspects. In KGQG, we observe
lower scores for Consistency and Naturalness. This is likely due to the increased challenge when
generating from graph (which is under-specified and requires a semantic gap to be overcome),
and is compounded by unseen properties in the WebNLG test set. There is also a difference in
the performance for Complexity between the graph and text modalities; we found that this can
be attributed to the challenge of accurately judging KG facts in text.56

55e.g. 1 bin is {G, nf=1, 1st quant.} i.e. SQs from graph, with BSc for âg vs ag in top 33% of all SQs from
graph.

56For e.g. the question “Who was born in Los Angeles in California? ” generated from the text “The birthplace
of X is Los Angeles in California.” corresponds to the single KG fact x X; born in; Los Angeles, California y but
may be judged as being a CQ of more than 1 fact (e.g. x X; born in; Los Angeles > and < Los Angeles; located
in; California y).
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4.5.6 Question generation examples

Modality Input/Generation

Text Nord is a post metal album by Year of No Light and was released by Crucial Blast record label.
Question What is the name of the post metal band that was released by Crucial Blast?

Observations
The question is a complex one (covering multiple facts), and consistent with the information in the
input text. However, its phrasing (in blue) is slightly unnatural.

Graph
{ x Nord ( Year of No Light album) , artist , Year of No Light y, x Nord ( Year of
No Light album) , genre , Post-metal y, x Nord ( Year of No Light album) , record
label , Crucial Blast y }

Question What genre of music did Nord perform in the year of No Light?

Observations
The question is a complex one that is consistent with the KG facts. There is a minor typographical
error (in blue).

Text
ENAIRE, located in Madrid, is the operating organisation for Adolfo Suarez Madrid-Barajas airport
in Alcobendas. The airport is elevated 610 metres above sea level and its runway name is 14L/32R.

Question Where is the ENAIRE located?

Observations
The question is a simple one. It is consistent with the information in the text and relatively natural
sounding.

Graph
{ x Adolfo Suarez Madrid - Barajas Airport , operating organisation , ENAIRE y, x

Adolfo Suarez Madrid - Barajas Airport , location , Alcobendas y, x Adolfo Suarez
Madrid - Barajas Airport , runway length , 4349.0 y, x Adolfo Suarez Madrid - Barajas
Airport , elevation above the sea level , 610.0 y, x Adolfo Suarez Madrid - Barajas
Airport , runway name , 14L/32R y, x ENAIRE , city , Madrid y }

Question What is the name of the airport operated by ENAIRE that is located at 610.0 and 14L/32R?

Observations
The question is a complex one. It has information that is consistent with the graph (no hallucina-
tion), but it is not natural-sounding (it is missing the unit of measurement for elevation above sea
level, and a span of text that could possibly have been: “has a runway named”)

Text
McVeagh of the South Seas is a film directed by Cyril Bruce and Harry Carey. It’s a film that is
logged in the IMDb database with the ID of 0004319. Carey was born on 1878 and was the writer
of the film while he played a major character in the movie too. This movie was distributed by
Alliance Films Corporation. [Question is natural sounding]"

Question Cyril Bruce and Harry Carey are the creators of McVeagh of the South Seas, which is in what
database?

Observations
The question is complex and the information in it is consistent with the text.

Graph
{ x McVeagh of the South Seas , imdb id , 0004319 y, x McVeagh of the South Seas ,
director , Cyril Bruce y, x McVeagh of the South Seas , director , Harry Carey (
actor born 1878 ) y, x McVeagh of the South Seas , starring , Harry Carey ( actor
born 1878 ) y, x McVeagh of the South Seas , writer , Harry Carey ( actor born
1878 ) y, x McVeagh of the South Seas , producer , The Progressive Motion Picture
Company y, x McVeagh of the South Seas , distributor , Alliance Films Corporation
y }

Question What is the id of the South Seas written by Cyril Bruce and Cyril Bruce

Observations
The question is complex and is consistent with the information in KG input. However, the named
entity “McVeagh of the South Seas” is not fully lexicalised (it is missing “McVeagh of”). Depending
on the intended use for the question, whether the relation “imdb id” is lexicalised only as “id” may
be acceptable (when a context is given or accessible, so that IMDB ID can be established in the
ground) or ambiguous (e.g. a search query).

Tab. 4.11: Examples of the questions generated by QTT for both text and graph inputs, as well
as observations of the errors present in them.

In Table 4.11 we show some examples of the questions generated from QTT. Some questions
have issues with the naturalness of how they have been phrased. This is especially so for complex
questions (the question generated from the text input for the first example in the table) as it
appears that the model struggles between copying the information in the input or to slightly
paraphrase the generation. We observe that some of the questions generated from graph inputs
have errors related to the semantic gap inherent in KG inputs, as the model may struggle to fill
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the gaps in a way that is consistent with the context, a task which humans might easily infer
from the context and world knowledge (see the question generated from the graph input in the
second example).

4.6 Conclusion

In this chapter, we proposed an approach (QTT), which we showed generates more questions
that cover more information compared to previous work (DQE). Unlike existing approaches, our
data and architecture allow us to generate multiple questions for a given input. The extensive
internal, cross-modal and external checks we conducted showed that QTT outperforms DQE on
QA consistency. The quality of our generated questions was also verified with human evaluation
for semantic consistency, naturalness and adherence to our complexity controls. Finally, the use
of our approach also leads to improvements against DQE in two downstream evaluations (QA
with Fusion-in-Decoder and the Data-QuestEval metric). Our main contributions are (i) a large
multimodal general QG-QA dataset (Q-KELM), (ii) a data generation procedure including two
general multimodal QG models enabling controllable generation of in-domain synthetic QG-QA
datasets, and (iii) a multimodal multi-task QG-QA model that can generate and answer questions
from text and from graph.
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The ability to bridge Question Generation (QG) and Question Answering (QA) across struc-
tured and unstructured modalities has the potential for aiding different NLP applications. As
we examined in the previous chapter, one key application is in QA-based methods for auto-
matically evaluating Natural Language (NL) texts generated from Knowledge Graphs (KG).
However, methods for QG-QA across these modalities have been in English only; in this chap-
ter, we bring multilinguality (Brazilian Portuguese and Russian) to multimodal (KG and NL)
QG-QA. Using synthetic data generation and machine translation to produce QG-QA data
that is aligned between graph and text, we are able to train multimodal, multi-task models
that can perform multimodal QG and QA in Brazillian Portuguese and Russian. We show
that our approach outperforms a baseline which is derived from previous work on English
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and adapted to handle these two languages. Our code, data and models are available at
https://gitlab.inria.fr/hankelvin/multlingual_kg-text_qgqa.

In this chapter, we outline the reasons for extending multimodal QG and QA to a multilingual
setting in Section 5.1. We then describe our general approach for doing so in Section 5.2,
followed by details on the Brazillian Portuguese and Russian datasets that we use in our work in
Section 5.3. Sections 5.4-Section 5.5 contains the procedures for how we generate the QG/QA
data aligned between texts and KG graphs for these languages. After describing our modeling
approach in Section 5.6 using the generated data, we outline our evaluation approach as well as
results and findings obtained in Section 5.7 before concluding in Section 5.8.

5.1 Introduction

The ability to generate and answer questions from both Knowledge Graphs (KG) and Natural
Language (NL) text is useful in a number of ways. It permits easing users’ access to the knowledge
contained in KGs without having to master complex query languages, since an NL query from a
user may be directly applied to KG information to derive the answer. It also allows for questions
to be generated and answered from both the open domain information contained in NL text
and the factual knowledge contained in KGs/knowledge bases, thereby widening the pool of
information that is interrogable.

It is also useful for verifying the consistency of information between modalities. In particular,
(Rebuffel et al., 2021) recently showed that multimodal KG/NL Question Generation (QG) and
Question Answering (QA) can be used for assessing the semantic consistency between an input
KG graph and a generated English text, thereby providing a reference-less metric to measure the
quality of KG verbalisers (RDF-to-Text models). The intuition is that, for a match between an
input and its output, the answers that are extracted for a given set of questions from the input
should be consistent with the answers that are extracted from the output (for the same set of
questions).

In this work, we investigate the generation and answering of questions from graph and from
text for multiple languages besides English. We present models enabling this for Russian and
Brazilian Portuguese. In addition, we apply our approach to WebNLG, a dataset of (graph,
text) pairs that is used to train RDF-to-Text models, and we show that our approach extends
to (Rebuffel et al., 2021)’s reference-less, semantic adequacy metric for RDF-to-Text models for
these two languages.

We make the following contributions. First, we create training data where questions are
aligned with both their graph and their text answers, allowing the training of models that show
cross-modal consistency: i.e. for a given question, the answers obtained from a graph and from
its semantically equivalent text are consistent.

Second, we derive silver training data from English using Machine Translation (MT) and we
demonstrate that the resulting multimodal, Portuguese and Russian QG-QA models trained on
them have high internal consistency: in most cases, applying a Russian or Portuguese question
generated from a graph to the same graph returns an answer that matches the graph entity that
the question was originally conditionally-generated from.

Third, we show that our approach has much larger question coverage than a baseline adapting
(Rebuffel et al., 2021)’s approach to our target languages. Finally, to overcome the lack of any
gold QA/QG data that is aligned between text and graph in these two languages, we designed our
evaluation suite to include multiple internal, cross-modal, cross-approach and external checks.
These checks also demonstrate that our approach significantly improves on the baseline.
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5.2. Approach

5.1.1 Terminology and notations

En English
PtBr Brazilian Portuguese
Ru Russian
g (or KG graphs/graphs). A graph of the Wikidata KG (Vrandečić and Krötzsch,

2014); comprised of a set of triples (also called facts) of the form xsubject, predi-
cate, objecty in English.

t (or NL texts/texts). A text in English/Portuguese/Russian
X The context of a question in one modality (text or graph)
X 1 Semantically equivalent to X in the other modality
q A question
Ñ́q A collection of questions
aX An answer in X (a graph answer (ag) is either a subject or an object entity in g;

a text answer (at) is a span in t)
g1 A graph of g corresponding to a q and its answer
nf The number of facts related to a given q (i.e. the size of its corresponding graph

|g1| )
tPtBr A text in Portuguese (the superscript distinguishes languages)

5.2 Approach

Since there is no cross-modal QG/QA data for Brazilian Portuguese and Russian, we approach the
task by first creating the data necessary for training multimodal QG-QA models for English. We
then machine translate this data to create training data for Brazilian Portuguese and Russian.
Finally, we use this automatically translated data to train multimodal (KG/NL), multi-task
(QG-QA) models for these two languages. The following outlines our approach and details are
provided in the subsequent sections.

‚ Creating Question/Answer Data for pairs of English Texts and Wikidata Knowl-
edge Graphs. We first create a large synthetic dataset (Section 5.3) of QA pairs for graphs
and texts in English, as leveraging existing resources (datasets and models) already developed
for that language allows us to obtain QA pairs at scale. We do this by applying off-the-shelf QG
and QA models to texts from KELM (Agarwal et al., 2021), a large dataset of (Wikidata graph,
English text) pairs. We call this data Q-KELMEn.

‚ Learning Controllable QG Models for English Texts and Wikidata Knowledge
Graphs. Using the Q-KELMEn dataset for training, we learn two controllable graph- and
text-based QG models, which allow for multiple, varied questions of different graph sizes and
question types to be generated from the same (graph, text) pairs. This is essential as it is through
controllable generation with these models that we can significantly increase the QA/QG training
data coverage (Section 5.7.2).

‚ Creating Question & Answer Data for the WebNLG Dataset (from both English
Texts and Graphs). By applying our controllable QG models to the (graph, text) pairs of the
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WebNLG (Gardent et al., 2017a) dataset, we create a large dataset of (question, answer) pairs
from texts and graphs that can be used to train models used in verifying the semantic match
between WebNLG graphs and texts generated from these graphs.

‚ Learning Multimodal, Multi-task QG-QA Models for Brazilian Portuguese and
for Russian. By further using MT, heuristics and quality filters (Section 5.5), we obtain silver-
aligned, in-domain QA pairs that enable us to train QG-QA models for WebNLG graphs and
their texts in Portuguese or Russian.

‚ Testing on WebNLG and with an independent QA model. We apply our Portuguese
and Russian, multimodal QG-QA models to WebNLG Portuguese and Russian evaluation data
and compute correlation (Section 5.7.4) with human judgement of semantic adequacy (i.e. Does
a generated text match the semantic content of its input graph?). We also apply the generated
questions to a retrieval-based multilingual QA model (Section 5.7.5) to further verify the quality
of the QG (i.e. How well can the generated questions be answered by an external model?).

We show that our approach brings substantial improvements over the baseline, to question
coverage, QA consistency, correlations with human judgements of semantic adequacy as well as
answerability by a retrieval-based multilingual QA model.

5.3 Data

For this study, we use WebNLG and Kelm (see Chapter 2 alongside two other data-to-text
datasets that are in Russian and Brazilian Portuguese, namely:

‚ WebNLGRu: (Shimorina et al., 2019) created a Russian version of WebNLG by machine
translating 16,522 English texts from the original WebNLG dataset, followed by crowdsourced
post-editing. This dataset was used in the 2020 WebNLG Challenge (Castro Ferreira et al.,
2020).

‚ WebNLGPtBr: Similarly, (Almeida Costa et al., 2020), created a Brazilian Portuguese
version of the WebNLG test set by using MT and a pool of native Portuguese speakers for
post-editing.

We reserve the test sets of WebNLGPtBr and WebNLGRu — 1,606 (g, tPtBr) and 1,102
(g, tRu) pairs, respectively — for evaluation as the parallel (g, t) in these test sets means that if a
question can be answered by a text (or graph), it can also be answered by the graph (or text) that
it is paired with — this allows us to test cross-modal QG and QA for consistency (Section 5.7.3).
We use the training portion of WebNLG to produce our QA/QG datasets, which is done in two
phases and which we describe in the following sections and illustrate in Figure 5.1.

5.4 Creating QA/QG Data for English

Our first phase generates synthetic (question, answer) pairs forWebNLG graphs and English
texts in three main steps. The process is similar to the steps taken in Chapter 4 for generating
English QG/QA data across text and KG. Briefly, to recap, this involves the following steps:
(i) Obtaining synthetic QA data, (ii) Training English Text/KG QG models, and (iii)
Obtaining in-domain training data. In the first step, we derive (t, at, q) triplets from KELM
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Fig. 5.1: Comparing our approach against the baseline. Using KELM and controllable
QG increases coverage. Aligning questions with contexts and answers across modalities improves
consistency. Machine translation provides multilingual training data.

texts using off-the-shelf models for textual QG and QA57 and call this resulting dataset Q-
KELMEn. This is followed by training two QG models using Q-KELMEn, that can controllably
generate simple (one KG graph fact) and complex (>1 KG graph fact) questions from either text
or graph. Finally, these two models are applied to the training portion of WebNLG.

It is the controllable QG models in step 2 that enable our generation of wide-coverage in-
domain QG-QA data that also allows us to generate multiple questions per input (Section 5.6).
By cycling through the set of possible graph and text answers in step 3, and leveraging the
controls we introduced in Step 2 (question sizes and question types), we ensure wide coverage of
the resulting set of questions.

Similar to Chapter 4, we add an answerability & consistency filter on the questions generated
from either graph or text of WebNLG, by posing them to the two deepset textual QA models —
we then keep only questions where both QA models return an answer which (i) has a confidence
score ě 0.7, (ii) shares at least a token overlap with the other model’s answer, and (iii) has a
token overlap with the answer used to condition QG (i.e. a text answer for questions from text;
a graph answer for questions from graph). In this way, for all questions that are generated from

57https://huggingface.co/valhalla/t5-base-e2e-qg, a T5-base QG model fine-tuned on SQuAD 1.0 data,
as well as https://huggingface.co/deepset/roberta-base-squad2 and https://huggingface.co/deepset/
deberta-v3-base-squad2 which are RoBERTa/DeBERTa-base QA models that are both fine-tuned on SQuAD
2.0.
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a graph, we ensure that they have a matching graph and text answer. We call the resulting
dataset — of graph- and text-based (question, answer) pairs, Q-WebNLGEn.

5.5 Creating QA/QG Data for Russian and Portuguese

In the second phase, we leverage MT and multilingual KG entity labels from Wikidata to trans-
form Q-WebNLGEn into Portuguese and Russian versions.

We describe the process for Portuguese first. We translate both the English texts of WebNLG
training data and the set of questions from Q-WebNLGEn using a T5 English-Portuguese
translation model58. We filter these translations using checks (details in Appendix C.1.2) that
include back-translation and keeping only those whose automatic scores are above a cut-off.
Since we machine translate the questions from English, the semantics of the questions might
be affected; as such for each translated question q, we then use a textual QA model trained
on Portuguese SQuAD data to obtain the answer to that question from the (automatically
translated) Portuguese text (aPtBr

t ) and we use heuristics (see Appendix C.1.2) to align this text
answer to an entity ag in the matching graph59. We discard any QA pair for which aPtBr

g is
different from the graph answer aeng associated with the original English question (the question
q is a translation of).

nf Q-KEn Q-WEn Q-WPtBr Q-WRu

1 44,464 19,467 7,557 3,250
2 341,082 61,346 15,463 8,736
3 234,170 25,170 5,446 3,612
4 22,607 13,918 2,411 2,004
5 7,031 - - -

TOTAL 1,149,354 119,901 30,877 17,602

Tab. 5.1: Data Statistics. Number of questions in the QA datasets; nf : the size of the question
(no. of facts)

.

We do the same for Russian, except that we do not translate WebNLG training data to
Russian as it is already available (Shimorina et al., 2019). To translate the Q-WebNLGEn

questions into Russian, we use NLLB-200-1.3B60 (NLLB Team et al., 2022), an MT model
achieving state-of-the-art for 200 languages.

We call the resulting QA datasets, Q-WebNLGPtBr and Q-WebNLGRu. Table 5.1 sum-
marises their statistics, and example instances of the data can be seen in Table 5.2.

5.6 Multimodal multi-task QG-QA model

We train monolingual models (i.e. one each for Portuguese and Russian) to limit the effect
of cross-lingual transfer during training (i.e. only English-Portuguese or English-Russian when
generating and answering with graph). Each language-specific model — which is fine-tuned from
the public checkpoint of the 300M-parameter mT5-small (Xue et al., 2021) for 10 epochs (to be

58https://huggingface.co/unicamp-dl/translation-en-pt-t5
59Recall that in WebNLG, each text is paired with a matching graph with semantically equivalent content.
60https://huggingface.co/facebook/nllb-200-distilled-1.3B
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5.6. Multimodal multi-task QG-QA model

Tab. 5.2: Q-WebNLGEn instances derived from WebNLG Data and translated into Por-
tuguese and Russian to give Q-WebNLGPtBr and Q-WebNLGRu. Enclosed letters refer to the
triple/text above.

comparable with the baseline) — is trained in a multimodal (graph and text), multi-task (QG
and QA) manner, where each training batch contains a mix of all the tasks, i.e. Text QG, Text
QA, KG QG and KG QA. This gives us a single unified model that can generate and answer
questions from text and from graph.

It takes approximately 20 hours to fine-tune one of our language-specific multimodal multi-
task models using a single Nvidia A40 GPU.

‚ Maximising Coverage To maximise coverage, we train the QG model to generate mul-
tiple questions from the same input, and we extend the set of possible sources for a (question,
answer) pair, thereby facilitating question answering. For QG, we gather into a set the questions
generated from each X (t or g) in Q-WebNLGPtBr/Q-WebNLGRu, and add to it questions
that were generated from other contexts whose semantic content is contained in X. QG coverage
is then maximised by gathering all nf -sized questions that shared the same answer in this set
— by doing so, each of our QG training instance can then contain multiple questions, enabling
the generation of multiple questions from a given (X, aX , nf) input. For QA, we associate each
(q, aX) pair from a given X to other contexts in the data that encompass X to give (X, aX , Ñ́q );
every (X, aX , q) triplet in this set is then created as a QA training instance, thereby allowing
QA coverage to be increased.

‚ Handling Unanswerable Questions. To allow our model to abstain from an answer if the
question cannot be answered from the context, we use two strategies (details in Appendix C.2.1)
to obtain negative unanswerable (q,␣X) pairs.
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5.7 Evaluation and results

5.7.1 Baseline: single-task models

Dataset Portuguese Russian

SQuAD 118,678 50,364
WebNLG 125,957 62,007

TOTAL 244,635 112,371

Tab. 5.3: Baseline training data. Number of pt, at, qq triplets in the obtained datasets for each
language.

The baseline we compare against comprises four different models for each language and is
similar to the approach described for the Data-QuestEval metric (Rebuffel et al., 2021) for
English, which they have shown to be useful for reference-less evaluation of English RDF-to-
Text models. First, textual QG and QA models are trained on SQuAD data for Portuguese and
Russian.61 The textual QG models are then applied to the Portuguese and Russian texts of the
WebNLG training data; whereby the entities from the graph that is paired with each text are
used to condition QG. This provides pg, ag, qq triplets that can be used for training the KG QG
and KG QA models. Table 5.3 contains statistics about the training data for the baseline. To
remain in the same model paradigm as (Rebuffel et al., 2021), every model here is also fine-tuned
from mT5-small for 10 epochs.

5.7.2 Evaluating Question Coverage

Using a similar approach to our work in Chapter 4, we use two measures to assess question
coverage. We first compare the number of unique questions generated by each approach on the
WebNLGPtBr/WebNLGRu test sets. We further use BERTScore (BSc) (Zhang et al., 2020)
to assess their semantic overlap by taking one approach’s question for a given X as prediction
and the other’s generated questions for the same X as multi-references. The intuition is that if
approach A scores higher with approach B’s questions as references than vice-versa, A’s questions
are "contained" in B’s, and conversely, B has wider semantic coverage.

‚ Wider q coverage Our approach has a substantially higher question coverage (up to 4x
more for Portuguese and nearly 7x more for Russian) than the baseline (Figure 5.2-5.5). In terms
of semantic coverage (Table 5.4), we outperform the baseline in all modalities for Portuguese; we
also outperform in graph for Russian, and are on par in the text modality there.

5.7.3 Evaluating QA Consistency

In a similar vein as in Chapter 4, we evaluate the performance of our approach and the baseline
by examining their respective QA consistency performance. While sharing similar approaches,
we have to take into consideration evaluation in Russian and Brazilian Portuguese, as well as

61For Portuguese we use a version of SQuaD v1.0 (Rajpurkar et al., 2016) we understand is produced with MT
and post-edited by native speakers, available at https://huggingface.co/datasets/ArthurBaia/squad_v1_pt_
br; for Russian we use the SberQuad (Efimov et al., 2020) dataset.
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5.7. Evaluation and results

Fig. 5.2: Portuguese: Comparative QG coverage (Text) — Baseline vs. Our Ap-
proach. The number of generated questions is much higher for our approach across both modal-
ity and input size.

Modality As reference Portuguese Russian

Text Baseline 83.1 81.3
Ours 85.0 81.3

Graph Baseline 80.7 75.9
Ours 84.6 80.1

Tab. 5.4: Avg BSc, where questions generated by System A for a given g or t are scored against
the set of generated questions by System B for the same g or t.

the cross-lingual comparison between English and each of these two languages when answering
questions across modalities. This section details how we do so.

In what follows, the answer aX that is used to condition the generation of qX is referred to
as the ground truth (GT). âX denotes a generated answer from context X. We use superscripts
to distinguish outputs from different models — for e.g., âAX is the answer derived from input
context X by model A.

We evaluate the multimodal QG-QA models by computing three consistency metrics that
consider the various answers that a question q can be associated with: aX , the ground truth;
âX , the answer generated from source X (e.g., a text); and âX 1 , the answer generated from the
other modality X 1 (e.g., a graph). Internal Same-mod (GT) compares âX with the ground truth
answer aX , indicating the approach’s self-consistency. Internal X-mod (GT) compares aX with
âX 1 the answer derived from the other modality. Internal X-mod (Gen Ans) compares âX 1 and
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Fig. 5.3: Portuguese: Comparative QG coverage (KGQG) — Baseline vs. Our
Approach. The number of generated questions is much higher for our approach across both
modality and input size.

âX , the answers from each modality.
By also posing the questions generated by one approach to the other approach’s QA in a

cross-approach manner, we gain an external indication of their QG-QA capabilities. For this, we
examine the two answers that approach B can generate (âBX and âBX 1) when given qAX , a question
generated by A. We do this on three levels: (i) X-Appr Same-mod (GT) compares âBX against aAX
on the same modality that qAX came from; (ii) X-Appr X-mod (GT) compares B’s generated an-
swer with the GT answer across modalities (i.e. âBX 1 vs aAX); and (iii) X-Appr X-mod (Gen Ans)
where âBX 1 is compared against âAX . A graphical overview of these comparisons is in Figure 5.6.

Both approaches usually generate a different number of questions for a given X; therefore,
to ensure a fair evaluation, when an Approach A generates more questions for X, we randomly
sample from its set as many questions that Approach B generates for X. We also added a
self-consistency filter removing those questions that are unanswerable from their own context.
Settings for these are in Appendix C.2.3.

As the token F1 metric commonly used in extractive textual QA cannot account for lexical
variation present in cross-modal QA, we follow (Rebuffel et al., 2021)’s use of BERTScore (BSc)
for evaluation; however, we also computed token F1 and exact match scores for verification, and
these are provided in Tables C.1-C.2 in Appendix C.3.1.

Table 5.5 shows the results of the QA consistency tests for Portuguese and Russian. We
observe similar trends for both languages, though the BScs for Russian are noticeably lower under
the cross-modal (and cross-lingual too, since ag is in English) settings. This is likely due to (i)
the smaller size of the training data for Russian (Table 5.1), (ii) more frequent transliteration of
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Fig. 5.4: Russian: Comparative QG coverage (Text) — Baseline vs. Our Approach.
The number of generated questions is also much higher for our approach across both modality
and input size.

foreign names into Cyrillic, and (iii) potentially, the freer word order in Russian which relies on
case instead of S-V-O order to mark the subject and object (as it is for English and Portuguese).

‚ More self-consistent QA Our approach consistently leads to higher scores compared to the
baseline in the Internal comparisons for all languages, showing that multimodal, multi-task train-
ing using silver aligned data (even at much smaller scale — nearly four times less for Portuguese
and more than three times less for Russian; cf. Table 5.1 and 5.3), improves QA self-consistency.

‚ More consistent cross-modal QA We also improve by between 8.9 (29.7 over 20.8, Rus-
sian) to 22.9 (65.6 over 43.7, Portuguese) BSc over the baseline in Internal X-mod (GT). This
is particularly pertinent for the Data-QuestEval metric, as the metric is computed by comparing
the generated answer aX 1 against the GT answer aX . Our approach also always leads to gains in
Internal X-mod (Gen Ans) over Internal X-mod (GT), which does not happen for the baseline.
This means that our QG-QA generates answers that are more consistent between both modalities.
This improvement could have come at the expense of the QG-QA’s performance vis-a-vis the
GT answer (i.e. Internal X-mod (GT)), but this is not the case for our approach, which further
validates our multimodal multi-task training to give more consistent cross-modal QG-QA.

‚ QG-QA externally validated Whenever the baseline’s QA is used to answer questions
generated by our approach, QA accuracy drops significantly less (in some cases, there is a gain)
than vice-versa (Table 5.5). This could be predominantly the result of either (i) better QG by our
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Fig. 5.5: Russian: Comparative QG coverage (KGQG) — Baseline vs. Our Ap-
proach. The number of generated questions is also much higher for our approach across both
modality and input size.

approach; or (ii) better QA by the baseline — however, our approach’s stronger performance in all
the Internal, X-mod and X-Appr comparisons suggests that the former is the likely factor. This
gives an indication of the quality of the questions generated by our approach over the baseline.

‚ QA consistent over q size Finer-grained analysis (Table C.3 and C.4 in Appendix C.3.2)
shows that our approach’s QA performance is consistent across nf , i.e. it is also generating and
answering questions of consistent quality across questions of different "sizes" (i.e. simple and
complex).

5.7.4 Data-QuestEval metric

The QA consistency tests above reflect a "gold" setting where both modalities (texts and graphs)
are semantically aligned. To evaluate whether our approach brings improvements to settings
where this does not hold (i.e. Can it generate and answer questions across modalities where one
modality has missing, or additional, information vis-a-vis the other?), we compared it against
the baseline when used to compute the Data-QuestEval metric.

We do this by comparing the metric’s resulting correlation with human judgments of semantic
quality when using each approach. For this, we used the sampled set of system submissions to
the Russian RDF-to-Text task in the 2020 WebNLG Challenge, together with their human
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Fig. 5.6: QA Accuracy. Bold lines denote QA comparisons within/between modalities and/or
approaches. Dotted arrows indicate the context X or X 1 that the question (qX) is posed against
to obtain the answers. Lcross: cross-lingual answer comparison (e.g. PtBr/Ru against En); Lsame

denote comparison in the same language.

ratings62, comprising 660 generated texts from six submissions.63 Since the texts here were
machine-generated given a WebNLG graph input, these texts may contain errors or are ill-
formed; therefore the approach giving a higher correlation with the human ratings indicates that
it is better able to answer questions that cannot be answered by the other modality (i.e. detect
a difference in information content).

‚ Better correlations with human judgments Using our approach to compute the Data-
QuestEval metric leads to a gain of more than 12 points in its correlation with human judgments
(Table 5.6). Together with the more consistent internal and cross-modal QA above, this shows
that our approach leads to more robust QG-QA. It also indicates that QA-based reference-free

62https://github.com/WebNLG/challenge-2020
63We use the ratings of Data Coverage, Relevance and Correctness (summing their normalised scores). Since

the outputs for the challenge’s human evaluations were sampled in a random stratified manner, we computed
correlation using Pearson’s r.
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Portuguese

Internal X-Appr

QG Baseline Ours Baseline Ours
QA Baseline Ours Ours Baseline

Self (GT)
T Ñ T 86.3p˘0.01q 94.7p˘0.14q 73.6p´12.7q

p˘0.10q
60.1p´34.6q

p˘0.25q

G Ñ G 85.4p˘0.03q 96.8p˘0.05q 58.2p´27.2q

p˘0.12q
61.0p´35.8q

p˘0.53q

X-mod (GT)
G Ñ T 43.7p˘0.15q 65.6p˘0.37q 47.0p `3.3q

p˘0.11q
47.8p´17.8q

p˘0.30q

T Ñ G 40.0p˘0.08q 62.9p˘0.46q 45.7p `5.7q

p˘0.12q
37.8p´25.1q

p˘0.35q

X-mod (Gen
Ans)

G Ñ T 39.9p˘0.14q 67.1p˘0.34q 42.5p `2.6q

p˘0.09q
47.7p´19.4q

p˘0.30q

T Ñ G 40.0p˘0.08q 65.0p˘0.37q 44.3p `4.3q

p˘0.11q
39.0p´26.0q

p˘0.34q

Russian

Internal X-Appr

QG Baseline Ours Baseline Ours
QA Baseline Ours Ours Baseline

Self (GT)
T Ñ T 84.6p˘0.02q 89.8p˘0.11q 57.8p´26.8q

p˘0.10q
57.2p´32.6q

p˘0.18q

G Ñ G 79.4p˘0.03q 96.2p˘0.13q 48.9p´30.5q

p˘0.10q
57.1p´39.1q

p˘0.53q

X-mod (GT)
G Ñ T 20.8p˘0.04q 29.7p˘0.26q 24.5p `3.7q

p˘0.06q
20.6p ´9.1q

p˘0.21q

T Ñ G 20.2p˘0.06q 30.0p˘0.08q 17.3p ´2.9q

p˘0.03q
21.5p ´8.5q

p˘0.06q

X-mod (Gen
Ans)

G Ñ T 18.6p˘0.04q 31.1p˘0.27q 22.8p `4.2q

p˘0.06q
20.3p´10.8q

p˘0.23q

T Ñ G 18.4p˘0.07q 30.8p˘0.10q 15.0p ´3.4q

p˘0.03q
22.2p ´8.6q

p˘0.06q

Tab. 5.5: Consistency Results. Average of BScs between answers. In subscripts are std. dev.
across five random runs; in superscripts are the difference between X-Appr and Internal, the dif-
ferences provides a meaningful comparison between the baseline and our approach since each
of their QA performances are different. Whenever our QA is used, the drop in performance is
reduced.

evaluation methods like Data-QuestEval can be improved upon with wider QG coverage.

78



5.8. Conclusion

Baseline Our Approach

16.4 (4.78e-06) 28.7 (4.21e-16)

Tab. 5.6: Correlations (Pearson’s r ) with human judgments. The baseline vs our
approach used to compute the Data-QuestEval metric. All (p-values) « 0.001.

5.7.5 Multilingual Retrieval-based QA

For further verification of the QG abilities of the baseline and our approach, we also posed the
questions generated by each (the same ones as in Table 5.5) to mGEN (Asai et al., 2021). This is
a multilingual retrieval-based QA model that was fine-tuned from a mT5-base (Xue et al., 2021)
checkpoint to generate the answer to a question given a collection of retrieved input contexts.64

Portuguese

External Retrieval-QA

QG Baseline Ours
QA mGEN mGEN

Self (GT)
T Ñ T 71.4p˘0.07q 78.0p˘0.58q

G Ñ G 57.7p˘0.13q 72.8p˘0.48q

Russian

External Retrieval-QA

QG Baseline Ours
QA mGEN mGEN

Self (GT)
T Ñ T 65.9p˘0.13q 68.5p˘0.18q

G Ñ G 66.9p˘0.15q 76.0p˘0.77q

Tab. 5.7: QA consistency (BSc) comparing the QG of Baseline and Ours, using mGEN for
QA.

‚ Better answerable questions Compared to the baseline, our approach’s questions were
answered better by mGEN — we see (Table 5.7) an increase of between 2.6 BSc for TextQG (Rus-
sian) and 15.1 BSc (Portuguese) in answer accuracy, providing a further independent verification
of our approach’s QG capabilities.

5.8 Conclusion

In the work for this chapter, we examined the task of multimodal QG and QA from text and from
graph in multiple languages, which has application in QA-based evaluation of text generated from

64We use the version of the code and weights that was released as part of the MIA-2022 Shared Task (Asai
et al., 2022). See https://github.com/mia-workshop/MIA-Shared-Task-2022/tree/main.
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KG. By generating synthetic QA/QG data in English that has questions and answers aligned
between text and graph, and using MT, heuristics and quality filters, we obtain "silver" data
for Brazilian Portuguese and Russian that enables the training of multimodal multi-task models.
Our models provide wider QG coverage, are cross-lingual for QG-QA from KG graphs, and
achieve greater internal and cross-modal QA consistency over a baseline that is derived from
work in English (Data-QuestEval) (Rebuffel et al., 2021) recently shown to be useful as a metric
for evaluating the semantic consistency of RDF-to-Text generations. In fact, using our approach
leads to > 12 points gain in the metric’s correlation with human judgments for Russian. We also
see strong performance in QA accuracy of up to 15.5 BSc when our approach’s questions are
posed to a multilingual retrieval-based QA model. Holistically, our approach’s consistently better
performance in coverage and QA consistency demonstrates the improvements that it brings over
the baseline.
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In this thesis, we have explored the joint generation and answering of questions over texts and
knowledge graphs (KG). Firstly, we investigated question generation (QG) from KG input, specif-
ically on using pretrained models for the task and means to controllably generate questions of
varied types for a single input KG graph. Next, we investigated controllably generating both
simple and complex questions from text and from KG, which can also be answered across these
two modalities. Finally, we investigated how to extend the work in the previous two chapters
into lower-resourced languages other than English.

9 Summary of findings

The following is a summary of our key findings for the research questions we sought to address
in this thesis:

1. What benefits can pretrained language models bring to the task of question
generation from KG triples? How might it be leveraged for question-type and
focus-controllable QG?

We found (in work described in Chapter 3) that the use of pretrained language models (LMs)
helps alleviate the need for complicated solutions (heavy processing, supplementary information
and reliance on KG embeddings that are complicated to train and update) used by previous
methods to address the semantic gap between KG facts and their NL expressions. We also
found that it is possible to generate questions that are of varied types through the finetuning
of such pretrained LMs over data that is collected to reflect the variety of: (i) information that
can be sought from a single KG fact (the subject or the object; and (ii) ways a question can
be phrased. From our downstream evaluations, we also (i) quantified the performance drop in
KGQA systems when the distribution of question types in the test data shifts from that of the
data used in training the model; and (ii) showed that using our proposed approach for controllable
QG for diversity of question focus and variety of question types for training such KGQA models
can help mitigate this performance drops due to distribution shifts.

2. How can the comprehensiveness and coverage of QG systems be increased, and
can this be done for complex question as well as across modalities for QG together
with QA?

In work described in Chapter 4, through the use of silver-quality synthetic QG/QA data for
finetuning a pretrained LM in a multi-task manner, we identified an approach to (i) overcome
the lack of both data and models for cross-modal QG and QA over text and KG; and (ii)
increase the coverage of questions generated from a given input so that it ranges over more of
the input and do so in a systematic way. Using a unique consistency evaluation that extensively
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investigates QG and QA cross-modally and across systems against a baseline, we show that our
proposed approach gives QG and QA that leads to greater consistency. Key to this was (i) a
procedure for generating silver-quality synthetic QG/QA instances over KG-text aligned data
using round-trip filtering and heuristics to check for answerability over both text and KG graph,
and (ii) controllability techniques for the complexity of the question. We also established that
increasing the comprehensiveness and coverage of QG contributes to improved performance in
QA-based reference-free metrics for evaluating data-to-text NLG outputs.

3. How can cross-modal QG and QA be extended into other lower-resourced languages,
and can cross-lingual QG and QA between modalities be carried out?

In work described in Chapter 5, we show that it is possible to leverage a multilingual pretrained
LM finetuned on synthetic data to improve the performance of multi-modal QG and QA over
text and KG for languages outside of English. We show this for two lower-resourced languages,
Russian and Portuguese Brazilian, and do it via an approach for generating silver-quality data
using machine translation and cross-modal answer verification across English and the other lan-
guages. In doing so, we show that it is feasible to carry out QA cross-lingually (between English
and Russian/Portuguese Brazilian), which is meaningful when seeking to verify information over
text and KG, where most of the entity labels in the latter remain largely in English. We also show
that this approach enables better cross-modal cross-lingual QG and QA over existing methods,
which can be a means for extending QA-based evaluation for data-to-text generation outside of
English.

10 Future directions

Wider variety of complex questions The work in this thesis have been focused on factual
questions. There are, however, other types of questions that we as humans use and encounter,
including other complex ones (see Table 2.1 in Chapter 2) such as those of the casual (antecedent
and consequent) enablement, and instrumental/procedural variety. To be able to generate and
answer such types of complex questions too will facilitate advancements for NLP tasks as well
as do so for a wider set of domains. For instance, in technical or specialised domains where
the information communicated and sought for often includes “why” and “how to” information
(e.g. texts such as scientific papers, legislative documents, strategic plans, instruction manu-
als/guides), models that can generate and answer questions for such information can be very
helpful for building agents that can assist us in knowledge-intensive work. One challenge is that
such questions have answers that often require some abstraction over multiple concepts on the
part of the answerer (as compared to identifying/extracting entities or values), with a wider
variety of phrasing and structuring possible, thereby potentially needing innovative methods for
evaluating the generating and answering of such questions.

Additional modalities While our focus have been on the text and KG modalities in this the-
sis, similar approaches and frameworks can be established for other structured and unstructured
modalties such as tables, charts, conversations, images etc. Work already exists for verifying
the information content over images (Reddy et al., 2021; Prasad et al., 2024), but the ability
to extend to more modalities as well as across more than two modalities simultaneously can be
beneficial. This is especially so in the face of the rapidly increasing capabilities of text, speech,
image and video generation models and steadily decreasing barriers of access to them. To have
more capable models like the ones in Chapters 4 & Chapter 5 can help provide us with technolo-
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gies to counter potentially ill-intended usage of such generative models. Here, a challenge lies
in the ability to execute mulit- and cross-modal question generation and answering reliably and
efficiently at scale.

Questions-based semantic representation of information Together, the two preceding
directions could facilitate efforts for using questions as a semantic representation for information;
one that machines can reason effectively over but where humans can readily interpret. More
generally, the ability to form an ordered answerable set of questions that comprehensively and
systematically cover the content present in a piece of information (that could be in any modality;
discourse, dialogue, images etc), can provide a form of structured semantic representation that
is based on semi-structured units (NL QA pairs). Such an approach would permit leveraging
both symbolic and neural methods for NLP tasks. The challenge here is to be able to extract
QA pairs that draw connections (that could be explicit, or more often than not implicit) across
a wider context – such as a document, as well as account for the variety of ways in which a
communicator can choose to structure her/his message.
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Annex A. Appendices for Chapter 3

A.1 Mapping the WebNLG DBpedia triples to Wikidata

The approach for the migration is similar to that for SQ. We leveraged the “schema:about” prop-
erty to map DBpedia entities into Wikidata. Specifically, we started by constructing SPARQL
queries to return the set of all properties between each entity-pair (where both subject and object
are entities as well as where the object is a literal in the forward and backward directions).

For the set of entity-pair/entity-literal pairs with at least one Wikidata property found be-
tween them, we group them by their original DBpedia property (we refer to one of these as
a DBP property cluster). Given WQ’s smaller size, we directly identified the most common
Wikidata property found in each DBP property cluster. We used a similar manual inspection
approach as SQ above (namely, manually inspect: (a) one entity-pair from the cluster, (b) its
DBpedia triple; and (c) the Wikidata property label.) and only mapped the DBpedia property
to this most common Wikidata property if (a), (b) and (c) above are semantically aligned. This
process was also repeated in the backwards direction. Next, we used the mapping from these
assignments (i.e. complete WQ triples found in Wikidata) for all other instances where the set
of their entities and properties appear in WQ.

For the remaining unmapped WQ DBpedia properties, we wrote a SPARQL query with a
contain function for the DBpedia property (with camel case removed and lowercased) on the
English label and alternative labels for all the properties in Wikidata (approx 8,000) to identify
candidate mappings. We manually inspected these candidates and assigned using the same
criteria (steps a,b,c above) if it is semantically aligned with the DBpedia property. We took care
to check the direction of the Wikidata property and reversed entity-pair/entity-literal-pairs that
have this DBpedia property. A further set of properties in WQ (ă25) remained unmapped after
this, and a manual search of the Wikidata site was done to identify a suitable mapping.

For the remaining WQ triples not fully mapped (but with their DBpedia property mapped),
we used “schema:about” to map their entities into Wikidata to complete the triple’s mapping,
with a fallback to search for matches of the entity (replacing the underscores with spaces and
maintaining case) against the English labels and alternative labels for all entities in Wikidata.
In the latter case, where there are multiple candidates, we select the first matched Wikidata
entity (Q-code sorted by lexicographic order). Finally, for the remaining unmapped entities, we
conducted manual searches (with the help of the wikipedia package to identify candidates) on
the Wikipedia and Wikidata sites to attempt to map these entities. Unlike SQ above - where
we only mapped the triple into Wikidata if both entities in the SQ triple are found in Wikidata,
we accepted DBpedia entities that could not be found in Wikidata; for these, we removed the
camel case of the DBpedia entity and used them as the entity’s mapping. Although the entity
may not currently be present in Wikidata, its presence in DBpedia suggests that it is attested
in Wikipedia and could be added to Wikidata.
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A.2 Combining the three datasets

Table A.1 contains the results of our experiments where we fine-tune on the combination of the
three datasets (SQ, WQ and ZQ) and evaluate the model on each of their test set.

Model SQ WQ ZQ ALL

BLEU-4
Bartrdf,qt 41.95 40.55 49.72 48.24
Bartrdf,qt,wkdqg 41.31 37.60 49.71 48.05

BERTScore
Bartrdf,qt 73.51 68.92 75.72 75.17
Bartrdf,qt,wkdqg 72.63 68.06 75.57 74.89

ROUGE-L
Bartrdf,qt 71.21 63.86 71.26 71.03
Bartrdf,qt,wkdqg 70.28 62.80 71.01 70.65

METEOR
Bartrdf,qt 36.78 34.95 40.78 39.99
Bartrdf,qt,wkdqg 36.62 33.40 40.59 39.76

Tab. A.1: Results (automatic metrics) for RDF-only models. Bartrdf,qt,wkdqg: model fine-tuned
on the WkdQG data and evaluated on each of the SQ, WQ and ZQ test sets. ALL shows the
results proportionally averaged on the three test sets.
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A.3 Examples: models’ inputs and generation outputs

Table A.2 provides an overview of the format of the inputs to each of the models (Elsahar and
ours) under various settings. The original SQ input and reference is provided, as well as examples
of each model’s generated output.

SimpleQ Input: x m/03y2svr , astronomy/celestial_object/cat... ,
m/0jvq y

Sample Reference what category of celestial object is 7624 gluck

Model Training/inference input format Training target
format

Generated

Elsahar x m/03y2svr , astronomy/
celestial_object/category ,
m/0jvq y, celestial object, category,
PLACEHOLDEROBJ designated as
PLACEHOLDERSUB

what OBJTYPE
of SUBTYPE is
PLACEHOLDER-
SUB

what is 7624 gluck
(relexicalised from
system decoder
output: what is
PLACEHOLDER-
SUB)

Bartrdf x 7624 Gluck , instance of , as-
teroid y, ANSOBJ

what category of ce-
lestial object is 7624
gluck

what type of celestial
object is 7624 gluck

Bartrdf,mtl x 7624 Gluck , instance of , as-
teroid y, ANSOBJ, category

ditto what type of celestial
object is (7624) 1979
gd1

Bartrdf,qt x 7624 Gluck , instance of , as-
teroid y, WHAT, ANSOBJ, cate-
gory

ditto what type of celestial
object is 7624 gluck

Bartrdf`nl x 7624 Gluck , instance of , as-
teroid y, ANSOBJ, asteroid desig-
nated as 7624 Gluck

ditto what kind of celestial
body is 7624 gluck

Bartrdf`nl,mtl x 7624 Gluck , instance of , as-
teroid y, ANSOBJ, category, aster-
oid designated as 7624 Gluck

ditto what type of celestial
body is 7624 gluck

Bartrdf`nl,qt x 7624 Gluck , instance of , as-
teroid y, WHAT, ANSOBJ, cat-
egory, asteroid designated as 7624
Gluck

ditto what kind of celestial
object is 7624 gluck

Bartrdf,qt,
zero-shot prop-
erty

x 7624 Gluck , instance of , as-
teroid y, WHAT, ANSOBJ, cate-
gory

ditto what is the category
of 7624 gluck

Bartrdf`nl,qt,
zero-shot prop-
erty

x 7624 Gluck , instance of , as-
teroid y, WHAT, ANSOBJ, cat-
egory, asteroid designated as 7624
Gluck

ditto what is the category
of 7624 gluck

Tab. A.2: Examples of system outputs (Generated), used in the automatic evaluation. Other
columns compare the formats for the input and target between the models (Elsahar and ours).
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B.1 Detailed results

‚ Finer-grained analysis of QTT QA performance Table B.1 provides a finer-grained
view of QTT’s same-mod and cross-mod QA consistency performance; it is evaluated for QA
performance on the set of questions relating to varying number of facts (1 ď nf ď 4).

Num Facts
1 2 3 4

Same-mod (GT)
T Ñ T 96.3 98.5 98.3 98.1
G Ñ G 97.8 99.1 99.2 99.3

X-mod (GT)
T Ñ G 77.7 77.9 77.7 77.2
G Ñ T 73.2 77.9 75.1 74.6

X-mod (Gen Ans)
T Ñ G 79.2 77.9 78.1 77.1
G Ñ T 74.3 78.2 75.5 75.0

Tab. B.1: Fine-grained analysis of QTT’s QA performance (BSc). Num Facts denote
the number of facts (nf) the set of QA-pairs relate to (i.e. 1 denotes an SQ of 1 fact, 2 denotes
a CQ of 2 facts etc...). The nf sets are mutually exclusive.

B.2 Implementation details: CQ-Gen and SQ-Gen

B.2.1 Training data

Q-KELM is used as the training data for the CQ-Gen and SQ-Gen models (respectively using
CQ-KELM and SQ-KELM from Q-KELM). Each training instance in CQ-Gen and SQ-Gen
is assembled in the manner described in the following paragraphs; examples for them can be
found in Table 4.3 and B.2.

‚ Context X When generating from text t, the entire t is used as input for both CQ-Gen
and SQ-Gen. For generation from KG graph, the input to both models is g1, a graph of g of size
nf where 1 ď nf ď 4. For SQ-Gen, the size of g1 is always 1; for CQ-Gen, it is 2 ď nf ď 4 .

‚ Answer aX For generation from text, at the text answer that was extracted by the RoBERTa
QA model (see Section 4.2.1) is used. When generating from KG graph, the graph answer ag
(the entity/value in g that is aligned with at (see below) is used.

‚ ‚ Aligning ag The graph answer ag is the entity in g which either exactly matches,
contains or else has the smallest edit distance to at. If at cannot be matched to a graph entity,
the (q, at) is rejected, together with those unanswerable by the QA model.

‚ Answer semantic type atype The answer entity semantic type atype is used for QG when
generating from text as well as from graph. It is obtained by using the graph entity (ag) aligned
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with the answer by querying Wikidata for the set of entities/values that ag has the ‘instance of’
and/or ‘subclass of’ property with.

‚ Question complexity control nf In CQ-KELM and SQ-KELM each (qX , aX) pair
is associated with a graph g1 obtained with heuristic matching (see below). Since g and t are
parallel, nf (the size of g1) is used as the control for the complexity of the question for generation
from both text and graph.

‚ ‚ Determining nf The size (nf) of the question is determined by matching a question
and its answer to the corresponding graph g1 Ď g where g1 is the set of triples xs, p, oy in g such
that: either s and o have an overlap of ě 1 token with q ` at, and/or they can be detected in
q ` at.

‚ Controls A textual prompt is added to both the input and the target to control the question
generation; the prompt differs for CQ-Gen and SQ-Gen. SQs are those where q + at contain
only two entities, whereas we define CQs as those with at least seven tokens and such that q +
at contain > 2 entities, and the size of the matching graph is at least 2 (i.e. nf ě 2). A set of
special tokens (added to the T5 tokeniser vocabulary) is used to demarcate the components in
the input and target. These prompts and tokens can be seen in the examples found in Tables 4.3
and B.2.

‚ Question type qtype The question type, which is only used in SQ-Gen, is detected using
the question type filter in the NL-Augmenter framework (Dhole et al., 2021) 65.

‚ Target The target is a single question for a given input for both CQ-Gen and SQ-Gen.

Modality

Text Input generate 1 simple question of 1 fact from text [ANS] 1977 [QST] when
[Sp2] time [INP] The Lasse Viren Finnish Invitational, which was created
in 1977, is part of the sport of athletics.

Target sq 1 text 1 [ANS] 1977 [QST] When was the Lasse Viren Finnish Invi-
tational created?

Graph Input generate 1 simple question of 1 fact from rdf [ANS] Pennsylvania Avenue
[QST] where [Sp2] street [INP] [SUB] National Archives Building [PRP]
located on street [OBJ] Pennsylvania Avenue

Target sq 1 rdf 1 [ANS] Pennsylvania Avenue [QST] Where is the National
Archives Building located?

Tab. B.2: SQ-GEN Examples of inputs and targets for simple questions training instances for
text and for graph. [ANS], [INP], [QST], [Sp1], and [Sp2] are special tokens we use to demarcate
parts of the input/target. [SUB], [PRP] and [OBJ] are used in graph inputs to demarcate subject,
property and object elements of a triple.

65https://github.com/GEM-benchmark/NL-Augmenter
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B.2.2 Technical details

CQ-Gen and SQ-Gen are each T5-base pretrained models that were fine-tuned from their public
checkpoints. Each of them was tuned for up to 10 epochs with early stopping (on the loss for
the validation set for when it stops decreasing, with a patience of 3 epochs). A learning rate of
2e-4 was used, together with a linear warmup ratio on 10% of the total training steps, and an
effective batch size of 144. For both models, we used the HuggingFace transformers library.
We used the Lightning integration of the DeepSpeed framework for efficient training and used
bf16 precision together with the DeepSpeedCPUAdam optimizer.

B.3 Implementation details: QTT

B.3.1 Training data

QTT-Data was used as the training data for QTT. Examples of the training instances for
each task/subtask can be found in the following tables: TextQG and KGQG can be found in
Tables B.3 and B.4, complex and simple TextQA as well as KGQA can be found in Table B.5,
the KG-to-Text as well as Text-to-KG tasks can be found in Table B.6; and the EntType tasks
can be found in Table B.7.

Obtaining sequence of questions for QTT QG

For questions grounded in text, since each WebNLG text t is associated with a graph g, we
use it to gather the set of questions in QTT-Data generated from g itself and its sub-graphs
(and the corresponding sub-texts of t that is present in WebNLG). From this set, we gather all
nf -sized questions which share an at to form the set of questions associated with pt, at, nfq.

For questions grounded in graphs, two treatments are used to gather questions since the
inputs to QTT differ for the generation of CQs and SQs (see Appendix B.3.2). For CQs, given
g1, which is a graph of g (a graph occurring in WebNLG), we gather all questions with size nf
and answer ag that are associated with g1. For SQs, given a WebNLG graph g, we gather all
questions of size one and answer ag, which can be computed from a triple contained in g.

Finally, the target in the TextQG and KGQG tasks is typically a set of 3 questions drawn
from Ñ́q without replacement. If | Ñ́q | > 3, Ñ́q is padded to ensure | Ñ́q | % 3 “ 0. If, however,
|
Ñ́q |ď 3 — as it happens in the complex KGQG setting — the sequence of questions in the

target is simply Ñ́q . Each set of ď 3 questions is then instantiated as a new training instance.
This is done in order to train the QG models to generate multiple questions for a given context
while still staying within the T5 model’s maximum input length.

Deriving and maximising QA data

We derive QA data by creating for each pX, aX , Ñ́q q tuple in QTT-Data as many QA training
instances of the form pX, aX , qq as there are questions in Ñ́q .

In addition, if a question q with answer at is answered by a text t (resp. graph g by ag) which
is strictly contained within another larger text t` (resp. g`) in WebNLG, we also associate
(q, at) with t` (resp. (q, ag) with g`).
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Creating EntType instances

The target for the EntType auxiliary task is the set of entities and values (eset) detected in
the input context, and each of the e P eset is paired with their semantic types.

For text, esett is detected by applying the BLINK entity linker for text (Wu et al., 2020), and
Duckling on the text t. For entities, the semantic type information is retrieved from Wikidata
(from the RDF dump dated 29 December 2021). Any type that contains the strings “MediaWiki”,
“Wikimedia” or “disambiguation” are excluded. For values, we use the type information predicted
by Duckling.

For graph, the set of entities/values (esetg) that are present in g is used. For values in g, such
as dates, times, monetary sums etc we leverage the predictions from Duckling (that was applied
on the t that is associated with g). We identify from the Duckling prediction set the one: with
the lowest edit distance to the value, which is an alphanumeric string, and has a normalised edit
distance < 0.5 (if there is one such).

Finally, we exclude the following from the training instances: (i) when an answer semantic
type for an entity cannot be found; and (ii) when the difference in the number of entity/values
sets between the g and its t is more than 2. The latter is so as to avoid semantically similar
g and t instances having significantly different targets, which is particularly important since we
train in a multi-task setting where all tasks are seen simultaneously.

Negative sampling for QA

For the TextQA and KGQA tasks, negative examples were created so as to allow the model to
recognise questions that are unanswerable given the context. These samples are created using a
random (i.e. 50-50) assignment to one of these two strategies:

‚ Strategy 1: simple negatives for a given (X, q, aX) instance are created by picking
another (Xother, q

1, a1
X) instance in the QA training set where X and Xother do not share any

common entities/values between them. If X is a text, we use the graph that it is paired with in
WebNLG to check for common entities. A new instance (X, q1, “unanswerable”) is then created
in the training data.

‚ Strategy 2: hard negatives are created in the following manner: a mapping M is first
created ahead of time where every entity e that can be found in the training data is associated
with the set of all the (X, q, aX) instances where e is mentioned in X (e P X). If X is a text, we
use the graph it is paired with in WebNLG when creating M .

For a given (X, q, aX) instance, another instance, i.e. (Xother, q
1, aXother

) is randomly chosen
using M and a random e P X. If a single token from the answer aXother

overlaps with (i) any
of the tokens for any e (an entity or value) found in X or (ii) any of the tokens of X, then this
(Xother, q

1, aXother
) candidate is rejected. Otherwise, a new instance (X, q1, “unanswerable”) is

created in the training data using the instance and the process for (X, q, aX) terminates. When a
candidate instance is rejected, a new (Xother1 , q1, aXother1 ) is drawn from M using another e P X.
After 10 tries or when all e P X has been exhausted, a simple negative is created instead.

Upsampling

We carry out upsampling on two levels when preparing QTT-Data (the training data for QTT).
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‚ Between modalities for QG subtasks and between modalities for the same task
For QG, this is done between complex TextQG and complex KGQG, simple TextQG and simple
KGQG to ensure that the QG subtasks are balanced. It is also done between modalities for the
QA tasks (e.g. TextQA and KGQA) to ensure that the tasks are balanced between modalities.
The negative samples for the QA tasks are also upsampled in the same way.

For instance, m1 and m2 are the sets of samples for modality 1 and modality 2 respectively,
and suppose | m1 | > | m2 |.

If | m2 | { | m1 |ě 0.5, we randomly sample | m1 | - | m2 | from m2 to balance them.
If however | m2 | { | m1 | < 0.5, we upsample m2 up to at most 1{3¨ | m1 |. This is to ensure

that we do not overrepresent m2 in the data and overfit on it during training.

‚ Globally for certain tasks This was done for simple QG as a whole (i.e. after simple
TextQG and simple KGQG have been consolidated as one), KG-to-Text, Text-to-KG, and Ent-
Type tasks. This is because there are significantly fewer instantiated samples of these tasks in
the data than in the rest. The number of samples for each of these tasks was tripled.

B.3.2 Technical details

‚ QA with FiD We fine-tune with the base version of the publicly released FiD checkpoint66

that is trained on the TriviaQA dataset (Joshi et al., 2017). Using the training data for either
QTT (i.e. QTT-Data) or DQE (Section 4.4), we further fine-tune this checkpoint for 15,000
steps to give four different models (FiDD

t trained on DQE’s training data for text; FiDD
g trained

on DQE’s synthetic training data for graph; FiDQ
t and FiDQ

g trained with QTT-Data with the
appropriate context X used, i.e. text and graph respectively). For evaluation, we use the same
set of generated questions (qX) and reference answers, i.e. the answer used to condition QG (aX)
produced by each of DQE and QTT; this is the same set of questions and reference answers
used to compute the results in Table 4.6

‚ Correlations Following (Rebuffel et al., 2021), both the Spearman’s ρ and Pearson’s r
correlations in this paper were computed with the SciPy python library (Virtanen et al., 2020)

‚ Text answer selector model This is a T5-base model that is fine-tuned on the task of
answer selection on text. The input to the model is a text t, and the target is a set of answer
spans in QTT-Data that are in t. The answer spans comprise: (i) the set of all at in QTT-Data
for a given t, together with the set of all mention spans obtained from BLINK/Duckling (which
were also used in the EntType auxiliary tasks). The answer spans are sorted by the sequence of
appearance in t. The model was trained for 10 epochs with early stopping (patience of 3 epochs)
on the development set loss. A batch size of 32 and a learning rate of 2e-4 (with a linear warmup
of 10% of the training steps) was used.

66https://dl.fbaipublicfiles.com/FiD/pretrained_models/tqa_reader_base.tar.gz
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Modality

Complex
TextQG

Input cqg task [Sp1] text 2 [ANS] Aarhus University [INP] The School of Busi-
ness and Social Sciences at Aarhus University (in Denmark) is affiliated
to the European University Association (HQ in Brussels). Denmark’s
leader is Lars Lokke Rasmussen.

Target cqg task [Sp1] text 2 [ANS] Aarhus University [QST] Lars Lokke Ras-
mussen is the leader of Denmark, which is the home of the School of
Business Studies and Social Sciences at what university? [QST] The
School of Business and Social Sciences at what university is affiliated to
the European University Association? [QST] What is the name of the
university in Denmark that is home to the School of Business and Social
Sciences?

Complex
KGQG

Input cqg task [Sp1] rdf 3 [ANS] 28.0 ( metres ) [INP] entity [ 3Arena ], height
[ 28.0 ( metres ) ], located in the administrative territorial entity [ North
Wall Quay ], building type [ Concert and events venue ] [TEND]

Target cqg task [Sp1] rdf 3 [ANS] 28.0 ( metres ) [QST] What is the height of
the concert and events venue in North Wall Quay?

Tab. B.3: QTT Examples of inputs and targets for complex TextQG and KGQG training
instances. [ANS], [INP], [QST], [Sp1], and [TEND] are special tokens we use to demarcate parts
of the input/target.

Modality

Simple
TextQG

Input sqg task [Sp1] text 1 [ANS] 1985 [INP] 200 Public Square, Cleveland,
with 45 floors covering 111484 square metres, was completed in 1985

Target sqg task [Sp1] text 1 [ANS] 1985 [QST] In what year was 200 Public
Square completed? [QST] How many years was 200 Public Square com-
pleted? [QST] Which year was 200 Public Square completed?

Simple
KGQG

Input sqg task [Sp1] rdf 1 [ANS] Abraham A. Ribicoff [INP] entity [ Abraham
A. Ribicoff ], spouse [ Ruth Ribicoff ][TEND]

Target sqg task [Sp1] rdf 1[ANS] Abraham A. Ribicoff [QST] What was Ruth
Ribicoff’s husband’s name? [QST] Who was Ruth Ribicoff’s husband?
[QST] What is the name of the man Ruth Ribicoff married to?

Tab. B.4: QTT Examples of inputs and targets for simple TextQG and KGQG training in-
stances. [ANS], [INP], [QST], [Sp1], and [TEND] are special tokens we use to demarcate parts
of the input/target.
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Modality

Text

Input textqa task [Sp1] Alaa Abdul Zahra has played for AL Kharaitiyat SC
and for what sports club of the Qatar Stars League? [INP] Alaa Abdul
Zahra has played for AL Kharaitiyat SC and for Al-Khor Sports Club
of the Qatar Stars League. Al Kharaitiyat SC play at Al Khor and are
managed by Amar Osim.

Target textqa task [Sp1] Al-Khor Sports Club
Input textqa task [Sp1] What is the name of the monument that was con-

structed in 2000 in Adams County, Pennsylvania? [INP] In Soldevana-
halli, Acharya Dr. Sarvapalli Radhakrishnan Road, Hessarghatta Main
Road, Bangalore – 560090 is the location of the Acharya Institute of
Technology in India which is affiliated with the Visvesvaraya Techno-
logical University. The motto of the Institute which was established in
the year 2000 is "Nurturing Excellence" and there are 700 postgraduate
students.

Target textqa task [Sp1] unanswerable

Graph Input kbqa task [Sp1] In what city in Switzerland is the accademie di archite-
tura di mendresio located? [INP] entity [ Accademia di Architettura di
Mendrisio ], country [ Switzerland ], number of students [ 600 ], estab-
lished [ 1996 ], city [ Mendrisio ], location [ Ticino ] [TEND] , entity [
Switzerland ], leader [ Johann Schneider - Ammann ] [TEND]

Target kbqa task [Sp1] Mendrisio
Input kbqa task [Sp1] In what year was the Ataturk Monument opened? [INP]

entity [ Turkey ], leader title [ President of Turkey ], leader [ Ahmet
Davutoglu ], largest city [ Istanbul ], currency [ Turkish lira ] [TEND]
, entity [ Ataturk Monument ( Izmir ) ], designer [ Pietro Canonica ],
material [ Bronze ], location [ Turkey ] [TEND]

Target kbqa task [Sp1] unanswerable

Tab. B.5: QTT Examples of inputs and targets for TextQA and KGQA training instances.
[INP], [Sp1], and [TEND] are special tokens we use to demarcate parts of the input/target.
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Modality

KG-
to-
Text

Input data2text task [Sp1] entity [ Allama Iqbal International Airport ], operat-
ing organisation [ Pakistan Civil Aviation Authority ], location [ Punjab,
Pakistan ], city served [ Lahore ][TEND] , entity [ Pakistan ], leader
[ Mamnoon Hussain ] [TEND] , entity [ Punjab, Pakistan ], country [
Pakistan ] [TEND]

Target data2text task [Sp1] Allama Iqbal International airport is located in Pun-
jab, Pakistan and is operated by The Pakistan Civil Aviation Authority.
Lahore city is served by the airport. Mamnoon Hussain is the leader of
Pakistan.

Text-
to-
KG

Input text2data task [Sp1] A Long Long Way was written in Ireland and pub-
lished by Penguin Random House (parent company Viking Press).

Target text2data task [Sp1] entity [ A Long Long Way ], country [ Ireland ],
publisher [ Viking Press ] [TEND] , entity [ Viking Press ], parent com-
pany [ Penguin Random House ] [TEND]

Tab. B.6: QTT Examples of inputs and targets for KG-to-Text and Text-to-KG training in-
stances. [INP], [Sp1], and [TEND] are special tokens we use to demarcate parts of the in-
put/target.

Modality

EntTypet
Input entlink task [Sp1] Abner currently plays football for Real Madrid

Castilla.
Target entlink task [Sp1] [INP] Abner [Sp3] Homo sapiens; person; natural per-

son; omnivore [INP] Real Madrid Castilla [Sp3] football team; sports
team

EntTypeg
Input entlink task [Sp1] entity [ Buzz Aldrin ], place of birth [ Glen Ridge ],

country of citizenship [ United States of America ], status [ Retired ]
[TEND]

Target entlink task [Sp1] [INP] Buzz Aldrin [Sp3] Homo sapiens; person; natural
person; omnivore [INP] Glen Ridge [Sp3] borough in the United States;
municipality of New Jersey [INP] United States of America [Sp3] state;
country; political territorial entity; republic; federation; historical coun-
try; state with limited recognition; democracy; nation

Tab. B.7: QTT Examples of inputs and targets for EntType (on text and on graph) training
instances. [INP], [Sp1], [Sp3], and [TEND] are special tokens we use to demarcate parts of the
input/target.
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C.1 Data details

C.1.1 Synthetic QA data in English

We used a subset of Kelm filtered for (g, t) pairs where g has between 2 and 5 triples; this
is because larger sizes typically lead to unnatural questions. Kelm (Agarwal et al., 2021) has
15M (g, t) pairs of which we used a subset of about 2M pairs to seed the generation of synthetic
QA data on; about 1.1M texts remain in Q-KELMEn after our QA pair filtering steps. The
distribution of Q-KELMEn’s questions by nf can be found in Table 5.1.

C.1.2 Synthetic QA data in Portuguese and Russian

‚ Quality filters for machine translation

‚ Verifying MT on Portuguese texts To ensure the quality of the machine translations of
the texts from English to Portuguese, we backtranslated them and used two automatic scores: (i)
BERTScore (BSc) (Zhang et al., 2020) and (ii) Google BLEU (GLEU) (Wu et al., 2016) to assess
the semantic and lexical similarity of the translations and the original text — we used cut-offs
of ě0.7 for BERTScore and ě0.3 for GLEU. We also used a regular expression to check for the
presence of 10 or more consecutively repeated words which is a typical error in MT, indicating
issues with the quality of the translation.

‚ Verifying MT on questions For questions, we also use the same BSc and GLEU cut-
offs above (ě0.7 and ě0.3) on the backtranslations of the questions to filter out poor quality
translations.

Aligning text answer to graph entity

The process here involves mapping g to Portuguese/Russian using Wikidata multilingual labels
for entity names. If a multilingual label for the language cannot be found, the name is translated
from English using Google Translate API; here, we found that a commercial-grade MT system
can be better suited to translate entity names. These multilingual versions of g are only used to
aid the mapping of aPtBr

t /aRu
t to a graph entity and are set aside thereafter (i.e. we do not use

them in training)

C.2 Training and evaluation details

C.2.1 Negative sampling for QA

For the textual QA and KG QA tasks, negative examples were created so as to allow the model
to recognise questions that are unanswerable given the context. These samples are created using
a random (i.e. 50-50) assignment to one of these two strategies:

‚ Strategy 1: simple negatives for a given (X, q, aX) instance are created by picking
another (Xother, q

1, aX 1) instance in the QA training set where X and Xother do not share any
common entities/values between them. If X is a text, we use the graph that it is paired with in
WebNLG to check for common entities. A new instance (X, q1, “unanswerable”) is then created
in the training data.
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‚ Strategy 2: hard negatives are created in the following manner: a mapping M is first
created ahead of time where every entity e that can be found in the training data is associated
with the set of all the (X, q, aX) instances where e is mentioned in X (e P X). If X is a text, we
use the graph it is paired with in WebNLG when creating M .

For a given (X, q, aX) instance, another instance, i.e. (Xother, q
1, aXother

) is randomly chosen
using M and a random e P X. If a single token from the answer aXother

overlaps with (i) any
of the tokens for any e (an entity or value) found in X or (ii) any of the tokens of X, then this
(Xother, q

1, aXother
) candidate is rejected. Otherwise, a new instance (X, q1, “unanswerable”) is

created in the training data using the instance and the process for (X, q, aX) terminates. When a
candidate instance is rejected, a new (Xother1 , q1, aXother1 ) is drawn from M using another e P X.
After 10 tries or when all e P X has been exhausted, a simple negative is created instead.

‚ Baseline: negative QA instances For training the baseline’s textual QA and KG QA
models, we create unanswerable instances in a 2:1 ratio by randomly replacing the context for a
question with another in the data.

C.2.2 Upsampling

We carry out upsampling on two levels when preparing Q-WebNLGPtBr and Q-WebNLGRu

(the training data for our language-specific multimodal multi-task QG-QA models).

‚ Between modalities for QG subtasks and between modalities for the same task
For QG, this is done between complex textual and complex KG QG, simple textual and simple
KG QG to ensure that the QG subtasks are balanced. It is also done between modalities for
the QA tasks (e.g. textual QA and KG QA) to ensure that the tasks are balanced between
modalities. The negative samples for the QA tasks are also upsampled in the same way.

For instance, m1 and m2 are the sets of samples for modality 1 and modality 2 respectively,
and suppose | m1 | > | m2 |.

If | m2 | { | m1 |ě 0.5, we randomly sample | m1 | - | m2 | from m2 to balance them.
If however | m2 | { | m1 | < 0.5, we upsample m2 up to at most 1{3¨ | m1 |. This is to ensure

that we do not overrepresent m2 in the data and overfit on it during training.

‚ Globally for certain tasks This was done for simple QG as a whole (i.e. after simple
textual and simple KG QG have been consolidated as one). This is because there are significantly
fewer instantiated samples of this task in the data than in the rest. The number of samples for
these tasks was tripled.

C.2.3 Evaluation settings

‚ BERTScore We use the same settings, except the following for a clearer analysis: (i)
lowercasing, (ii) “unanswerable” strings were set to an empty string to avoid non-zero BSc for
these and "over-counting" them, and (iii) rescaling BScs against a baseline (computed following
the official method67) for a wider spread.

67https://github.com/Tiiiger/bert_score/blob/master/journal/rescale_baseline.md
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‚ Self-consistency filter Since the models are trained on machine-translated synthetic data,
some generated questions may be ill-formed and pose an impact on QA. We therefore filter from
both our model and the baseline, the questions: (i) which cannot be answered from their source
context; or (ii) whose generated answer âX has a BSc < 0.7 when compared against the reference
aX . We focus our analysis on QA Consistency (Section 5.6), the Data-QuestEval (Section 5.7.4)
and mGEN (Section 5.7.5) evaluations on the results after filtering as this is the upper bound
of the approaches’ performance. For congruence with our QG Coverage analysis, if the filtering
will leave a given approach A — and therefore B as well — with no QA pairs (i.e. no coverage),
we keep one QA pair for A.

‚ Settings for mGEN experiments Since mGEN was trained with language tokens to
produce answers in different languages for a question in language L, we leverage these tokens
to replicate the same language setting for the inputs and outputs as our experimental set-up:
(i) when the answering modality is a text, the input (both question and context) are in Por-
tuguese/Russianand the output answer is in the same language. (ii) When the answering modal-
ity is a graph, we use the linearisation scheme from (Oguz et al., 2022) to utilise mGEN for
KG QA. The question in the input is in Portuguese/Russian and the context is in English; the
output answer is in English.
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C.3 Detailed results

C.3.1 QA consistency: Token F1 and Exact Match

Portuguese

Internal X-Appr

QG Baseline QTT Baseline QTT
QA Baseline QTT QTT Baseline

Same-mod (GT)
T Ñ T 89.9p˘0.02q 94.9p˘0.25q 77.6p´12.3q

p˘0.09q
67.9p´27.0q

p˘0.26q

G Ñ G 80.5p˘p0.04q 90.4p˘0.31q 56.6p´23.9q

p˘0.11q
52.2p´38.2q

p˘0.26q

Russian

Internal X-Appr

QG Baseline QTT Baseline QTT
QA Baseline QTT QTT Baseline

Same-mod (GT)
T Ñ T 86.7p˘0.10q 84.7p˘0.14q 53.1p´33.6q

p˘0.06q
42.5p´42.2q

p˘0.11q

G Ñ G 72.6p˘0.05q 95.2p˘0.27q 61.2p´11.4q

p˘0.15q
48.9p´46.3q

p˘0.58q

Tab. C.1: Consistency Results. Average of Token F1 between answers. In the first brackets
() are the standard deviations across five random runs; for the right column, in the second
brackets() are the differences between X-Appr and Internal.
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Portuguese

Internal X-Appr

QG Baseline QTT Baseline QTT
QA Baseline QTT QTT Baseline

Same-mod (GT)
T Ñ T 72.5p˘0.08q 87.5p˘0.61q 58.1p´14.4q

p˘0.16q
43.2p´44.3q

p˘0.21q

G Ñ G 73.2p˘0.10q 87.2p˘0.36q 48.9p´24.3q

p˘0.21q
41.9p´45.3q

p˘0.26q

Russian

Internal X-Appr

QG Baseline QTT Baseline QTT
QA Baseline QTT QTT Baseline

Same-mod (GT)
T Ñ T 58.3p˘0.23q 66.0p˘0.33q 33.8p´24.5q

p˘0.12q
36.6p´29.4q

p˘0.12q

G Ñ G 60.9p˘0.16q 92.9p˘0.52q 39.3p´21.6q

p˘0.14q
33.9p´59.0q

p˘0.74q

Tab. C.2: Consistency Results. Average of Exact Match between answers. In the first
brackets () are the standard deviations across five random runs; for the right column, in the
second brackets() are the differences between X-Appr and Internal

C.3.2 Finer-grained QA consistency tests

Portuguese

Num Facts
1 2 3 4

Same-mod (GT)
T Ñ T 93.6 96.0 95.5 95.4
G Ñ G 95.7 98.1 97.8 98.5

Cross-mod (GT)
T Ñ G 65.6 62.5 58.2 54.6
G Ñ T 67.1 66.0 61.0 57.0

Cross-mod (Gen Ans)
T Ñ G 68.6 63.7 59.3 55.7
G Ñ T 69.2 67.0 61.1 57.4

Tab. C.3: Fine-grained analysis of QTT’s QA performance (BSc) for Portuguese.
Num Facts denote the number of facts (nf) the set of QA-pairs relate to (i.e. 1 denotes an SQ
of 1 fact, 2 denotes a CQ of 2 facts etc...). The nf sets are mutually exclusive.
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Russian

Num Facts
1 2 3 4

Same-mod (GT)
T Ñ T 90.2 90.6 90.6 86.0
G Ñ G 93.8 97.6 98.0 96.8

Cross-mod (GT)
T Ñ G 29.8 30.1 30.8 29.5
G Ñ T 29.6 29.3 30.0 31.0

Cross-mod (Gen Ans)
T Ñ G 30.8 30.3 30.9 31.6
G Ñ T 32.8 29.5 30.7 30.9

Tab. C.4: Fine-grained analysis of QTT’s QA performance (BSc) for Russian. Num
Facts denote the number of facts (nf) the set of QA-pairs relate to (i.e. 1 denotes an SQ of 1
fact, 2 denotes a CQ of 2 facts etc...). The nf sets are mutually exclusive.

C.3.3 Multilingual Retrieval-based QA

Portuguese

External Retrieval-QA

QG Baseline Ours
QA mGEN mGEN

Self (GT)
T Ñ T 73.1p˘0.04q 75.8p˘0.60q

G Ñ G 56.3p˘0.10q 70.0p˘0.39q

Russian

External Retrieval-QA

QG Baseline Ours
QA mGEN mGEN

Self (GT)
T Ñ T 61.7p˘0.19q 60.6p˘0.17q

G Ñ G 59.4p˘0.17q 67.2p˘0.82q

Tab. C.5: QA consistency (Token F1) comparing the QG of Baseline and Ours, using mGEN
for QA.
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Portuguese

External Retrieval-QA

QG Baseline Ours
QA mGEN mGEN

Self (GT)
T Ñ T 52.4p˘0.13q 63.5p˘0.79q

G Ñ G 45.2p˘0.15q 59.3p˘0.74q

Russian

External Retrieval-QA

QG Baseline Ours
QA mGEN mGEN

Self (GT)
T Ñ T 36.4p˘0.13q 42.2p˘0.14q

G Ñ G 45.8p˘0.20q 58.8p˘1.08q

Tab. C.6: QA consistency (Exact Match) comparing the QG of Baseline and Ours, using
mGEN for QA.
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